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Abstract

Enabling large language models (LLMs) to ef-
fectively process long videos is essential for
advancing multimodal large language mod-
els (MLLMs). While current general-purpose
MLLMs can handle short video clips, they of-
ten struggle with longer videos, typically fail-
ing to capture crucial information in videos
over one minute. This challenge arises pri-
marily from over-compression, where the en-
coded video representations are inadequate to
fully represent the entire video. To address this,
we introduce Long Video Chat (LVCHAT), a
novel approach focused on long video under-
standing with MLLMs. In LVCHAT, we pro-
pose Frame-Scalable Encoding (FSE) to en-
code global video information, dynamically ad-
justing the number of video embeddings based
on video duration to prevent over-compression.
Additionally, we introduce Interleaved Frame
Encoding (IFE), which interleaves multiple
video embedding groups with shared positional
embeddings across these groups. Experimental
results show that LVCHAT significantly outper-
forms baselines in long-video QA and caption-
ing tasks. Code and data will be made available
upon publication.

1 Introduction

Recent efforts have focused on enhancing the mul-
timodal capabilities of large language models, ex-
tending their power beyond text to other modal-
ities (Touvron et al., 2021; Bao et al., 2021; He
et al., 2022; Hassid et al., 2023; Borsos et al., 2023;
Sicherman and Adi, 2023). Given that video is a
unique medium through which humans perceive
the real world (Li et al., 2023), there is growing
interest in advancing multimodal large language
models (MLLMs) to better understand videos. No-
table examples include VideoChat (Li et al., 2023),
VideoChatGPT (Maaz et al., 2023), and VideoL-
lama (Zhang et al., 2023b).

While previous works demonstrate promising
results on short videos, improving their perfor-

VideoChatGPT (927 V-E): n the video ... She is using
a knife to chop vegetables on a cutting board, and ...

VideoChat (96 V-E): The video shows a man
cutting vegetables on a cutting board.

The man slices the
broad beans (2:00) VideoLlama (96 V-E): he video shows a man and a
woman in a kitchen. The man is standing in front of
a stove while the woman is standing in front of a

counter. They are both wearing blue shirts..

LVCHAT (4032 V-E): In the video, we see a man standing in
a kitchen and preparing food ... He is cutting vegetables
on a cutting board and placing them in a pan. He then
adds some oil to the pan and starts cooking the vegetable.

The man continues
to stir the beans as
they cook. (7:36)

Figure 1: An illustration from the long-video caption-
ing task using the TACoS dataset (Rohrbach et al.,
2014). The video is 671 seconds long. We highlight
two keyframes, each with its corresponding timestamp
and human-annotated caption. The term “V-E” refers to
Video Embeddings. Our method, LVCHAT, leverages
significantly more video embeddings compared to other
approaches. This increased embedding density allows
LV CHAT to generate detailed and accurate descriptions,
in contrast to other methods that either miss critical in-
formation (marked in yellow) or produce hallucinated
content (marked in red).

mance on videos longer than one-minute is ob-
served to be challenging (Li et al., 2023). We
believe (and empirically prove it in our experi-
ments) that the inability to comprehend long videos
comes from the over-compression of video con-
tent. For example, VideoChat (Li et al., 2023)
and Video-Llama (Zhang et al., 2023b) convert
entire video into a fixed number of video embed-
dings, regardless of the video’s duration, result-
ing in inadequate representations, especially for
longer videos (e.g., over 600 seconds). VideoChat-
GPT (Maaz et al., 2023) compresses video content
by using 256 global video embeddings along with
one embedding per frame, which also suffers from
over-compression as video length increases. As
shown in Figure 1, these models struggle to main-
tain promising performance with long video.

To address this challenge, we propose LVCHAT,
a novel framework for long-video understand-
ing that comprises two key components: Frame



Scalable Encoding (FSE) and Interleaved Frame
Encoding (IFE). To mitigate the issue of over-
compression, we design FSE, a new global feature
extraction strategy that down-samples the entire
video into a primary frame group, with the number
of video embeddings in this group scaling with the
video’s length (T"). To extract more detailed infor-
mation from the video, we introduce IFE, which
shifts the frames within the primary group to cre-
ate multiple augmented video groups. Each group
is processed by FSE to generate augmented sets
of video embeddings. These embeddings are then
interleaved and fed into the language model, with
shared positional embeddings across groups. We
evaluate LVCHAT on long video question answer-
ing (MVBench and EgoSchema) and caption gener-
ation (TACoS) tasks, where LVCHAT outperforms
baselines by up to 27% in accuracy on video QA
and 25% in ROUGE score on caption generation,
demonstrating its effectiveness in long video under-
standing.

2 Related Work

Video Question Answering (VideoQA) VideoQA
aims to evaluate the model’s ability to under-
stand videos. Typical works pretrain a video-text
model and perform a successive fine-tuning on
VideoQA (Zellers et al., 2021; Bain et al., 2021;
Miech et al., 2019; Wang et al., 2022; Fu et al.,
2021; Zeng et al., 2022; Li et al., 2022; Yu et al.,
2023). These works are focused specifically on QA
tasks, which may limit the applications of these
models in real-world scenarios. In contrast, multi-
modal large language models are general-purpose
models suitable for various applications.

Multimodal Large Language Models(MLLMs)
Some works adopt image captioning models to
generate captions for each frame to convert the
video into text, which could serve as the input to
the large language models (Wang et al., 2023a; Li
et al., 2023). These methods depend heavily on the
captioning models and may pose problems when
information beyond text descriptions exists in the
video. Another trend introduces adapters to convert
the visual information into representations in the
text embedding space, which spans from image
domain (Luo et al., 2022; Chen et al., 2022; Zhu
et al., 2023; Liu et al., 2023) to video domain (Li
et al., 2023; Maaz et al., 2023; Zhang et al., 2023b;
Yang et al., 2022; Li et al., 2024a).

3 Method
3.1 Preliminary of MLLMs

Given a video V = [I;];—12,...  consisting of F'
seconds, we sample F' frames in the video. Then an
MLLM first uses a video encoder f,;q to convert
the video into a list of video embeddings E =
fvia(V) within the word embedding space of the
language model fj;,,,. The language model then
generates an output (e.g., the answer to a question
in video QA task), given the video embeddings and
a text query W (e.g., the question about the video):

output = fiin(E, W).

In existing works, video embeddings E are typ-
ically too few relative to the number of frames,
causing over-compression (as shown in Figure 1).
Therefore, we propose LVCHAT, which includes
Frame-Scalable Encoding (FSE) and Interleaved
Frame Encoding (IFE).

3.2 FSE: Encode Global Information

FSE is designed to encode global information from
a long video into a scalable set of video embed-
dings, with the number of embeddings increasing
as the video lengthens.

As shown in Figure 2, the video V is first
down-sampled by a factor  into the primary
group, resulting in a sequence of L frames
([Il, Il+,y, Il_:,_g,y, B -IL], where L = [T/’)fl)
These L frames are then segmented into n clips
([Cy,- -+, Cy)), each containing K frames, with
K as a hyper-parameter and n = [L/K|. Each
clip is encoded into a fixed number of embeddings
using the video encoder in the MLLM (we use
N = 96 following Li et al. (2023)):

Ei,- - E, = fia(C1), -, fuid(Crn). (1)

Here, E; € RV*? represent the N embeddings for
the i-th clip (¢ € {1,--- ,n}). After concatenating
these embeddings, we obtain EfSE € R("*N)Xd,
corresponding to the FSE embeddings of the pri-
mary group. Since this group starts from the first
frame, we denote it as Ef SE n IFE, where groups
start from different frames, we use Ef SE o indi-
cate the FSE embeddings for the group starting at
the j-th frame. As the video length (T') increases,
more clips are obtained (n increases), resulting in
a larger number of video embeddings. This expan-
sion helps mitigate the risk of over-compression.
To enable the MLLM to understand these video
embeddings, we finetune it using the FSE strategy.



Down-sample by y to construct the primary group

Split the video into n clips, with each clip having K frames

Map every clip into N embeddings

Concatenate all embeddings

€ ]R(N*n)*d

1 2 3 ..(Positional ids)

Frame Scalable Encoding (FSE)

Shifted from the primary group
Frame Scalable Encoding (FSE)

Y - Y <

123 . (Posmonal ids)
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/ Two embeddings share the same PoE

Interleaved Frame Encoding (IFE)

Figure 2: Illustration of Interleaved Frame Encoding (IFE) with a down-sample factor of v = 2. First, the entire
video is downsampled by « = 2 to create the primary group, on which FSE is applied to produce Ef'*F (shown in
orange). In IFE, the primary group is augmented by shifting the frames by 1 second, followed by FSE again. The
embeddings from both groups are then interleaved, with embeddings in each group sharing the same positional IDs.

3.3 IFE: Augment to Provide More Details

While the primary Ef° SE embeddings cover the
whole video, they can be sparse and lose finer
details. To address this, we propose IFE, which
shifts the frames in the primary group by a small
interval (e.g., 1 sec) and repeats the downsampling
process, generating a new group of frames (e.g.,
12,154, --]). We then apply FSE to this new
group to produce a new set of video embeddings
(e.g., EL'5). By shifting the frames (y — 1) times,
we obtain (v — 1) additional sets of video embed-
dings {EL5F ... EESE} which augment the pri-
mary Ef"“F and provide comprehensive coverage
of all frames in the video.

To feed these embeddings into fj;,,, we assign
the same position ids [1, - - - , N % n] to each group
(as noted in Section 3.2, each group contains N xn
embeddings). This approach is based on the in-
tuition that embeddings within each group share
similar temporal orders, and embeddings across
different groups with the same positions are also
temporally aligned. When inputting these embed-
dings into the language model, we interleave the
embeddings from each group, reorganizing them
according to their positional ids to ensure they are
processed in the correct temporal order (as illus-
trated in Figure 2). The IFE strategy intuitively
adds more detail on top of FSE, addressing the

potential sparsity of FSE embeddings.

4 Experiments

4.1 Experimental Setups

We use VideoChat2 (Li et al., 2023) as the back-
bone of LVCHAT and conduct training with FSE
(see more training details in Appendix §C.1). We
compare LVCHAT with VideoChat2 (Li et al.,
2023), Video-Llama (Zhang et al., 2023b), Video-
ChatGPT (Maaz et al., 2023), LLoVi (Zhang et al.,
2023a). We refer the readers to Appendix § C.2 for
more details about these baselines.

Evaluation Benchmarks We evaluate LVCHAT
on the following long-video QA and caption gen-
eration tasks: (1) MVBench-Extended: we take
MVBench (Li et al., 2024b) and extend its orig-
inal videos by concatenating distracting videos
from Ramachandra and Jones (2020) to 100s, 300s,
and 600s. (2) EgoSchema (Mangalam et al.,
2023): a long video QA dataset with an average
length of 180s, derived from Ego4D (Grauman
et al., 2022). We use the official validation set
with publicly released answers for evaluation. (3)
TACoS (Rohrbach et al., 2014): a long-video cap-
tion generation dataset whose videos are 287s on
average with human-annotated captions of critical
timestamps in the video. We use OpenAI’s GPT-
4 (OpenAl, 2024) to generate a reference summary



AS AP UA Ol
100s  300s 600s | 100s 300s 600s | 100s 300s 600s | 100s 300s 600s
VideoChatGPT 30 275 26 23 255 27 34 28 30 | 275 26 265
VideoLlama 24 255 235235 235 25 39 38 375 | 27 26 26
VideoChat2 385 305 285 | 33 29 23 | 465 45 415|575 395 385
LVCHAT w/o IFE - 41 345 - 385 305 - 385 385 - 47 46
LVCHAT 535 425 37 | 455 375 34 47 37 385 | 66 525 485

Table 1: Results on QA datasets extended from MVBench. The interleaving factor v is set to be 2 for videos of
length 5 min and 4 for videos of length 10 min. All models are evaluated using MVBench’s protocol.

‘ Rougel Rouge2 Rougel. RougeSum
VideoLlama 0269  0.0490  0.196 0.193
VideoChatGPT | 0.263  0.0567  0.188 0.188
VideoChat2 0.261  0.0675 0.195 0.196
LVCHAT 0.360  0.0920 0.244 0.246

Table 2: Evaluation on long-video caption generation
dataset TACoS (Average 287s). Bold: best results.

from the labeled captions and conduct the human
inspection. We report ROUGE scores on its official
dataset. For more details on each dataset, please
refer to §C.5 and §C.6.

4.2 Comparisons on MVBench-Extended

We report the QA performance of various mod-
els on MVBench-extended across different video
lengths in Table 1. The results indicate that
LVCHAT consistently outperforms previous meth-
ods on nearly all datasets and in almost all settings,
demonstrating its superior ability to extract critical
information from videos, even those up to 600 sec-
onds long. Additionally, we present results without
the IFE strategy, where a noticeable performance
drop occurs, highlighting the effectiveness of IFE.

4.3 Comparisons on TACoS and EgoSchema

In this section, we evaluate the performance of
LVCHAT on two datasets, EgoSchema and TACoS,
both of which feature naturally long videos. For
TACoS caption generation task, all models gener-
ate up to 100 new tokens using greedy search, and
the results are reported using the ROUGE score in
Table 2. For EgoSchema QA task, we maintain the
same settings and report the accuracy in Figure 3.
It’s important to note that our focus is on zero-shot
performance. As shown in the tables, LVCHAT out-
performs all other baselines by a significant margin.
We provide the case study in Table 1, where we
demonstrate that existing methods either fail to cap-
ture detailed information in contiguous frames or
suffer from hallucinations, whereas LV CHAT effec-
tively captures correlations within the long video,

providing detailed and accurate descriptions.

—e— LV-Chat

VideoLlama 28.4 & Nyl Lv-Chat wio IFE
VideoChatGPT | 260 5 \f\
VideoChat2 50.0 gos o —
LLoVi 51.2 “ i

35 ——— :
LVChat 55-4 30 100 200 300 400 500 600

Video Length

Figure 3: Accuracy on
EgoSchema.

Figure 4: Comparison
with different lengths.

4.3.1 Ablation Study

We present an ablation study on the impact of FSE
and IFE in LVCHAT, with VideoChat2 as our back-
bone model. We evaluated various model variants
on videos ranging from 100 to 600 seconds in
length, reporting the average accuracy on OI and
AS. The downsample factor ~ varies from 1 to 6
as the video length increases from 100 to 600 sec-
onds. When IFE is not enabled, only the primary
group with 96 video embeddings is used. However,
with IFE enabled, we interleave multiple groups of
embeddings. For example, videos of 600 seconds
are downsampled into 6 groups, with the positional
IDs of the obtained video embeddings repeated 6
times across all groups. As shown in Figure 4,
there is a clear trend: incorporating FSE signifi-
cantly enhances the model’s capability to handle
long videos, and as video length increases, the ad-
ditional benefit of IFE augmentation becomes even
more pronounced.

5 Conclusion

In this study, we introduced LVCHAT, a novel
approach for long video understanding, consist-
ing of Frame-Scalable Encoding (FSE) and Inter-
leaved Frame Encoding (IFE) to deal with the over-
compression problem. We evaluated LV-Chat’s
performance in long-video qustion answering and
captioning tasks. The experimental results demon-
strate that LV CHAT consistently surpasses previous
methods on videos with varying lengths.



6 Limitations

One limitation is that LVCHAT uses VideoChat?2 as
the backbone model, whose LLM inside is Vicuna-
7B-v1.0. We acknowledge that there are LLMs
that are more advanced such as Vicuna-7B-v1.5,
released during the development of LVCHAT. We
plan to update the backbone in LVCHAT by training
more advanced LLMs or at larger size, to further
boost the long-video understanding capabilities of
LVCHAT.
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A Notations

All the notations are provided in Table 3.

Symbols Meanings

T duration

F total number of frames

K number of frames in one clip

N number of tokens per clip

F number of sampled frames

n number of clips
N, max number of clips

¥ number of interleaved times

n; number of clips in interleaved setting

Table 3: Notations

B Additional Experimental Results

B.1 Model performance on all subsets of
MVBench

Table 6 shows the results on the original MVBench
and Table 7 shows the results on the augmented
MVBench with Street-Scene.

B.2 Additional Ablation Study of IFE

As shown in Figure 2, we interleave the embed-
dings encoded from different clips. A more straight-
forward way is shown in Figure 5. However, this
strategy shows inferior performance compared to
IFE, with the results shown in Table 4. We provide
some potential insights behind the table: Imagine
there are eight frames in total, and IFE encoding
would be split them into [1,2,1,2,1,2,1,2], where
“1” and “2” refer to the indices of two groups. The
other strategy in Figure 5 would be [1,1,1,1,2,2,2,2].
Then the major reason may lie in the positional en-
coding. When inputted into the language model,
the positional encoding would be [1,1,2,2,3,3,4,4].
Then for the IFE split, all the frames in group one
would have the positional encoding [1,2,3,4], with
the same case for group two. Whereas for the other
strategy, the positional encoding for the first group
is [1,1,2,2], and for the second group, the positional
encoding would be [3,3,4,4]. Note that during
FSE training, the model has only seen the embed-
dings equipped with positional encoding [1,2,3,4],
thus the positional encodings such as [1,1,2,2] and
[3,3,4,4] may potentially make the model confused
and yield inferior performances.

B.3 Case Study

We compare LVCHAT against the baselines on the
TACoS and show two cases in Table 5. For each
video, we choose two representative scenes and
match them with the captions from the TACoS.
In many cases, VideoChatGPT and VideoChat2
can only summarize the whole video in one sen-
tence without any further detail. While VideoL-
lama generates longer answers generally, it often
has strong hallucinations on the details of the video
and gives far-off descriptions. In contrast, our
model captures much more detail, including the
actions of the subject and the environment where
the video was shot. Intuitively this is due to the use
of more embeddings (as shown in the captions of
Table 5) in LVCHAT. In the cases we show, we also
highlight the correct action descriptions that these
models generate. All three baselines fail to cor-
rectly capture the actions of the person from both
two scenes while LVCHAT succeeds in describing
both. LVCHAT benefits from longer encodings us-
ing FSE; and with the IFE technique, even more
frames can be compressed into encodings of lim-
ited lengths.

C Experiment Settings

C.1 Additional Implementation Details

We initialize our model from VideoChat2 (Li
et al., 2023). For LVCHAT, we use the equation
n = [T/K] to determine the number of frames
to sample, and encode every K frames into N
embeddings, where K = 16, N = 96. During
the training, we specify n,, = 10. Thus if the
video length T is shorter than n,, *+ K = 160,
we do not need IFE and only FSE is turned on,
whereas if the video length 7" is longer than 160,
we determine the interleaving factor v with v =
[[T/K]/nm| and then perform the IFE process.
We set the learning rate as 2e-6, with warmup
epochs=0.3, num_epochs=1, scheduler=cos, op-
timizer=AdamW. The fine-tuning is performed on
4 NVIDIA-RTX-A6000 GPUs. For FSE, we fine-
tune our model on the instruction dataset collected
for training VideoChat2 (Li et al., 2023) with the
detailed datasets shown in Appendix §C.3. We use
evaluate package to calculate ROUGE score for
TACoS dataset.

C.2 Links to the baselines

We put the details and the links to the baselines as
below:
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Figure 5: A more straightforward encoding strategy to allow longer context input to the LLM.

300s 600s
AS AP UA OI |AS AP UA OI
LVCHAT 425 385 37 525 |37 34 385 485
LVCHAT (IFE replaced) | 31 355 39 48 | 31 35 335 43

Table 4: Ablation study of IFE. “(IFE replaced)" means using the encoding strategy in Figure 5. Bold: best results.

VideoChat2 (Li et al., 2023): The backbone of
our model without FSE and IFE. We follow the
implementation in VideoChat2 and sample 16
frames from the given video regardless of the

video length. The link is https://github.

com/OpenGVLab/Ask-Anything/blob/
main/video_chat2/mvbench. ipynb
Video-Llama (Zhang et al., 2023b): We exclude
the audio modality here for fair comparison. Fol-
lowing the setting from the original implementation
model, we use the Video-LLaMA-2-7B-Finetuned
checkpoint and sample 16 frames from each
video. The link is https://github.com/
DAMO-NLP-SG/Video-LLaMA
Video-ChatGPT (Maaz et al., 2023): We use
the same setup as in the official demo and
samples 100 frames from each video. The link
is https://github.com/mbzuai-oryx/
Video-ChatGPT/blob/main/docs/
offline_demo.md

LLoVi (Zhang et al., 2023a): (On EgoSchema
benchmark) A framework that can generate
dense captions for short video clips, where the
captions are aggregated for long videos to be
inputted into LLMs. We report the results in the

paper (Zhang et al., 2023a) with Captioner being
LaViLa and LLM being GPT-3.5-Turbo. the link is
https://github.com/CeeZh/LLoVi

C.3 Instruction Tuning Dataset Details

To fine-tune our model with FSE, we adopt the
dataset collected by VideoChat2 (Li et al., 2023),
where there is 1.9M video instruction data in to-
tal'. However, due to that some datasets are not
accessible, we use a subset of this dataset:

e VideoChat (Li et al., 2023), collected from
InternVid (Wang et al., 2023b).

* VideoChatGPT (Maaz et al., 2023), the origi-
nal caption data is converted into conversation
data by (Li et al., 2023).

* NEXTQA (Xiao et al., 2021), a multi-choice
question answering dataset.

* CLEVRER (Yi et al., 2020), an action predic-
tion, multi-choice question answering dataset.
"https://github.com/OpenGVLab/

Ask—-Anything/blob/main/video_chat2/DATA.
md
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Captioned scenes | Results

— LVCHAT: “The video shows a man standing in a kitchen and cutting a
cucumber on a cutting board. He then

. The kitchen has a counter with a sink and a refrigerator. The
man is wearing a black shirt and is standing in front of a black and white
fridge. The video is shot from an overhead angle, giving a bird’s eye view of
the kitchen...”

VideoChatGPT: “The video shows a person cutting vegetables on a counter-
top in a kitchen.”

VideoChat2: “The video shows a man cutting a cucumber on a cutting
board.”

VideoLlama: “1. A man is standing in a kitchen with a black countertop and
a wooden table. 2. He is wearing a black shirt and a black jacket. 3. He is
preparing food in the kitchen. 4. He is using a knife to cut a piece of meat. 5.
He is cutting the meat on a cutting board. 6. He is using a spoon to stir the
food. 7. He is standing in the kitchen”

LVCHAT: “In the video, we see a man standing in a kitchen and preparing
food. He is wearing a blue shirt and a white scarf around his neck. He is
cutting vegetables on a cutting board and placing them in a pan. He then

. The man is standing in
front of a counter with a black and white marble top. There is a microwave
oven on the counter, and a white bowl...”

VideoChatGPT: “In the video, a woman is standing in a kitchen and preparing
food. She is using a knife to chop vegetables on a cutting board, and she is
also using a spoon to stir something in a bowl. The video also shows her
using a spoon to stir something in a bowl.”

VideoChat2: “The video shows a man cutting vegetables on a cutting board.”

VideoLlama: “The video shows a man and a woman in a kitchen. The man is
standing in front of a stove while the woman is standing in front of a counter.
They are both wearing blue shirts. The kitchen has a black countertop and
a black stove. There is a brown wooden table in the kitchen. The man is
holding a knife and the woman is holding a plate. They are both preparing
food.”

Table 5: Two cases (s23-d21, s28-d51) on the TACoS dataset of LVCHAT compared with the baselines. The lengths
of the two videos are 2 min 46 s and 11 min 11 s respectively. VideoChatGPT uses 100 frames; VideoChat2 and
VideoLlama use 16 frames. LVCHAT uses 192/672 frames from the two videos and compresses them into 96 frame
encodings. The highlighted parts are correct descriptions of actions.

C.4 Datasets Selection Criteria captions, leading to unanswerable questions

By manually looking at the examples, we compiled based on visual data only)

a few rules that a valid set of data should satisfy: By applying these rules, we select four datasets

1. The baseline’s performance drops as the target (Action Sequence, Action Prediction, Unexpected
length of the extended video increases. Action, Object Interaction) that are valid for testing
long video-language models.
2. The baseline’s performance should be better
than random guesses. C.5 Dataset Extension

Despite the variety of videos that MVBench(Li
et al., 2024b) has. The average length of the four se-
lected datasets are merely 25.5s, which can barely
4. Video should not be too short compared to our ~ Penefit from the capability of long-video models.
target length. To make use of these videos, we extend them with

a second video sampled from the Street-Scene

5. The questions in the subset should be answer-  dataset(Ramachandra and Jones, 2020). The Street-
able by a visual-only model. (i.e., the an-  Scene dataset contains 91 videos with 15 frames
swers should not be all in the subtitles or the  per second, and we select the first 54000 frames

3. Questions in the subset should not be greatly
affected by video from Street-Scene.



from the dataset, totaling an 1 hour video from
which we sample the second video.
The extension process is as follows:

1. Set a target length of video T’ that the model
should see.

For a original video v of length L(v) < T', we
applies a hash function H (see below) to the
file name NV, of the video v to get a integer
to that is between 0 and 3600, which will be
used as the starting time of the second video.
The hash function in python is:

def hashstr(s: str) -> int:

return sum(ord(c) * 31 #*=*
for i, ¢ in enumerate (

o°

(i 3)
s)

)

Draw a second video from the Street-Scene
dataset that starts at tg = H(V,) and ends at
to + (T — L(v)).

Choose a time point t; = H (N, + ":insert")
in the second video where we will insert the
original video.

Insert the original video at ¢; of the second
video and returns the extended video.

C.6 GPT-4 TACoS summarization

We use the following content to query the “GPT-4”
API from OpenAl on Oct.9th, 2023. The context
is composed of human-labelled captions and their
starting times. The template we use for prompting
GPT-4 is:

You are an assistant answering questions
based on video contexts. Your
answer should be based on the given
contexts, but you can also infer the
actual video content from the tag
information and your common sense.
The timed description is a
description for the wvideo at the
given second. When describing,
please mainly refer to the timed
description. Don't create a video
plot out of nothing.
Contexts for the video: \{context\}
Question: Could you please describe what
is happening in the video?

Here is an example of video s13-d21. The

prompt for GPT-4 is:

You are an assistant answering
questions based on video contexts.
Your answer should be based on the
given contexts, but you can also
infer the actual video content from
the tag information and your common
sense. The timed description is a
description for the video at the
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given second. When describing,
please mainly refer to the timed
description. Don't create a video
plot out of nothing.

Contexts for the video: """

Second 9: He took out cutting board

Second 17: He took out knife

Second 22: He took out cucumber

Second 35: He took out plate

Second 47: He washed cucumber

Second 57: Cut off ends of cucumbers

Second 72: He sliced cucumbers

Second 90: He put cucumbers on plate

Second 9: person takes chopping board
out

Second 17: person removes knife from
draw

Second 22: person removes cucumber out

of refrigerator

Second 35: person removes plate out of
cabinet

Second 47: person then washes cucumber

Second 57: person then places cucumber
on plate

Second 64: perosn then cuts ends off
cucumber

Second 72: person then cuts cucumber in
slices

Second 90: person then places cucumber
on plate.

Second 9: The person gets out a cutting
board.

Second 17: The person gets out a knife.

Second 22: The person gets out a
cucumber.

Second 35: The person gets out a plate.

Second 47: The person rinses the
cucumber.

Second 57: The person cuts the tips off
the cucumber.

Second 96: The person slices the
cucumber and puts the slices on the
plate.

Second 9: The person gets out a cutting
board.

Second 17: The person gets out a knife.

Second 25: The person gets out a
cucumber.

Second 35: The person gets out a plate.

Second 47: The person rinses the
cucumber.

Second 57: The person cuts off the tips

of the cucumber.

Second 72: The person cuts up the
cucumber.
Second 90: The person puts the cucumber

slices on the plate.

Second 9: The person takes out a cutting
board from the drawer.

Second 17: The person takes out a knife
from the drawer.

Second 25: The person
cucumber from the

Second 35: The person
from the cabinet.

Second 47: The person washes the
cucumber in the sink.

Second 57: The person cuts the ends off
the cucumber then cuts the body into

slices.

procures a
fridge.
procures a plate



AS AP AA FA UA OE OI OS MD AL
VideoChat2 66 475 835 495 60 58 715 425 23 23
VideoChatGPT | 23.5 26 62 225 265 54 28 40 23 20
VideoLlama 275 255 51 29 39 48 40.5 38 225 225
LV-Chat 62.5 47 795 44 61.5 56 74 40.5 235 27

ST AC MC MA SC FpP CO EN ER (I Average
VideoChat2 88 39 42 585 44 49 36.5 35 40.5 655 51.125
VideoChatGPT | 31 30.5 255 485 29 395 33 29.5 26 35.5 32.675
VideoLlama 43 34 225 455 325 325 40 30 21 37 34.075
LV-Chat 82 475 395 695 47 48.5 40 345 385 60 51.125

Table 6: Model Performance on the original MVBench. The results of VideoChat2, VideoChatGPT and VideoLlama
are from the MVBench repository (https://github.com/OpenGVLab/Ask—-Anything/blob/main/

video_chat2/MVBENCH.md).

Second 90: The person sets cucumber
slices on the plate.

Second 9: The person takes out a cutting
board from the drawer.

Second 17: The person takes out a knife
from the drawer.

Second 22: The person procures a
cucumber from the fridge then takes
a plate from the cabinet.

Second 47: The person washes the
cucumber in the sink.

Second 57: The person cuts the ends from
the cucumber.

Second 72: The person chops the cucumber
into slices on the cutting board.

Second 90: The person sets the cucumber
slices on the plate.

Second 9: The person takes out a cutting
board from the drawer.

Second 17: The person takes out a knife
from the drawer.

Second 22: The person procures a
cucumber from the fridge.

Second 35: The person procures a plate
from the cabinet.

Second 47: The person washes the
cucumber in the sink.

Second 57: The person cuts the ends off
the cucumber.
Second 72: The person slices the

cucumber on the cutting board.

Second 90: The person sets the sliced
cucumber on the plate.

Second 9: He goes to the drawer and
takes out a cutting board and knife.

Second 25: He goes to the refrigerator
and takes out a cucumber.

Second 35: He goes to the cupboard and
takes out a plate and places it on
the counter.

Second 50: He goes to the sink and
washes the cucumber.

Second 57: He then cuts off the ends of
the cucumber and then slices the
cucumber.

Second 72: He picks up the cucumber and
places it on the plate.
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Second 9: He opens the drawers and takes
out a cutting board and a knife.
Second 25: He gets a cucumber from the
refrigerator and a plate from the
cabinet.
Second 47: He sets the plate down and
washes the cucumber in the sink.
Second 57: He puts the cucumber on the
plate and dries off his hands.
Second 64: He uses the knife to cut off
the ends of the cucumbers.
Second 72: He uses the knife to slice
the cucumber into smaller pieces.
Second 96: He picks up the pieces of
cucumber and places them on the
plate.
Second 9: The person takes out a cutting
board from the drawer.
Second 17: The person takes out a knife
from the drawer.
Second 22: The person procures a
cucumber from the fridge.
Second 35: The person procures a plate
from the cabinet.
Second 47: The person washes the
cucumber in the sink.
Second 57: The person chops the ends off
the cucumber on the cutting board.
Second 72: The person slices the
cucumber on the cutting board.
Second 90: The person sets the sliced
cucumber on the plate.
Second 9: He gets out the cutting board,
knife, plate, and cucumber from
drawers and the refrigerator.
Second 50: He washes the cucumber in the
sink and puts it on the plate.

Second 60: He wipes his hand on the rag.

Second 65: He chops the ends off the
cucumber.

Second 72: He chops the cucumber into

pieces with the knife.
Second 96: He gathers the chopped
cucumbers together on a plate.
Second 9: the man is opening the drawer
Second 17: the man is placing a knife on
the cutting board he got from the
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drawer

Second 22: the man is opening the
refridgerator

Second 25: he got a cucumber from the
refridgerator

Second 35: the man is washing the
cucumber

Second 50: the man is slicing the

cucumber width-wise

Second 96: then the man arranges the
cucumbers on a plate

Second 9: The man places a cutting board
on the counter.

Second 17: The man places a knife on the

cutting board.

Second 22: The man gets a cucumber out

of the refrigerator.

Second 35: The man gets a plate out of
the cupboard.

Second 47: The man rinses the cucumber.

Second 57: The man dries his hands.

Second 64: The man cuts the ends off of
the cucumber.

Second 72: The man cuts the cucumber
into slices.

Second 96: The man arranges the cucumber

slices on the plate.

Second 9: The person takes a cutting
board from the drawer.

Second 17: The person removes a large
knife from a drawer and puts it on
the cutting board.

Second 25: The person takes a cucumber
from the fridge.

Second 35: The person takes a plate from

the cabinet.

Second 47: The person washes the
cucumber in the sink.

Second 57: The person dries his hands
with the towel.

Second 64: The person slices the
cucumber.
Second 90: The person places the sliced

cucumber onto the plate.

Second 9: He places the cutting board on
the counter

Second 17: He placed the knife on the
cutting board

Second 25: He got a cucumber from the
refrigerator

Second 35: The man washed the cucumber
in the sink

Second 57: The man dried his hands on
the towel

Second 64: The man cut the cucumber into

slices
Second 90: The man placed the cucumber

slices on the plate

mmww

Question:Could you please describe what
is happening in the wvideo?

And the response is:

The video is showing a person preparing
a cucumber. They start by taking out
a cutting board and a knife from a
drawer. Then, they get a cucumber
from the refrigerator and a plate
from the cabinet. After that, they
wash the cucumber in the sink. They
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then cut off the ends of the
cucumber and slice it into pieces on
the cutting board. Finally, they
place the sliced cucumber on the
plate.

We manually inspect the generated responses and
query GPT-4 again if there are unreasonable re-
sponses or clear hallucinations.

C.7 Prompt for different models
C.7.1 System Prompt

For Video-ChatGPT, we use the system prompt (as
used in the original paper):

You are Video-ChatGPT, a large vision-
language assistant. You are able to
understand the video content that
the user provides, and assist the
user with a variety of tasks using
natural language. Follow the
instructions carefully and explain
your answers in detail based on the
provided video.

For VideoChat2, Video-Llama, and our own
model, we use the same system prompt from
MVBench(Li et al., 2024b):

Carefully watch the video and pay
attention to the cause and sequence
of events, the detail and movement

of objects, and the action and pose
of persons.

C.7.2 Dataset-specific prompt
In TaCoS generation, the user asks the assistant:

Based on your observations, describe
what is happening in the video as
detailed as possible.

In QA datasets (MVBench and EgoSchema), we
use the same format as in MVBench. Following is
an example:

Question: What happened after the person
took the food?
Options:

(A) Ate the medicine.

(B) Tidied up the blanket.

(C) Put down the cup/glass/bottle.
(D) Took the box.

Only give the best option.



Length 100s

AS AP AA FA UA OE O1 OS MD AL
VideoChat2(16*1) 385 33 645 34 465 53 575 315 235 29
VideoChat2(16*10) 355 335 415 295 365 545 43 38 19.5 22
VideoChat2(8*10) 36.5 33 43 28 345 54 415 38 185 23
VideoChatGPT 30 23 545 24 34 535 275 41 245 265
VideoLlama 24 235 425 27 39 525 27 33 235 21
LVCHAT (8*10) 48.5 44 525 285 425 55 61 34 205 29
LVCHAT (16*10) 535 455 595 30 47 53 66 36.5 205 28

ST AC MC MA SC FP CO EN ER (I
VideoChat2(16*1) 72 435 305 575 54 29 40 31 39.5 435
VideoChat2(16*10) 40 395 225 375 585 265 38 245 305 395
VideoChat2(8*10) 40 38 225 37 575 27 41 255 32 44.5
VideoChatGPT 40 30 29 36.5 485 21 36 285 29 39
VideoLlama 325 29 28 415 455 29 345 30 25 355
LVCHAT (8*10) 55 395 26 46.5 485 315 39 375 35 39
LVCHAT (16¥10) 62 415 27 495 475 28 36 38 37 38

Length 300s

AS AP AA FA UA OE OI OS MD AL
VideoChat2(16*1) 305 29 63 315 45 53 395 32 23 28.5
VideoChat2(16*10) 32 285 405 24 28.5 555 39 39 19 25
VideoChat2(8*10) 32 285 405 24 28,5 555 39 39 19 25.5
VideoChatGPT 275 255 54 235 28 535 26 435 245 29
VideoLlama 255 235 415 265 38 52 26 33 215 21
LVCHAT (8*10) 425 355 50 26.5 36 54 495 335 215 29
LV CHAT +IFE(8*10) 435 37 485 265 335 56 50 33 21 29.5
LVCHAT (16*10) 41 385 54 26.5 385 535 47 325 205 285
LVCHAT +IFE(16*%10) | 425 375 54 25 37 535 525 325 20 29

ST AC MC MA SC FP CO EN ER (I
VideoChat2(16*1) 60 445 285 58 575 275 41 33 35 42
VideoChat2(16*10) 36.5 385 225 37 58 255 385 25 26 39
VideoChat2(8*10) 36.5 385 225 37 58 255 385 25 26 39
VideoChatGPT 385 295 235 28 52 27 38 27 28.5 405
VideoLlama 305 29 285 415 47 29 33 32 225 345
LVCHAT (8*10) 515 39 255 45 48 295 345 365 30 34
LVCHAT +IFE(8*10) 46 40 28 46 48 29.5 355 365 29 33
LVCHAT (16*10) 49 375 295 45 485 27 345 365 35 34
LVCHAT +IFE(16*10) | 48.5 39 29 47 485 295 30 35 32 35

Length 600s

AS AP AA FA UA OE OI OS MD AL
VideoChat2(16*1) 285 23 63 32 415 53 39 305 215 285
VideoChat2(16*10) 27 28 39 265 28 53 355 39 19 22.5
VideoChat2(8*10) 30 28 40 245 285 51 355 39 205 215
VideoChatGPT 26 27 56 25 30 525 265 40 245 255
VideoLlama 235 25 40 27 375 525 26 33 21.5 20
LVCHAT (8*10) 34 32 49 275 345 54 49 33 21.5 30
LV CHAT +IFE(8*10) 34 32 49 275 345 54 49 33 215 30
LVCHAT (16*10) 345 305 54 24 385 54 46 335 19 29.5
LVCHAT +IFE(16*10) | 37 34 505 245 385 535 485 325 195 285

ST AC MC MA SC FP CO EN ER (I
VideoChat2(16*1) 51 455 28 59.5 56,5 305 365 33 325 435
VideoChat2(16¥10) 385 385 225 36 57 26 395 255 25 38
VideoChat2(8*10) 355 385 23 335 59 26 375 245 25 36.5
VideoChatGPT 38 29.5 31 36.5 49 255 385 285 265 39
VideoLlama 28 29 295 425 475 29 33 31 22 335
LVCHAT (8*10) 425 425 26 43 48 30 33 36 295 355
LVCHAT +IFE(8*10) 425 425 26 43 48 30 33 36 29.5 355
LVCHAT (16¥10) 445 37 245 465 485 275 355 365 33 35
LVCHAT +IFE(16*10) | 47 415 24 47 475 275 37 36 35 335

Table 7: Model performance on extended MVBench
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