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Abstract

The Cetacean Hearing Augmentation and Telemetry (CHAT) Junior system is a1

wearable computer developed to assist marine biologists in their study of wild2

dolphin communication. By equipping marine biologists with the ability to record,3

play, and recognize synthetic and naturally produced dolphin vocalizations, the4

CHAT Jr wearable provides an interface for cross-species two-way acoustic interac-5

tions. Each of our CHAT Jr systems leverages a real-time machine learning-based6

acoustic classification model running on an Android Pixel 9 smartphone and pro-7

vides all the necessary peripherals required for conducting interactive experiments8

while researchers observe dolphins in their native Atlantic Ocean habitat. With9

the exceptions of our underwater keyboard and custom waterproof enclosure, our10

systems are comprised entirely of commercially available off-the-shelf components.11

In this work, we provide an overview of our two-way dolphin communication re-12

search and detail how deep-learning classification models are enabling field-tunable13

adaptation for novel mimic examples from dolphins. Additionally, we describe our14

ruggedized waterproof wearable and off the shelf acoustics system as a resource for15

acoustic machine learning practitioners who require extensible hardware systems16

for data collection in harsh environments.17

1 Introduction18

Over the past sixty years, research has demonstrated steps towards two-way, technology-mediated,19

interactive communication between humans and wild dolphins. Several studies have utilized research20

methods inspired by pioneering works exploring the cognitive abilities of great apes. These works21

typically adopted techniques based on referential communication facilitated by “keyboards” featuring22

pictograms which human researchers and non-human animal study participants would point at to23

refer to designated objects or actions. Systems for acoustic interactions with dolphins, however, are24

even more challenging to implement due to the broad hearing and vocalization frequency ranges of25

dolphins, some of which extend beyond the range of humans[1, 2]. Cetacean researchers modified the26

finger-pointing-based keyboard interfaces popularized by chimpanzee researchers to instead utilize27

IR-break beam sensors or acoustic signifiers to create systems that were more suited to the innate28

abilities of cetaceans [3, 4]. While these studies proved successful for demonstrating the ability of29

dolphins to learn and mimic acoustic signifiers in captivity, mobile systems that were self-contained30

and easy to carry through the open ocean were necessary to investigate the communicative and31

cognitive abilities of wild dolphins[5].32

In 2010, researchers from <anonymous institution> began a collaboration with <anonymous marine33

biologist> from <anonymous research organization> to create wearable computers that enable marine34

biologists to conduct interactive communication studies with wild spotted Atlantic dolphins (Stenella35
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Figure 1: Pictured on the left: The Chat JR wearable system. On the right: Two spectrograms which
show the synthetic whistle (on the left) most similar to the dolphin signature whistle (on the right)
which the Chat Jr systems recognized as a mimic.

frontalis). The Cetacean Hearing Augmentation Telemetry (CHAT) project wearable computers36

provide augmentations to human marine biologists studying wild dolphin communication by enabling37

humans to produce, record, and analyze high-frequency dolphin vocalizations while observing38

dolphins in their native ocean environment. Our CHAT experimental protocol is based on the model-39

rivalry technique popularized by Dr. Irene Pepperberg, where objects are tagged with acoustic labels40

as humans exchange the objects back and forth [6]. This process provides a demonstration of the41

object’s label to the attending non-human animal and allows the animal to mimic the object’s label.42

Once the animal mimics the acoustic label, the researchers hand the object to the animal, and after43

some time, can again utilize the object’s label to request it back from the animal.44

The CHAT Jr systems are the latest iteration of our wearable computers, which have further reduced45

the size and weight of our wearable hardware, improved the physical robustness of the hardware,46

and feature our most capable acoustics production, recording, and analysis capabilities to date. We47

selected the Android Pixel 9 smartphone as the computer for building the systems around [7]. The48

Pixel 9 has allowed us to deploy a dolphin whistle recognition algorithm based on a fine-tuned49

MobileNetv2 architecture, which processes 2-second-long windows of audio sampled at 96KHz with50

200 millisecond window overlaps in under 100 milliseconds per window [8]. Our architecture relies51

on a single classifier head, which is trained for recognizing both the synthetic dolphin whistles that52

our systems play as acoustic signifiers as well as natural mimics, which dolphins may produce in53

response to our model-rivalry demonstrations.54

2 Methods55

There are several key functionalities that our systems must provide to support the model-rivalry56

two-way acoustic interaction experiment. First, the systems must record high-sample-rate 192KHz57

audio data to onboard storage for offline analysis. Next, the systems must also support playing58

synthetic dolphin whistles into the water so researchers can demonstrate tagging an object with59

an acoustic label in front of the dolphins. After synthetic whistles are played, our systems must60

recognize the synthetic whistles and output an audible prompt to the wearer to notify them that the61

other researcher has played a synthetic whistle. In the seconds following any synthetic whistle being62

played, our systems must also attempt to recognize any potential mimics of our synthetic whistles63

produced by dolphins in the water. The following subsections will provide implementation details and64

specifications for our mechanical and electrical systems, as well as our Android phone application65

and MobileNetv2 whistle classification model.66

The CHAT Jr Wearable Systems (Figure 1) utilize mostly off-the-shelf electrical components67

and interfaces, contained within a custom-designed CNC-milled hard-anodized 6061 aluminum68

waterproof enclosure to record, play, and analyze dolphin whistles. We selected an Google Pixel69

9 smartphone as the basis for the systems over a single board embedded computer due to the70

Pixel’s inclusion of a rechargeable battery, touch screen, and its onboard GPU and machine learning71

accelerator. The enclosure is sealed with a 12 mm clear acrylic faceplate which allows researchers to72

view on-screen printouts displaying classifier confidence values, battery level, charge status, WiFi73

connectivity, and internal pressure. The Pixel 9 is secured within the aluminum housing–informally74

referred to as the “casserole dish”–using rigid 3D-printed PTEG mounts. These mounts not only75

fixture the electronics but also incorporate a magnetic lever arm that permits external magnet-activated76
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button presses for powering the system on and off. This mechanism reduces the need to open the77

enclosure, which minimizes wear on the silicone O-ring seal and lowers the risk of water ingress.78

As an additional leak-prevention measure, we incorporated a one-way pressure relief valve into the79

enclosure, which allows us to apply a slight vacuum ( 700 hPa) [9]. Researchers can then observe any80

increases in system pressure, indicating a leak, before deployment.81

The Pixel 9 interfaces with audio, charging, and user-interface peripherals through a USB-C Power82

Delivery (PD) hub. The PD input port on the hub is wired to a USB-C breakout board connected83

to a male M8 bulkhead connector, which penetrates the enclosure to allow external charge power84

connection from a USB-C PD power supply. Achieving high audio sampling rates (>= 192KHz) in a85

compact form factor (< 100mm2) has historically been a sourcing challenge for the CHAT project.86

The small physical form factor of the CHAT Jr system was made possible by the XMOS-based87

USB-C audio interface board integrated in the commercially available MiniDSP UMIK-2 calibration88

microphone [10]. For CHAT JR, this interface board is removed from the UMIK-2 housing and89

connected to the USB-C hub via a USB-A to USB-C adapter. The board provides four audio input90

channels terminated in female surface mount MHF4 connectors.91

Acoustic input is supplied by a Cetacean Research SQ-26 hydrophone, mounted on the bottom edge92

of the CHAT Jr enclosure and wired through an M8 penetrator soldered to a MHF4 male connector93

that plugs into the UMIK-2 board [11]. Stereo audio output from the Pixel 9 is provided by a HIBY94

FC3 USB-C DAC with an integrated headphone amplifier. The stereo channels are broken out through95

a male TRS connector, with two separate 2-pin JST-PH connectors soldered in place—one carrying96

the left signal and ground, and the other carrying the right signal and ground. Both channels pass97

through a stereo 5 W Class-D PAM8406 amplifier, which permits independent per-channel volume98

control [12]. Following amplification, the left channel is routed to an M8 female case penetrator that99

connects to modified bone-conduction headphones, delivering auditory prompts to the wearer (e.g.,100

battery status, whistle detections, or system mode changes). The right channel drives a 19 mm, 5 W,101

4 Ω Dayton Audio DAEX19CT-4 surface exciter affixed to the interior of the acrylic faceplate, which102

projects synthetic dolphin whistles into the surrounding water [13].103

User input is facilitated by a urethane resin-cast waterproof keypad featuring 12 momentary push104

buttons. A SHARP memory display, incorporated into the resin body of the keyboard, folds over the105

top of the CHAT Jr enclosure to allow the wearer to glance down to check system status while in the106

water.107

The Chat Jr Android Application is launched upon boot of the Pixel 9 smartphone. The applica-108

tion manages multiple system functions: it generates debug log files, records incoming audio data to109

WAV files, plays synthetic dolphin whistles and and system prompts, provides menu-based interaface110

accessible via the waterproof keyboard, and executes the dolphin whistle recognition pipeline. After111

boot, the phone synchronizes its system clock using the Network Time Protocol (NTP), obtaining the112

current time from a local NTP server that retrieves its time via a USB GPS dongle through the gpsd113

service [14]. Once initialization process is complete, the wearer presses the “Start Recording” key114

combination on their keypad and the recognition pipeline service is launched.115

The whistle classifier runs in a dedicated service with two internal threads: an audio sample producer,116

and an audio sample consumer. The producer thread acquires samples directly from the UMIK-2 USB117

sound card through the tinyalsa sound library [15]. Audio is collected in chunks of 19,200 samples118

and pushed onto a circular buffer accessible to the consumer. The consumer thread continuously119

polls the buffer, and when at least 200 ms of new samples are available, it retrieves the most recent 2120

second segment (at 192 kHz) and advances the buffer’s read head by 200 milliseconds. This segment121

is first passed through a biquad low-pass filter with a 96 kHz cutoff frequency to reduce aliasing, then122

decimated by a factor of two to yield a 2 second window at 96 kHz.123

This processed audio window is fed into our TensorFlow Lite whistle classification model which124

outputs 12 output values: a 6-value softmax output over the synthetic whistle classes and a second125

independent 6-value softmax output over the dolphin mimic classes. An exponential moving average126

(EMA) is applied to both sets of outputs to smooth classification scores over time. When any post-127

EMA non-noise class confidence exceeds the detection threshold, the system issues an auditory128

prompt to the wearer, enabling an immediate behavioral response.129
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Whistles Detection and Classification is performed by a model designed to recognize both syn-130

thetic dolphin whistles and natural dolphin-produced mimics of those synthetic whistles. The model131

architecture consists of a shared feature extraction backbone with two independent classification132

heads. The backbone is a finetuned MobileNetv2 convolutional neural network (CNN), initialized133

with ImageNet-pretrained weights [? ]. The model backbone accepts as input 224×224 three-channel134

spectrogram images representing two seconds of audio sampled at 96 kHz. Preprocessing layers135

built into the model generate these spectrograms: 192,000 raw audio samples are processed with an136

FFT (nfft = 1024, hopsize = 512), converted to magnitude spectra, log-scaled, and truncated to137

remove frequency bins below 5 kHz in order to suppress low-frequency noise. Features extracted138

by the backbone are passed to the two classification heads, each producing six output classes: five139

synthetic whistle classes plus noise for the synthetic head, and five mimic whistle classes plus noise140

for the mimic head.141

Training is performed in two phases. In the first stage, the backbone weights are frozen, and only the142

classification heads are trained for one epoch. In the second phase, both backbone and head weights143

are finetuned jointly for up to ten epochs. To encourage each head to disregard examples from the144

other domain, the dataset is structured such that synthetic whistle samples are labeled as noise for the145

mimic classifier, and mimic whistle samples are labeled as noise for synthetic classifier. The model146

typically requires only 40 minutes to train on a laptop equipped with an NVIDIA 3080 GPU, which147

enables rapid iteration with modest computational and energy costs. The ability to retrain efficiently148

on portable hardware further permits model updates while underway at sea.149

We evaluate the model in both online and offline contexts using data collected during ocean trials150

in which multiple CHAT Jr systems exchange whistles in situ. These recordings incorporate the151

ambient noise conditions typical of deployment environments, providing ecologically valid test cases.152

In addition, we generate synthetic mimic datasets using the same process. These datasets consist of153

human-generated variations of our standard synthetic whistles, informed by marine biologists, to154

create examples of the vocalizations dolphins may produce in response to our synthetic whistles,155

based on previously recorded examples of dolphin vocal repertoires.156

3 Results, Limitations, and Conclusions157

When evaluated on a held out set of our standard synthetic whistles recorded through the ocean by two158

systems playing back and forth, our model’s overall accuracy was 98.8% with a balanced F1 score159

of 84.8%. Our best characterization of the model on unseen natural dolphin mimics has come from160

deploying the Chat Jr systems during the 2025 Summer field season. During one encounter with wild161

Atlantic spotted dolphins, the three Chat Jr systems which researchers were wearing notified them162

that a mimic had been recognized from the nearby dolphins. During offline analysis, the potential163

mimic was found to have occurred due to one of the dolphins’ signature whistles being similar to one164

of the five Chat Jr synthetic whistles. Since the synthetic whistle most similar to the signature whistle165

had never been played during the encounter, we determined the event not to be a true mimic but still a166

correct recognition due to its similarity (necessitating a change to procedure). As shown in Figure 1,167

the dolphin’s signature whistle incorporates two upwards whistle sweeps from 6 KHz to 17 KHz with168

50 milliseconds worth of spacing in between. Our synthetic whistle by comparison also incorporates169

two upward sweeps but span from 8 KHz to 10 KHz with 150 milliseconds of spacing between. This170

similarity shows the difficulty in trying to make a recognizer that predicts all the ways a dolphin171

might respond, highlighting the need for adaption while in the field. Other limitations include a three172

hour battery life, tuning for our target species, and limited vocabulary.173

During the Summer 2025 field seasons, the five CHAT JR systems were deployed on three, research174

vessel-based, week-long field research trips in the Bahamas. None of the systems experienced any175

water leakage or required any maintenance other than charging during their time in the field. Across176

the field outings, we leveraged the systems to record wild dolphin vocalization data from both Atlantic177

spotted and bottlenose dolphins. These data will be further processed by researchers to further our178

understanding of dolphin vocal mimicry patterns and to improve the natural whistle classification179

performance of our MobileNetv2 model. Additionally, we began collaborating with the <anonymous180

MLLM project> team to explore the utility of generative large language models for creating synthetic181

mimics based on the history dolphin recordings that our collaborators have recorded over the past 40182

years.183
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NeurIPS Paper Checklist221

1. Claims222

Question: Do the main claims made in the abstract and introduction accurately reflect the223

paper’s contributions and scope?224

Answer: [Yes]225

Justification: The claims made in both our abstract and introduction position our contri-226

bution as detailing a system in progress as an example for other practitioners in the field227

of AI for non-human animal communication. We provide accurate descriptions of our228

system’s capabilities and detailed specifications for its mechanical, electrical, and software229

components.230

Guidelines:231

• The answer NA means that the abstract and introduction do not include the claims232

made in the paper.233

• The abstract and/or introduction should clearly state the claims made, including the234

contributions made in the paper and important assumptions and limitations. A No or235

NA answer to this question will not be perceived well by the reviewers.236

• The claims made should match theoretical and experimental results, and reflect how237

much the results can be expected to generalize to other settings.238

• It is fine to include aspirational goals as motivation as long as it is clear that these goals239

are not attained by the paper.240

2. Limitations241

Question: Does the paper discuss the limitations of the work performed by the authors?242

Answer: [Yes]243

Justification: We characterize the performance of our system, including its limitations in our244

"Results, Limitations, and Conclusions" section.245

Guidelines:246

• The answer NA means that the paper has no limitation while the answer No means that247

the paper has limitations, but those are not discussed in the paper.248

• The authors are encouraged to create a separate "Limitations" section in their paper.249

• The paper should point out any strong assumptions and how robust the results are to250

violations of these assumptions (e.g., independence assumptions, noiseless settings,251

model well-specification, asymptotic approximations only holding locally). The authors252

should reflect on how these assumptions might be violated in practice and what the253

implications would be.254

• The authors should reflect on the scope of the claims made, e.g., if the approach was255

only tested on a few datasets or with a few runs. In general, empirical results often256

depend on implicit assumptions, which should be articulated.257

• The authors should reflect on the factors that influence the performance of the approach.258

For example, a facial recognition algorithm may perform poorly when image resolution259

is low or images are taken in low lighting. Or a speech-to-text system might not be260

used reliably to provide closed captions for online lectures because it fails to handle261

technical jargon.262

• The authors should discuss the computational efficiency of the proposed algorithms263

and how they scale with dataset size.264

• If applicable, the authors should discuss possible limitations of their approach to265

address problems of privacy and fairness.266

• While the authors might fear that complete honesty about limitations might be used by267

reviewers as grounds for rejection, a worse outcome might be that reviewers discover268

limitations that aren’t acknowledged in the paper. The authors should use their best269

judgment and recognize that individual actions in favor of transparency play an impor-270

tant role in developing norms that preserve the integrity of the community. Reviewers271

will be specifically instructed to not penalize honesty concerning limitations.272

3. Theory assumptions and proofs273
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Question: For each theoretical result, does the paper provide the full set of assumptions and274

a complete (and correct) proof?275

Answer:[NA]276

Justification: The paper does not include theoretical results.277

Guidelines:278

• The answer NA means that the paper does not include theoretical results.279

• All the theorems, formulas, and proofs in the paper should be numbered and cross-280

referenced.281

• All assumptions should be clearly stated or referenced in the statement of any theorems.282

• The proofs can either appear in the main paper or the supplemental material, but if283

they appear in the supplemental material, the authors are encouraged to provide a short284

proof sketch to provide intuition.285

• Inversely, any informal proof provided in the core of the paper should be complemented286

by formal proofs provided in appendix or supplemental material.287

• Theorems and Lemmas that the proof relies upon should be properly referenced.288

4. Experimental result reproducibility289

Question: Does the paper fully disclose all the information needed to reproduce the main ex-290

perimental results of the paper to the extent that it affects the main claims and/or conclusions291

of the paper (regardless of whether the code and data are provided or not)?292

Answer:[No]293

Justification: This paper is intended for submission to the AI for non-human animal com-294

munication workshop and covers the details for an system which utilizes machine learning295

as a component of the broader experiment which involves two-way acoustic interaction296

between humans and dolphins. While we do provide information detailing our machine297

learning model architecture, data processing pipeline, and training procedures, we consider298

this a “work in progress” system contribution. Our work is meant to offer other practitioners299

in the field of non-human animal communication an example of a system which has been300

successfully fielded. These details should be useful for generalizing to other experiments but,301

since our main experiment is still in progress, we are not providing all details for replication302

within this particular submission.303

Guidelines:304

• The answer NA means that the paper does not include experiments.305

• If the paper includes experiments, a No answer to this question will not be perceived306

well by the reviewers: Making the paper reproducible is important, regardless of307

whether the code and data are provided or not.308

• If the contribution is a dataset and/or model, the authors should describe the steps taken309

to make their results reproducible or verifiable.310

• Depending on the contribution, reproducibility can be accomplished in various ways.311

For example, if the contribution is a novel architecture, describing the architecture fully312

might suffice, or if the contribution is a specific model and empirical evaluation, it may313

be necessary to either make it possible for others to replicate the model with the same314

dataset, or provide access to the model. In general. releasing code and data is often315

one good way to accomplish this, but reproducibility can also be provided via detailed316

instructions for how to replicate the results, access to a hosted model (e.g., in the case317

of a large language model), releasing of a model checkpoint, or other means that are318

appropriate to the research performed.319

• While NeurIPS does not require releasing code, the conference does require all submis-320

sions to provide some reasonable avenue for reproducibility, which may depend on the321

nature of the contribution. For example322

(a) If the contribution is primarily a new algorithm, the paper should make it clear how323

to reproduce that algorithm.324

(b) If the contribution is primarily a new model architecture, the paper should describe325

the architecture clearly and fully.326
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(c) If the contribution is a new model (e.g., a large language model), then there should327

either be a way to access this model for reproducing the results or a way to reproduce328

the model (e.g., with an open-source dataset or instructions for how to construct329

the dataset).330

(d) We recognize that reproducibility may be tricky in some cases, in which case331

authors are welcome to describe the particular way they provide for reproducibility.332

In the case of closed-source models, it may be that access to the model is limited in333

some way (e.g., to registered users), but it should be possible for other researchers334

to have some path to reproducing or verifying the results.335

5. Open access to data and code336

Question: Does the paper provide open access to the data and code, with sufficient instruc-337

tions to faithfully reproduce the main experimental results, as described in supplemental338

material?339

Answer:[No]340

Justification: The main contribution of this paper is the documentation of a novel system341

which includes a machine learning model. The model itself is not the main contribution of342

this paper.343

Guidelines:344

• The answer NA means that paper does not include experiments requiring code.345

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/346

public/guides/CodeSubmissionPolicy) for more details.347

• While we encourage the release of code and data, we understand that this might not be348

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not349

including code, unless this is central to the contribution (e.g., for a new open-source350

benchmark).351

• The instructions should contain the exact command and environment needed to run to352

reproduce the results. See the NeurIPS code and data submission guidelines (https:353

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.354

• The authors should provide instructions on data access and preparation, including how355

to access the raw data, preprocessed data, intermediate data, and generated data, etc.356

• The authors should provide scripts to reproduce all experimental results for the new357

proposed method and baselines. If only a subset of experiments are reproducible, they358

should state which ones are omitted from the script and why.359

• At submission time, to preserve anonymity, the authors should release anonymized360

versions (if applicable).361

• Providing as much information as possible in supplemental material (appended to the362

paper) is recommended, but including URLs to data and code is permitted.363

6. Experimental setting/details364

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-365

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the366

results?367

Answer: [Yes]368

Justification: To the extent of our ability given the length of the workshop format, the authors369

discussed the experiment settings and details.370

Guidelines:371

• The answer NA means that the paper does not include experiments.372

• The experimental setting should be presented in the core of the paper to a level of detail373

that is necessary to appreciate the results and make sense of them.374

• The full details can be provided either with the code, in appendix, or as supplemental375

material.376

7. Experiment statistical significance377

Question: Does the paper report error bars suitably and correctly defined or other appropriate378

information about the statistical significance of the experiments?379
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Answer: [No]380

Justification: The main contribution of this paper is the documentation of a novel system381

which includes a machine learning model. The model itself is not the main contribution382

of this paper and is still under active development. We presented a small number of383

characterizations of the model but these were not our main focus and the experiments were384

limited.385

Guidelines:386

• The answer NA means that the paper does not include experiments.387

• The authors should answer "Yes" if the results are accompanied by error bars, confi-388

dence intervals, or statistical significance tests, at least for the experiments that support389

the main claims of the paper.390

• The factors of variability that the error bars are capturing should be clearly stated (for391

example, train/test split, initialization, random drawing of some parameter, or overall392

run with given experimental conditions).393

• The method for calculating the error bars should be explained (closed form formula,394

call to a library function, bootstrap, etc.)395

• The assumptions made should be given (e.g., Normally distributed errors).396

• It should be clear whether the error bar is the standard deviation or the standard error397

of the mean.398

• It is OK to report 1-sigma error bars, but one should state it. The authors should399

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis400

of Normality of errors is not verified.401

• For asymmetric distributions, the authors should be careful not to show in tables or402

figures symmetric error bars that would yield results that are out of range (e.g. negative403

error rates).404

• If error bars are reported in tables or plots, The authors should explain in the text how405

they were calculated and reference the corresponding figures or tables in the text.406

8. Experiments compute resources407

Question: For each experiment, does the paper provide sufficient information on the com-408

puter resources (type of compute workers, memory, time of execution) needed to reproduce409

the experiments?410

Answer: [Yes]411

Justification: To the extent of our ability given the length of the workshop format, the authors412

discussed the computing resources required to train our machine learning model.413

Guidelines:414

• The answer NA means that the paper does not include experiments.415

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,416

or cloud provider, including relevant memory and storage.417

• The paper should provide the amount of compute required for each of the individual418

experimental runs as well as estimate the total compute.419

• The paper should disclose whether the full research project required more compute420

than the experiments reported in the paper (e.g., preliminary or failed experiments that421

didn’t make it into the paper).422

9. Code of ethics423

Question: Does the research conducted in the paper conform, in every respect, with the424

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?425

Answer: [Yes]426

Justification: This research conforms, in every respect, with the NeurIPS Code of Ethics.427

Guidelines:428

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.429

• If the authors answer No, they should explain the special circumstances that require a430

deviation from the Code of Ethics.431
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-432

eration due to laws or regulations in their jurisdiction).433

10. Broader impacts434

Question: Does the paper discuss both potential positive societal impacts and negative435

societal impacts of the work performed?436

Answer: [No]437

Justification: We do not directly address the potential positive and negative societal impacts438

of our work due to the in-progress nature of this work, and workshop submission format.439

Guidelines:440

• The answer NA means that there is no societal impact of the work performed.441

• If the authors answer NA or No, they should explain why their work has no societal442

impact or why the paper does not address societal impact.443

• Examples of negative societal impacts include potential malicious or unintended uses444

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations445

(e.g., deployment of technologies that could make decisions that unfairly impact specific446

groups), privacy considerations, and security considerations.447

• The conference expects that many papers will be foundational research and not tied448

to particular applications, let alone deployments. However, if there is a direct path to449

any negative applications, the authors should point it out. For example, it is legitimate450

to point out that an improvement in the quality of generative models could be used to451

generate deepfakes for disinformation. On the other hand, it is not needed to point out452

that a generic algorithm for optimizing neural networks could enable people to train453

models that generate Deepfakes faster.454

• The authors should consider possible harms that could arise when the technology is455

being used as intended and functioning correctly, harms that could arise when the456

technology is being used as intended but gives incorrect results, and harms following457

from (intentional or unintentional) misuse of the technology.458

• If there are negative societal impacts, the authors could also discuss possible mitigation459

strategies (e.g., gated release of models, providing defenses in addition to attacks,460

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from461

feedback over time, improving the efficiency and accessibility of ML).462

11. Safeguards463

Question: Does the paper describe safeguards that have been put in place for responsible464

release of data or models that have a high risk for misuse (e.g., pretrained language models,465

image generators, or scraped datasets)?466

Answer: [NA]467

Justification: Our system has been developed for enabling our collaborators to conduct468

simple sound play back and recognition experiments. The potential for misuse of our system469

is limited by our narrow use case.470

Guidelines:471

• The answer NA means that the paper poses no such risks.472

• Released models that have a high risk for misuse or dual-use should be released with473

necessary safeguards to allow for controlled use of the model, for example by requiring474

that users adhere to usage guidelines or restrictions to access the model or implementing475

safety filters.476

• Datasets that have been scraped from the Internet could pose safety risks. The authors477

should describe how they avoided releasing unsafe images.478

• We recognize that providing effective safeguards is challenging, and many papers do479

not require this, but we encourage authors to take this into account and make a best480

faith effort.481

12. Licenses for existing assets482

Question: Are the creators or original owners of assets (e.g., code, data, models), used in483

the paper, properly credited and are the license and terms of use explicitly mentioned and484

properly respected?485
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Answer: [Yes]486

Justification: We have cited the resources utilized in this project within our submission and487

have abided by all relevant licenses and terms of use.488

Guidelines:489

• The answer NA means that the paper does not use existing assets.490

• The authors should cite the original paper that produced the code package or dataset.491

• The authors should state which version of the asset is used and, if possible, include a492

URL.493

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.494

• For scraped data from a particular source (e.g., website), the copyright and terms of495

service of that source should be provided.496

• If assets are released, the license, copyright information, and terms of use in the497

package should be provided. For popular datasets, paperswithcode.com/datasets498

has curated licenses for some datasets. Their licensing guide can help determine the499

license of a dataset.500

• For existing datasets that are re-packaged, both the original license and the license of501

the derived asset (if it has changed) should be provided.502

• If this information is not available online, the authors are encouraged to reach out to503

the asset’s creators.504

13. New assets505

Question: Are new assets introduced in the paper well documented and is the documentation506

provided alongside the assets?507

Answer: [NA]508

Justification: Our submission does not release new assets.509

Guidelines:510

• The answer NA means that the paper does not release new assets.511

• Researchers should communicate the details of the dataset/code/model as part of their512

submissions via structured templates. This includes details about training, license,513

limitations, etc.514

• The paper should discuss whether and how consent was obtained from people whose515

asset is used.516

• At submission time, remember to anonymize your assets (if applicable). You can either517

create an anonymized URL or include an anonymized zip file.518

14. Crowdsourcing and research with human subjects519

Question: For crowdsourcing experiments and research with human subjects, does the paper520

include the full text of instructions given to participants and screenshots, if applicable, as521

well as details about compensation (if any)?522

Answer: [NA]523

Justification: Our submission does not involve crowdsourcing nor research with human524

subjects.525

Guidelines:526

• The answer NA means that the paper does not involve crowdsourcing nor research with527

human subjects.528

• Including this information in the supplemental material is fine, but if the main contribu-529

tion of the paper involves human subjects, then as much detail as possible should be530

included in the main paper.531

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,532

or other labor should be paid at least the minimum wage in the country of the data533

collector.534

15. Institutional review board (IRB) approvals or equivalent for research with human535

subjects536
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Question: Does the paper describe potential risks incurred by study participants, whether537

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)538

approvals (or an equivalent approval/review based on the requirements of your country or539

institution) were obtained?540

Answer: [Yes]541

Justification: While our experiment was not conducted on humans and thus does not have542

IRB approval, we do have IACUC approval for our experiment with wild dolphins. We543

discuss in our ethics section our animal safety and consent protocols.544

Guidelines:545

• The answer NA means that the paper does not involve crowdsourcing nor research with546

human subjects.547

• Depending on the country in which research is conducted, IRB approval (or equivalent)548

may be required for any human subjects research. If you obtained IRB approval, you549

should clearly state this in the paper.550

• We recognize that the procedures for this may vary significantly between institutions551

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the552

guidelines for their institution.553

• For initial submissions, do not include any information that would break anonymity (if554

applicable), such as the institution conducting the review.555

16. Declaration of LLM usage556

Question: Does the paper describe the usage of LLMs if it is an important, original, or557

non-standard component of the core methods in this research? Note that if the LLM is used558

only for writing, editing, or formatting purposes and does not impact the core methodology,559

scientific rigorousness, or originality of the research, declaration is not required.560

Answer: [NA]561

Justification: The core method development in this research did not involve LLMs as any562

important, original, or non-standard components.563

Guidelines:564

• The answer NA means that the core method development in this research does not565

involve LLMs as any important, original, or non-standard components.566

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)567

for what should or should not be described.568
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