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Abstract
As large language models (LLMs) have be-001
come the norm in NLP, demonstrating good002
performance in generation and reasoning tasks,003
one of its most fatal disadvantages is the lack of004
factual correctness. Generating unfactual texts005
not only leads to lower performances but also006
degrades the trust and validity of their appli-007
cations. Chain-of-Thought (CoT) prompting008
improves trust and model performance on com-009
plex reasoning tasks by generating interpretable010
reasoning chains, but still suffers from factu-011
ality concerns in knowledge-intensive tasks.012
In this paper, we propose the Verify-and-Edit013
framework for CoT prompting, which seeks to014
increase prediction factuality by post-editing015
reasoning chains according to external knowl-016
edge. Building on top of GPT-3, our frame-017
work lead to accuracy improvements in multi-018
ple open-domain question-answering tasks.1019

1 Introduction020

Large Language Models (LLMs) have become the021

new norm in many downstream NLP tasks. In022

utilizing these LLMs, Chain-of-Thought (CoT)023

prompting (Wei et al., 2022) is found to improve024

performances for tasks that require complex reason-025

ing, such as math word problems, commonsense026

reasoning, and symbolic manipulation. At the same027

time, it is able to generate interpretable reasoning028

chains. Recent work further explored how to use029

these reasoning chains to select better predictions.030

However, the primary focus of these methods has031

been to improve end-task performance by utiliz-032

ing generated CoTs as-is. For example, Ye and033

Durrett (2022) train a calibrator that tunes predic-034

tion probabilities based on rationale scores; Wang035

et al. (2022) sample multiple reasoning paths to find036

the most common (consistent) prediction. Only a037

few, such as Creswell et al. (2022) and Zhou et al.038

(2022), have explored ways to improve the quality039

of CoTs themselves.040
1For reproducing the results, our codebase is available here
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Of all the teams
John Nyskohus
played for, which
team was known
as "the Black and
Whites?"

Newcastle United.

First, John Nyskohus played for the Norwegian
football team Odd Grenland. Second, Odd
Grenland is known as "the Black and
Whites." The answer is Odd Grenland.

What team did John Nyskohus play for? 
What team is known as "the Black and Whites?" 

John Nyskohus ... is an Australian former soccer player who played club football for
USC Lion ... and Adelaide City in the National Soccer League ... 
Adelaide City Football Club is an Australian football (soccer) club based in Adelaide,
South Australia. They are also known as "The Zebras" and "the Black and Whites. 

First, John Nyskohus played for Adelaide City in
the National Soccer League. Second, Adelaide
City Football Club is known as "the Black and
Whites". 

The answer is
Adelaide City Football
Club.

Figure 1: The Verify-and-Edit framework consists of
five steps: (1) pass predictions with lower-than-average
consistency to the next stages while leaving highly con-
sistent predictions as-is; (2) produce verifying questions;
(3) retrieve external knowledge; (4) edit rationales with
informed answers; and (5) produce new predictions.

In fact, improving the CoT quality could be ben- 041

eficial in enhancing both interpretability and end- 042

task performance. Ye and Durrett (2022) point out 043

that explanations judged as good by humans of- 044

ten indicate more accurate predictions. Intuitively, 045

a better set of CoT prompts could provide better 046

grounding and logically consistent thought pro- 047

cesses, thus leading to more accurate predictions. 048

To improve generation quality, one important 049

aspect is factual correctness, which is currently 050

one of the most fatal drawbacks of LLMs (OpenAI- 051

Blog, 2022). In answering user queries, LLMs such 052

as GPT-3 (Brown et al., 2020) tend to make up 053

facts and details, which is now flagged as a primary 054

warning in their API usage. As a major use case 055

of LLMs is the prospect of replacing traditional 056
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search engines and usage for more direct informa-057

tion access through question-answering, factuality058

concerns could largely undermine their validity and059

degrade users’ level of trust (Marcus, 2022). Fixing060

this issue is challenging and the concerns still per-061

sist even after the models are instruction-tuned with062

human feedback (Ouyang et al., 2022). This is be-063

cause the source of truth can be unavailable during064

the finetuning process (OpenAI-Blog, 2022).065

Thus, it is of urgent concern to better control the066

generation and increase the factual correctness of067

predictions. As LLMs could fail to recall accurate068

details when functioning as a knowledge base (Ye069

and Durrett, 2022; Creswell et al., 2022), if pos-070

sible, knowledge from external sources could be071

introduced as assistance. Assisted thought process072

is also common in human reasoning: when humans073

answer questions, they often search (or revisit) ex-074

ternal knowledge sources for supporting facts in075

order to refresh their (internal) memory.076

Inspired by this, in this work we propose a077

Verify-and-Edit (VE) framework to post-edit the078

reasoning chains for more factually aligned predic-079

tions. As shown in Fig. 1, we first select uncertain080

instances to edit, which have a less-than-majority-081

agree consistency. These instances, as implied082

in Wang et al. (2022), often consist of plausible-083

sounding statements, such as the sentence “John084

Nyskohus played for the Norweigian football team085

Odd Greenland" in Fig. 1. When editing, we first086

generate a question to verify this detail, such as087

“What team did John Nyskohus play for?” Then,088

to answer this query, we introduce external knowl-089

edge through open-domain retrieval systems. For090

example, the fact “John Nyskohus ... played for091

Adelaide City..” is retrieved in this instance. Then,092

the rationales are edited by providing the retrieved093

facts in the prompts as memory refreshments. Thus,094

the edited rationales could be updated correspond-095

ing to the retrieved facts (Fig. 1). Given the edited096

rationales, the new prediction is generated, which097

considers more factually aligned reasoning traces.098

To our knowledge, our work is the first to post-099

edit CoT-style reasoning chains to enhance predic-100

tion performance. We perform experiments on two101

open-domain Question Answering (QA) tasks that102

require reasoning: Adversarial HotpotQA (Yang103

et al., 2018) and 2WikiMultihop (Ho et al., 2020).104

We also test its performance on the Fact Verification105

task using Fever (Thorne et al., 2018). We find that106

the model is able to benefit from more factual rea-107

soning chains, thus generating more accurate pre- 108

dictions. For example, for open-domain QA, our 109

model demonstrates 3.8x accuracy improvement 110

compared to similar retrieval-augmented models on 111

AdvHotpot. On 2WikiMultihop, Verify-and-Edit 112

reaches 33.6% accuracy with open-domain search, 113

while CoT Self-Consistency stands at 27.7%. 114

2 Related Work 115

Chain-of-Thought or CoT (Wei et al., 2022) is a 116

prompting method for improving the reasoning 117

abilities of LLMs, which enables LLMs to decom- 118

pose complex problems into multiple intermediate 119

steps. CoT provides interpretability and has been 120

proven to be more capable of solving complex prob- 121

lems than standard prompting methods. 122

However, hallucination is a long-standing prob- 123

lem in NLP, especially for LLMs, which has drawn 124

significant attention from the research communities. 125

The decoding process of LLMs is auto-regressive, 126

which unavoidably makes it output nonfactual con- 127

tent without controlled generation (Ye and Durrett, 128

2022; Wiegreffe et al., 2022). As such, the lack 129

of supporting facts during the generation process 130

of CoT could largely undermine the validity of the 131

final answer (Golovneva et al., 2022). Ye and Dur- 132

rett (2022) demonstrate that the accuracy of the 133

final answers largely correlates with the factuality 134

and consistency of the reasoning explanations. The 135

commonly proposed methods to improve the fac- 136

tuality of CoT reasoning process can be grouped 137

into two categories: prompt engineering and result 138

calibration. 139

Prompt engineering methods are usually applied 140

to guide LLMs to generate better intermediate rea- 141

soning explanations. ReAct (Yao et al., 2022), 142

which is the most comparable to our work, syn- 143

ergizes reasoning and acting in LLMs, where rea- 144

soning steps help the model induce and update 145

actions, while action steps allow the model to con- 146

sult additional information from Wikipedia for a 147

factuality check. Compared to ReAct, we generate 148

more natural and conversational CoTs for better 149

interpretability and easier learning. As such, our 150

framework requires a much shorter prompt to learn. 151

Press et al. (2022) propose self-ask by instructing 152

the LLM to explicitly ask itself (and then answer) 153

follow-up questions before answering the initial 154

question. One natural way of solving a complex 155

problem is to decompose the problem into sub- 156

problems and solve them sequentially. Zhou et al. 157
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(2022) adopt the idea and propose least-to-most158

prompting. However, both self-ask and least-to-159

most prompting still rely on repetitively retrieving160

internal knowledge learned by the LLM instead161

of connecting to external knowledge. Thus, their162

ability to improve factuality is limited.163

Result calibration functions on the output of the164

LLMs. Ye and Durrett (2022) train a calibrator165

to calibrate the weights of the final answers based166

on the factuality and consistency of the generated167

explanations, which efficiently improves the re-168

sults. The decoding method in CoT is naive greedy,169

which simply outputs the next token with the high-170

est probability. Wang et al. (2022) propose a self-171

consistency decoding method, which samples a172

diverse set of reasoning paths and then selects the173

most consistent answer by marginalizing out the174

sampled reasoning paths. Selection-Inference (SI)175

(Creswell et al., 2022) framework is another state-176

of-the-art method that exploits LLMs as general177

processing modules. Out of all the methods, it178

is also the first to systematically improve the fac-179

tual correctness of CoTs in order to predict more180

accurately. It alternates between selection and in-181

ference to generate a series of interpretable, causal182

reasoning steps leading to the final answer, which183

is proven to be efficient. However, it is not de-184

signed for open-domain or commonsense question185

answering.186

Moreover, another comparable line of work187

has been exploring retrieval-augmented language188

model pretraining (REALM) (Guu et al., 2020),189

which first retrieves documents from an external190

knowledge source and then utilizes retrieved docu-191

ments to process question-answering tasks. Lazari-192

dou et al. (2022) propose to include Google search193

results of the question in the prompt to improve the194

factuality of the generated answer. However, such195

methods may fail in complex questions as it does196

not utilize the reasoning capability of LLMs. Thus,197

we consider retrieval-augmented reasoning paths198

as a natural way to increase factual alignment.199

3 Verify-and-Edit Framework200

Our goal is to make LLMs generate more factual201

reasoning chains with CoT prompting assisted with202

external knowledge, thereby also improving predic-203

tion accuracy of the final answer. We hypothesize204

that this can enhance LLMs’ capability to solve205

complex knowledge-intensive tasks that require206

multiple reasoning steps to arrive at an answer.207

Generally, we hope to follow the human reason- 208

ing process: when a person answers a question, if 209

he/she is unsure, he/she would search for a sup- 210

porting fact and consider it before giving the final 211

answer. Thus, we could separate the Verify-and- 212

Edit (VE) framework into 3 different stages: find- 213

ing uncertain predictions, editing their rationales 214

by searching for supporting facts, and using the 215

edited rationales to generate final answers (Fig. 1). 216

In designing the stages, we hope to maximally pre- 217

serve the LLMs’ biggest advantage: their open- 218

generation and reasoning ability. And we aim to 219

design tasks and setups as natural and conversa- 220

tional as possible, thus making it easy to under- 221

stand for humans and LLMs which are trained with 222

natural texts. 223

3.1 Deciding when to edit 224

How can we identify when a model is unsure of 225

its prediction? The self-consistency method (Wang 226

et al., 2022) provides a solution. In sampling di- 227

verse reasoning paths and answers, self-consistency 228

is found to be highly correlated with accuracy, sug- 229

gesting that it could provide an uncertainty estimate 230

and confer abilities for the model to “know when 231

it doesn’t know". Thus, we begin the VE frame- 232

work by using the consistency method to sample n 233

diverse reasoning paths for a prediction task. The 234

highly consistent predictions are left as-is. When 235

consistency is lower than ⌈n/2⌉, i.e. the majority 236

cannot agree on the same answer, we label it as 237

“uncertain". 238

3.2 How to edit a specific rationale 239

The rationale, i.e. the thought process (CoT), could 240

be viewed in two parts: facts and reasoning which 241

combines facts to derive a new claim. Thus, we 242

consider improving the CoT from both aspects. 243

• Facts To make the thought process more factu- 244

ally correct, we search for supporting facts in exter- 245

nal knowledge sources (e.g. Wikipedia, Google). 246

First, to mimic a human’s query when searching 247

for validating facts, a natural question is gener- 248

ated to verify the rationale. For this, we use the 249

in-context learning capability of the same LLM. 250

The original question and the rationale are both 251

provided in the prompt for verifying question gen- 252

eration to ensure that it asks for the most relevant 253

information required to answer the original ques- 254

tion, instead of other entities in the rationale. For 255

example, if the rationale (wrong) is “the US pres- 256
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Algorithm 1 Verify-and-Edit

Require: The original question q; An n-shot CoT prompt pcot
Require: An LLM f(·); LM number of completions n; LM decoding temperature τ
Require: An external knowledge retrieval model g(·)
Require: n-shot prompts for verifying question generation (pvq) and answer generation (pva)

R,A← f(pcot, q, n, τ) ▷ Generate a set of reasonings (R) and answers (A).
s∗sc ← maxP (a|pcot, q), a ∈ A ▷ The highest self-consistency score among all answers.
r∗, a∗ ← argmaxP (a|pcot, q), a ∈ A ▷ Reasoning and answer with highest self-consistency.
if s∗sc < ⌈n2 ⌉ then ▷ Edit reasoning with a less-than-majority-agree consistency.

for oi ∈ r∗ do ▷ Edit each sentence in the reasoning.
u← f(pvq, q, oi) ▷ Generate verifying question.
v ← g(u) ▷ Retrieve external knowledge.
w ← f(pva, u, v) ▷ Generate verifying answer.
oi ← w ▷ Edit original reasoning sentence with verifying answer.

end for
a∗ ← f(pcot, q, r

∗) ▷ Generate final answer with edited reasoning.
return a∗

else if s∗sc ≥ ⌈n2 ⌉ then ▷ Answer with high consistency is left as-is.
return a∗

end if

ident born on 4 August 1961 is John Kennedy.”257

and the original question is "who is the spouse of258

the US president born on 4 August 1961”, we ex-259

pect the generated verifying question to be: “Who260

is the US president born on 4 August 1961?” in-261

stead of “When is John Kennedy’s birthday?” By262

generating a relevant question instead of directly263

querying with the generated rationale, we eliminate264

potential noise brought by incorrect fact generation.265

In the example above, if one retrieves using the266

wrong claim “the US president born on 4 August267

1961 is John Kennedy”, the incorrect entity “John268

Kennedy” may obfusticate the search process.269

In this paper, we use relevant contexts re-270

trieved from 3 systems: (i) DrQA (Chen et al.,271

2017), an open-domain question-answering sys-272

tem; (ii) Wikipedia search of relevant pages; and273

(iii) Google search, which demonstrates possibili-274

ties of combining LLMs and search engines.275

As the retrieved contexts from a retrieval system276

could be longer than desired, we use a pre-trained277

LM to rank and select the top-k sentences most278

similar to the verifying question query.279

• Reasoning While methods such as Selection-280

Inference (Creswell et al., 2022) directly use re-281

trieved facts as rationales, they are usually too ver-282

bose, longer than desired, or contain irrelevant de-283

tails. Ye and Durrett (2022) have made similar284

observations: directly using supporting sentences285

is usually too verbose and not sufficient. 286

To obtain more relevant and logical rationales, 287

we again utilize a natural and generative approach, 288

as reasoning abilities are believed to be already 289

built into LLMs (Wei et al., 2022). In particular, by 290

feeding in prompts in the format of “question, ratio- 291

nale, answer”, the LLM learns to reason for a few 292

steps before answer generation. Upon investigating 293

the original rationales, we observe that, even when 294

they contain incorrect facts, the logical reasoning 295

component seems to be generally intact. Thus, we 296

use the verifying questions (as logic) and retrieved 297

facts (as information) to generate informed answers. 298

The informed answers are then composed into a 299

new rationale, providing potentially a more factual 300

CoT. 301

3.3 Answering again 302

Finally, with the post-edited CoT, new answers are 303

generated by prompting the LLM. A pseudocode 304

of the overall procedure is given in Alg. 1, and il- 305

lustrated with an example in Fig. 1 . We can see 306

that, by allowing the LLM to incorporate exter- 307

nal knowledge, our method could result in more 308

factually-grounded rationales. When prompted into 309

the LLM as a CoT, it could bring in the informa- 310

tion necessary to make a new prediction, which was 311

originally not remembered correctly by the model. 312

Compared to specifically designed prompts such 313

as ReAct (Yao et al., 2022), the Verify-and-Edit 314
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framework is simple and arguably more natural. Its315

conversational nature could allow humans to better316

understand the model’s thought processes and have317

the potential for users to naturally interfere and318

revise at any stage of inference. In the experiments319

presented next, we also observe that such a setup320

is effective in mitigating factuality concerns and321

boosting end-task performances.322

4 Experiment Setup323

4.1 Reasoning tasks324

As the Verify-and-Edit framework offers more325

knowledge-grounded reasoning steps, it should326

benefit tasks that fulfill the following two prop-327

erties: (i) reliant on multi-hop reasoning to arrive328

at a later prediction, thus depending on rationale329

generation, and (ii) open-domain, thus needing to330

interact with an external knowledge source.331

Therefore, we validate the approach on three332

datasets: (i) Adversarial HotpotQA (Yang et al.,333

2018), a multi-hop question answering dataset. We334

use the challenging subset proposed by Ye and335

Durrett (2022), where the correct and incorrect pre-336

dictions are balanced using their model. (ii) 2Wiki-337

Multihop (Ho et al., 2020) a multi-hop question-338

answering dataset exploiting the structured format339

in Wikidata and use logical rules.2 (iii) Fever340

(Thorne et al., 2018), a fact verification dataset341

that labels claims as “SUPPORTS”, “REFUTES”,342

or “NOT ENOUGH INFO” based on evidence para-343

graphs from Wikipedia. Similar to the HotpotQA344

setup, we sample a challenging set by balancing345

the samples where GPT3 CoT makes correct and346

incorrect predictions. Details on the processing and347

use of the datasets can be found in Appendix A.348

4.2 Compared methods349

To provide the most state-of-art performance esti-350

mates, we utilize the GPT-3 instruct series API351

text-davinci-003 (Ouyang et al., 2022), the352

strongest and most up-to-date model at the time353

of experiments, as a backbone. The cost of experi-354

ments is stated in Appendix B.355

Adversarial HotpotQA and 2WikiMultihop ex-356

periments used 6-shot and Fever used 3-shot in-357

context learning, as Fever questions are shorter358

and easier to learn. We use the manual annota-359

tions provided for HotpotQA by Ye and Durrett360

(2022) and manually annotate few-shot examples361

2We randomly sample 1,000 samples out of 12,576 dev
samples for cost considerations.

for 2WikiMultihop and Fever in a similar format. 362

Full prompts for baseline and our methods are pro- 363

vided in Appendix C. 364

Baselines To provide a more comprehensive 365

overview of where our framework stands, we use 366

the following baselines: 367

1. Standard Prediction (Standard): Directly pre- 368

dicting the label based on input, given the same 369

number of in-context learning examples. 370

2. Original CoT (Wei et al., 2022): Predicting the 371

label after generating the explanation. 372

3. CoT with Self-Consistency (CoT-SC) (Wang 373

et al., 2022): Sampling 5 CoT trajectories with 374

a decoding temperature of 0.7, which is recom- 375

mended by the paper. 376

4. Calibrator (Calib.) (Ye and Durrett, 2022): A 377

calibrator that tunes the probabilities of a pre- 378

diction based on the score of its prediction. 379

5. ReAct (Yao et al., 2022): A reason-and-act 380

framework that utilizes an external Wikipedia 381

API. For this baseline, we use the reported re- 382

sults in the original paper, which uses the PaLM 383

model (Chowdhery et al., 2022), whose perfor- 384

mance is similar to GPT-3.3 To add a more 385

justified perspective, we report its performance 386

improvement gained on top of the CoT-SC base- 387

line. 4 388

Verify-and-Edit (VE) In implementing the VE 389

framework, the same consistency baseline is em- 390

ployed to estimate when the model is uncertain. 391

As stated in §3.1, we edit all instances with a 392

self-consistency score below ⌈n/2⌉, where n is 393

the number of sampled paths. Then, the verify- 394

ing questions are produced using a 2-shot5 setup 395

with in-context learning. The verifying answers are 396

produced using the same number of examples in 397

original answer generation and greedy decoding. 398

To study the effect of knowledge retrieval sys- 399

tems on the results, we use four systems: 400

1. Wikipedia-API (wiki): Searching for the query 401

entities and selecting top sentences from their 402

Wikipedia pages. 403

2. DrQA (Chen et al., 2017): A pre-trained open- 404

3We could not use PaLM as it is not open-sourced.
4it is worth noting that ReAct conducted experiments on

the entire dataset, where we used a sampled version (see §4.1).
5As we observe that question generation quality does not

vary too much as in-context examples increase, we select the
shortest prompt that is able to generate reasonable questions
to reduce cost.
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Figure 2: Kernal density estimation plots for consistency
on the Adversarial HotpotQA dataset. With kernal esti-
mation, the curve extends its true distribution’s range,
which is from 0 to 5 (as we sampled 5 paths).

domain QA model that combines bigram hash-405

ing, TF-IDF matching, and a multi-layer recur-406

rent neural network model. We only utilize the407

contexts retrieved from it.6408

3. Google: Using top-k search results produced by409

Google as assistive contexts. This result is in-410

teresting in providing possibilities in combining411

search engines and LLMs.412

4. Dataset: Selecting from the set of paragraphs413

provided in Adversarial HotpotQA and 2Wiki-414

MultihopQA, which includes ground-truth sup-415

porting contexts and distractor paragraphs. This416

is similar to an oracle setup, which provides an417

upper bound of the performance boost, assum-418

ing we have a good retrieval system.419

For 1, 2, and 4, after retrieving, we select the top420

3 sentences most similar to the query ranked by the421

pre-trained Sentence BERT model (Reimers and422

Gurevych, 2019) as context.423

5 Results and Analysis424

5.1 Using Self-Consistency: know when it425

doesn’t know426

For the first step in the Verify-and-Edit framework,427

consistency is used to measure the model’s confi-428

dence in a prediction. Aligned with the findings429

from Wang et al. (2022), we hypothesize that when430

6We selected DrQA by first conducting small-scale ex-
periments with different open-domain QA models, including
DPR (Karpukhin et al., 2020). DrQA is found to yield better
performance. Thus, we consistently use it.

Method knowledge EM ∆EM AUC
CoT-SC→ ReAct Wiki. 34.2% +0.8% -
ReAct→ CoT-SC Wiki. 35.1% +1.7% -
Standard - 23.1% - 43.24
CoT - 31.8% - 38.30
CoT-SC - 31.2% - 34.97
CoT-SC + Calib. Dataset - - 49.00
CoT-SC + VE Wiki. 35.7% +4.5% 45.62
CoT-SC + VE DRQA 36.0% +4.8% 46.06
CoT-SC + VE Google 37.7% +6.5% 47.98
CoT-SC + VE Dataset 56.8% +25.6% 60.94

Table 1: Results on the Adversarial HotpotQA dataset.
The best result for each model is underlined and the best
result overall is bolded. ∆EM represents the improve-
ment on Exact Match from the CoT-SC baseline. The
top two rows uses the PaLM model and the rest uses the
GPT-3 davinci-003 model.

the consistency is low, the model is more uncertain 431

and thus more likely to generate inaccurate predic- 432

tions. To test whether this hypothesis holds, we plot 433

the kernal density estimation plots for consistency 434

distribution on the Adversarial HotpotQA dataset. 435

As shown in Fig. 2, the incorrect samples show a 436

left-skewed consistency distribution, where most 437

incorrect predictions have low consistencies. On 438

the other hand, the distribution of correct predic- 439

tions shows a right-skewed tendency, where there 440

are very few incorrect samples with higher consis- 441

tencies. This effectively validates our hypothesis. 442

In the main experiments, we use ⌈n/2⌉ as a ma- 443

jority threshold and edit all samples below it, which 444

is at 3. To show the effects of different thresholds 445

on the framework’s performance, we also provide 446

an ablation study later. 447

5.2 Results on HotpotQA 448

Reported in Table 1, we observe that CoT improves 449

on top of the Standard few-shot setting. CoT-SC, 450

on the other hand, does not demonstrate a good 451

improvement on the baseline. Using the calibra- 452

tor from Ye and Durrett (2022), AUC is improved 453

as it learns to calibrate the answer weights based 454

on ground-truth contexts provided in the dataset. 455

Thus, it should be compared with the last setup 456

of VE, where we use dataset knowledge. In com- 457

parison, the calibrator results in a lower AUC and 458

cannot improve the accuracy as it does not generate 459

alternative answers in open-domain settings. 460

Using the Verify-and-Edit framework, the re- 461

trieval systems Wikipedia and DrQA could gener- 462

ate an improvement of 4.5% and 4.8% respectively 463

on top of the baseline, which is 2x the highest EM 464
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Method knowledge EM ∆EM AUC
Standard - 16.9% - 35.89
CoT - 28.4% - 16.64
CoT-SC - 27.7% - 17.16
CoT-SC + Calib. Dataset - - 24.13
CoT-SC + VE Wiki. 33.1% +5.4% 28.32
CoT-SC + VE DRQA 31.1% +3.4% 27.75
CoT-SC + VE Google 33.6% +5.9% 30.06
CoT-SC + VE Dataset 37.2% +9.5% 32.28

Table 2: Results on 2WikiMultiHopQA dataset. ∆EM
represents the improvement on Exact Match from the
CoT-SC baseline. All experiment uses the GPT-3
davinci-003 model.

improvement for ReAct (1.7%). When we com-465

bine the search engine results from Google into the466

framework, the EM is increased by 6.5%, which467

is 3.8x the ReAct result. This shows a promising468

method for combining search engines and LLMs,469

which is a popular direction now. Search engines re-470

turn factual results, but are less powerful in queries471

that require reasoning. On the other hand, LLMs472

are powerful in reasoning and abstraction but tend473

to generate plausible-sounding but incorrect state-474

ments (OpenAI-Blog, 2022). To combine the best475

of both worlds, we could utilize the long memory476

of LLMs, as many users have reported that GPT477

is able to remember inputs mentioned earlier in478

the dialogue. By providing factual results from the479

search engines as a memory refreshment, GPT is480

able to generate better and more factual predictions.481

Then, when we use the adversarially augmented482

paragraphs provided in the dataset, the model is483

able to demonstrate very high EM (56.8%) and484

AUC (60.94) at the same time. This setup shows485

that, if we have a highly compressed set of con-486

texts and a nearly-ideal retrieval system, the Verify-487

and-Edit framework could potentially result in very488

strong performances.489

5.3 Results on 2WikiMultiHop490

As shown in Table 2, our method demonstrates even491

stronger performances on 2WikiMultiHop com-492

pared to HotpotQA. The Verify-and-Edit frame-493

work with open-domain retrieval is able to generate494

a high accuracy improvement, ranging from 3.4%495

to 5.9%. Selecting from paragraphs provided in496

the dataset, which includes supporting evidences497

and irrelevant paragraphs, the accuracy improve-498

ment is further increased to 9.5%. The calibrator,499

on the other hand, uses the dataset provided para-500

graphs but still lags behind all variations of our501

Method knowledge Accuracy ∆ Accuracy
CoT-SC→ ReAct Wiki. - +4.2%
ReAct→ CoT-SC Wiki. - +1.6%
Standard - 46.8% -
CoT - 50.0% -
CoT-SC - 52.0% -
CoT-SC + Calib. - 33.7%
CoT-SC + VE Wiki. 53.6% +1.6%
CoT-SC + VE DRQA 53.3% +1.3%
CoT-SC + VE Google 53.9% +1.9%

Table 3: Results on Fever dataset. ∆Accuracy repre-
sents the improvement on Accuracy from the CoT-SC
baseline. The top two rows uses the PaLM model and
the rest uses the GPT-3 davinci-003 model.

Verify-and-Edit framework. 502

5.4 Results on fact verification 503

Results on the Fever dataset are shown in Table 3. 504

As the reasoning required by the Fever dataset is 505

less multi-hop compared to HotpotQA and 2Wiki- 506

MultiHop, we anticipate that it should demonstrate 507

lower improvements compared to the other two. 508

In the Fever dataset, the calibrator method com- 509

pletely fails, decreasing to 33.7%: it calibrates 510

the prediction scores based on factuality estimates, 511

which is produced by examining the overlap be- 512

tween the reasoning path and the provided context. 513

However, in such Fact Verification datasets, there is 514

no provided contexts. Thus, we calibrate using the 515

original claim, which results in bad performances. 516

It shows here that one limitation of the calibrator 517

method is that it only applies to cases with provided 518

relevant contexts. 519

Even though this task does not require much 520

reasoning, employing the Verify-and-Edit frame- 521

work, we are able to observe consistent improve- 522

ments over the baseline method. Similar to before, 523

the Wikipedia retrieval is able to result in a larger 524

improvement over DrQA, and Google search im- 525

proves further at 1.9%. 526

Compared to our method, ReAct is able to 527

demonstrate a larger improvement on Fever. First 528

of all, it has been mentioned before that Fever is 529

less suited for the Verify-and-Edit framework as it 530

requires less reasoning to solve the task. Secondly, 531

ReAct prompts are much longer than our prompts, 532

requiring more computational costs. 533

5.5 Evaluating the reasoning chains with 534

human study 535

To closely examine the faithfulness of the gener- 536

ated reasoning chains, we also conduct a small- 537
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# Examples Cohen κ CoT-SC Ours Tie
50 0.25 17% 53% 30%

Table 4: Human study for factuality of CoTs on the
HotpotQA dataset. “Ours” refers to the Verify-and-Edit
model with Google retrieval.

Figure 3: Ablation study on the effect of various consis-
tency thresholds on task performances on Adversarial
HotpotQA

scale human study experiment. During the exper-538

iment, two human volunteers are shown 50 ran-539

domly selected questions with generated reasoning540

chains from CoT-SC and Verify-and-Edit on the541

HotpotQA dataset. They are then asked to select542

the more factually consistent one. Volunteers are543

encouraged to use search engines as assistance. A544

detailed description on the setup is described in545

Appendix D.546

Shown in Table 4, humans select the reasoning547

chains produced by Verify-and-Edit as more factu-548

ally consistent 53% of the time, compared to 17%549

for the CoT-SC baseline. The Cohen κ is at 0.25,550

showing fair agreement between the two annota-551

tors (McHugh, 2012). The annotators used Google552

search as an assistive tool 100% of the time, which553

shows the necessity of introducing external knowl-554

edge.555

Moreover, human annotations in this case re-556

quire a lot of efforts. Annotators report 1.5 minutes557

on average to validate one data point. Thus, au-558

tomating the Verify-and-Edit process is of benefits559

as an assistive tool to reduce human labor.560

To observe the qualitative effects of the Verify-561

and-Edit framework in detail, we also include sev-562

eral interesting examples in Appendix E, which563

show the effectiveness of our framework in correct-564

ing the original claims.565

5.6 Ablation study: editing at different 566

consistency thresholds 567

In the Verify-and-Edit framework, the only hyper- 568

parameter to select is the consistency threshold. 569

Similar thresholds also exists in ReAct (Yao et al., 570

2022), where the CoT→ ReAct method is to em- 571

ploy ReAct-style prompting when “the majority 572

answer among n CoT-SC samples occurs less than 573

n/2 times". Using majority counts, however, is less 574

fine-grained compared to using the original con- 575

sistency formulated with log probablities. Thus, 576

we employ the original score proposed by Wang 577

et al. (2022), which is the unnormalized answer 578

probabilities marginalized over the rationales’ log 579

probabilities. To mimic a majority-vote threshold, 580

we select ⌈n/2⌉, where n is the number of sampled 581

paths. 582

To study the effect of adjusting the consistency 583

threshold on our framework, we show the ablation 584

results of Adversarial HotpotQA in Fig. 3. As 585

the threshold increases, accuracy first increases, 586

reaching a peak close to ⌈n/2⌉, which is 3, before 587

decreasing. The AUC scores demonstrate a similar 588

trend. 589

As shown in Fig. 2, when consistency is larger 590

than majority (⌈n/2⌉), there are usually more cor- 591

rect predictions rather than incorrect predictions, 592

and vice versa. Thus, as we increase the consis- 593

tency threshold from 0 to ⌈n/2⌉, more uncertain 594

and possibly incorrect samples are getting edited by 595

introducing external knowledge. As we go beyond 596

the ideal threshold ⌈n/2⌉, we are mostly re-editing 597

correct samples, and the introduced noise may dis- 598

rupt the original reasoning chains. 599

Thus, we recommend a consistency threshold at 600

⌈n/2⌉ as an ideal level. 601

6 Conclusions 602

In this paper, we introduce a Verify-and-Edit frame- 603

work for open-domain question-answering. It is 604

a first attempt to post-edit CoT-style reasoning 605

chains for better end-task performance. By combin- 606

ing knowledge retrieval with reasoning, the frame- 607

work edits CoTs in a natural and conversational 608

way, which enhances prediction factuality. Com- 609

bined with Google search, the framework also 610

shows a promising direction that combines the 611

open-generation ability of state-of-art LLMs with 612

the updated facts provided by search engines. 613
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Limitations614

There are a few limitations to the current frame-615

work. Firstly, Verify-and-Edit works the best for616

open-domain question-answering tasks that require617

complex reasoning. Less complex datasets or com-618

monsense datasets that do not require knowledge619

retrieval may not result in high improvements. Sec-620

ondly, it is most ideal to edit a group of mostly621

incorrect samples, which we try to select by using622

consistency. Thus, our method is reliant on the con-623

sistency method’s performance and its abilities to624

separate correct and incorrect predictions. Most of-625

ten, it can demonstrate a larger improvement with626

a more challenging set of examples.627

To address these limitations, we plan to work on628

reducing the noise brought in the rationale-editing629

stage with reinforcement learning as a follow-up.630

Ethics Statement631

The Verify-and-Edit framework can mitigate poten-632

tial ethical concerns of LLM generation surround-633

ing hallucinations and unfactual details. Some per-634

sisting concerns include: (1) As the framework uses635

google as one of the retrieval methods, it could re-636

trieve potentially toxic information that exists in637

google search results. (2) As the framework uses638

GPT3 as a backbone, it could suffer from existing639

ethical concerns of GPT3, such as responding to640

toxic queries or exhibiting biased behavior.641

For knowledge retrieval, we used Wikipedia642

corpus and google search results. Permission643

is granted to copy, distribute and/or modify644

Wikipedia’s text under the terms of the Creative645

Commons Attribution-ShareAlike 3.0 Unported Li-646

cense. For google search results, scraping publicly647

accessible data is legal considered by the U.S. ap-648

peals court.649

References650

Tom Brown, Benjamin Mann, Nick Ryder, Melanie651
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind652
Neelakantan, Pranav Shyam, Girish Sastry, Amanda653
Askell, et al. 2020. Language models are few-shot654
learners. Advances in neural information processing655
systems, 33:1877–1901.656

Danqi Chen, Adam Fisch, Jason Weston, and Antoine657
Bordes. 2017. Reading Wikipedia to answer open-658
domain questions. In Proceedings of the 55th Annual659
Meeting of the Association for Computational Lin-660
guistics (Volume 1: Long Papers), pages 1870–1879,661
Vancouver, Canada. Association for Computational662
Linguistics.663

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, 664
Maarten Bosma, Gaurav Mishra, Adam Roberts, 665
Paul Barham, Hyung Won Chung, Charles Sutton, 666
Sebastian Gehrmann, et al. 2022. Palm: Scaling 667
language modeling with pathways. arXiv preprint 668
arXiv:2204.02311. 669

Antonia Creswell, Murray Shanahan, and Irina Higgins. 670
2022. Selection-inference: Exploiting large language 671
models for interpretable logical reasoning. arXiv 672
preprint arXiv:2205.09712. 673

Olga Golovneva, Moya Chen, Spencer Poff, Martin 674
Corredor, Luke Zettlemoyer, Maryam Fazel-Zarandi, 675
and Asli Celikyilmaz. 2022. Roscoe: A suite of 676
metrics for scoring step-by-step reasoning. arXiv 677
preprint arXiv:2212.07919. 678

Kelvin Guu, Kenton Lee, Zora Tung, Panupong Pasu- 679
pat, and Ming-Wei Chang. 2020. Realm: Retrieval- 680
augmented language model pre-training. In Proceed- 681
ings of the 37th International Conference on Machine 682
Learning, ICML’20. JMLR.org. 683

Xanh Ho, Anh-Khoa Duong Nguyen, Saku Sugawara, 684
and Akiko Aizawa. 2020. Constructing a multi- 685
hop QA dataset for comprehensive evaluation of 686
reasoning steps. In Proceedings of the 28th Inter- 687
national Conference on Computational Linguistics, 688
pages 6609–6625, Barcelona, Spain (Online). Inter- 689
national Committee on Computational Linguistics. 690

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick 691
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and 692
Wen-tau Yih. 2020. Dense passage retrieval for open- 693
domain question answering. In Proceedings of the 694
2020 Conference on Empirical Methods in Natural 695
Language Processing (EMNLP), pages 6769–6781, 696
Online. Association for Computational Linguistics. 697

Angeliki Lazaridou, Elena Gribovskaya, Wojciech 698
Stokowiec, and Nikolai Grigorev. 2022. Internet- 699
augmented language models through few-shot 700
prompting for open-domain question answering. 701

Gary Marcus. 2022. Is chatgpt really a “code red” for 702
google search? 703

Mary L McHugh. 2012. Interrater reliability: the kappa 704
statistic. Biochemia medica, 22(3):276–282. 705

OpenAI-Blog. 2022. Chatgpt: Optimizing language 706
models for dialogue. 707

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Car- 708
roll L Wainwright, Pamela Mishkin, Chong Zhang, 709
Sandhini Agarwal, Katarina Slama, Alex Ray, et al. 710
2022. Training language models to follow in- 711
structions with human feedback. arXiv preprint 712
arXiv:2203.02155. 713

Ofir Press, Muru Zhang, Sewon Min, Ludwig Schmidt, 714
Noah A Smith, and Mike Lewis. 2022. Measuring 715
and narrowing the compositionality gap in language 716
models. arXiv preprint arXiv:2210.03350. 717

9

https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/2020.coling-main.580
https://doi.org/10.18653/v1/2020.coling-main.580
https://doi.org/10.18653/v1/2020.coling-main.580
https://doi.org/10.18653/v1/2020.coling-main.580
https://doi.org/10.18653/v1/2020.coling-main.580
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.48550/ARXIV.2203.05115
https://doi.org/10.48550/ARXIV.2203.05115
https://doi.org/10.48550/ARXIV.2203.05115
https://doi.org/10.48550/ARXIV.2203.05115
https://doi.org/10.48550/ARXIV.2203.05115
https://garymarcus.substack.com/p/is-chatgpt-really-a-code-red-for
https://garymarcus.substack.com/p/is-chatgpt-really-a-code-red-for
https://garymarcus.substack.com/p/is-chatgpt-really-a-code-red-for
https://openai.com/blog/chatgpt/
https://openai.com/blog/chatgpt/
https://openai.com/blog/chatgpt/


Nils Reimers and Iryna Gurevych. 2019. Sentence-718
BERT: Sentence embeddings using Siamese BERT-719
networks. In Proceedings of the 2019 Conference on720
Empirical Methods in Natural Language Processing721
and the 9th International Joint Conference on Natu-722
ral Language Processing (EMNLP-IJCNLP), pages723
3982–3992, Hong Kong, China. Association for Com-724
putational Linguistics.725

James Thorne, Andreas Vlachos, Christos726
Christodoulopoulos, and Arpit Mittal. 2018.727
FEVER: a large-scale dataset for fact extraction728
and VERification. In Proceedings of the 2018729
Conference of the North American Chapter of730
the Association for Computational Linguistics:731
Human Language Technologies, Volume 1 (Long732
Papers), pages 809–819, New Orleans, Louisiana.733
Association for Computational Linguistics.734

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le,735
Ed Chi, and Denny Zhou. 2022. Self-consistency im-736
proves chain of thought reasoning in language mod-737
els. arXiv preprint arXiv:2203.11171.738

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten739
Bosma, Ed Chi, Quoc Le, and Denny Zhou. 2022.740
Chain of thought prompting elicits reasoning in large741
language models. arXiv preprint arXiv:2201.11903.742

Sarah Wiegreffe, Jack Hessel, Swabha Swayamdipta,743
Mark Riedl, and Yejin Choi. 2022. Reframing744
human-AI collaboration for generating free-text ex-745
planations. In Proceedings of the 2022 Conference746
of the North American Chapter of the Association747
for Computational Linguistics: Human Language748
Technologies, pages 632–658, Seattle, United States.749
Association for Computational Linguistics.750

Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio,751
William Cohen, Ruslan Salakhutdinov, and Christo-752
pher D. Manning. 2018. HotpotQA: A dataset for753
diverse, explainable multi-hop question answering.754
In Proceedings of the 2018 Conference on Empiri-755
cal Methods in Natural Language Processing, pages756
2369–2380, Brussels, Belgium. Association for Com-757
putational Linguistics.758

Shunyu Yao, Jeffrey Zhao, Dian Yu, Nan Du, Izhak759
Shafran, Karthik Narasimhan, and Yuan Cao. 2022.760
React: Synergizing reasoning and acting in language761
models. arXiv preprint arXiv:2210.03629.762

Xi Ye and Greg Durrett. 2022. The unreliability of ex-763
planations in few-shot prompting for textual reason-764
ing. In Advances in Neural Information Processing765
Systems.766

Denny Zhou, Nathanael Schärli, Le Hou, Jason Wei,767
Nathan Scales, Xuezhi Wang, Dale Schuurmans,768
Olivier Bousquet, Quoc Le, and Ed Chi. 2022.769
Least-to-most prompting enables complex reason-770
ing in large language models. arXiv preprint771
arXiv:2205.10625.772

10

https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.18653/v1/2022.naacl-main.47
https://doi.org/10.18653/v1/2022.naacl-main.47
https://doi.org/10.18653/v1/2022.naacl-main.47
https://doi.org/10.18653/v1/2022.naacl-main.47
https://doi.org/10.18653/v1/2022.naacl-main.47
https://doi.org/10.18653/v1/D18-1259
https://doi.org/10.18653/v1/D18-1259
https://doi.org/10.18653/v1/D18-1259
https://openreview.net/forum?id=Bct2f8fRd8S
https://openreview.net/forum?id=Bct2f8fRd8S
https://openreview.net/forum?id=Bct2f8fRd8S
https://openreview.net/forum?id=Bct2f8fRd8S
https://openreview.net/forum?id=Bct2f8fRd8S


Appendix for “Verify-and-Edit: A773

Knowledge-Enhanced Chain-of-Thought774

Framework”775

A Dataset Processing776

A.1 Adversarial HotpotQA777

The Adversarial HotpotQA subset is formed in Ye778

and Durrett (2022), who processed the original set779

in a few ways: (1) Context length is reduced to780

make it better fit the purpose of testing in-context781

learning. (2) Set of adversarial contexts is reduced782

to two ground truth supporting paragraphs and two783

adversarial paragraphs, instead of using all eight784

distractors. Each paragraph is further simplified by785

only keeping relevant sentences needed for answer-786

ing the question (or distracting the prediction) (3)787

A challenging test set of 250 examples is formed by788

balancing the mix of examples on which prompted789

text-davinci-001 (which is used at their time790

of experiments) to make correct and incorrect pre-791

dictions. This is done by first running few-shot792

inference over 1000 examples, and then randomly793

sampling 125 examples with correct and incorrect794

predictions, respectively. The subsampled dataset795

is available publicly at the github for Ye and Durrett796

(2022).797

The HotpotQA dataset is distribued under the CC798

BY-SA 4.0 license, which allows for modification799

and research use.800

A.2 2WikiMultihopQA801

For cost concerns, we randomly subsample 1,000802

out of the dev set of 12,576 samples, which pro-803

vides a reasonable estimate. We release the sam-804

pled indices in our codebase for reproduction pur-805

poses..806

The 2wikimultihop dataset is licensed under the807

Apache License 2.0, which allows for modification808

and research use.809

A.3 Fever810

To mimic the Adversarial HotpotQA setup, we run811

the CoT baseline for 3,000 samples and randomly812

sample 1,000 by balancing the number of right and813

wrong predictions. We release the sampled indices814

in our codebase for reproduction purposes.815

Fever’s data annotations incorporate material816

from Wikipedia, which is licensed pursuant to the817

Wikipedia Copyright Policy.818

B Experiment Costs 819

For the experiments, we use the API for 820

text-davinci-003. The costs for inferencing the 821

LLM is $0.02/1K tokens. We spent in total 273$. 822

C Prompts Used 823

C.1 HotpotQA 824

C.1.1 Few-shot prompt 825

Q: This British racing driver came in third at the 826

2014 Bahrain GP2 Series round and was born in 827

what year 828

A: 1991 829

Q: What band did Antony King work with that 830

formed in 1985 in Manchester? 831

A: Simply Red 832

Q: How many inhabitants were in the city close to 833

where Alberta Ferretti’s studios was located? 834

A: 146,606 835

Q: TLC: Tables, Ladders & Chairs was a wrestling 836

event featuring which American wrestler and rap- 837

per in the main event? 838

A: John Felix Anthony Cena 839

Q: The person who received the Order of the Ele- 840

phant on 31 January 1998 was born on what date? 841

A: 27 April 1967 842

Q: III - Odyssey of the Mind is the sixth album by 843

a German band formed in what city? 844

A: Düsseldorf 845

Q: [Question] 846

A: 847

C.1.2 CoT, CoT-SC prompt 848

Q: This British racing driver came in third at the 849

2014 Bahrain GP2 Series round and was born in 850

what year 851

A: First, at the 2014 Bahrain GP2 Series round, 852

DAMS driver Jolyon Palmer came in third. Second, 853

Jolyon Palmer (born 20 January 1991) is a British 854

racing driver. The answer is 1991. 855

Q: What band did Antony King work with that 856

formed in 1985 in Manchester? 857

A: First, Antony King worked as house engineer 858

for Simply Red. Second, Simply Red formed in 859

1985 in Manchester. The answer is Simply Red. 860
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Q: How many inhabitants were in the city close to861

where Alberta Ferretti’s studios was located?862

A: First, Alberta Ferretti’s studio is near Rimini.863

Second, Rimini is a city of 146,606 inhabitants.864

The answer is 146,606.865

Q: TLC: Tables, Ladders & Chairs was a wrestling866

event featuring which American wrestler and rap-867

per in the main event?868

A: First, TLC: Tables, Ladders & Chairs was a869

wrestling event featuring John Cena in the main870

event. Second, John Cena is an American wrestler871

and rapper. The answer is John Felix Anthony872

Cena.873

Q: The person who received the Order of the Ele-874

phant on 31 January 1998 was born on what date?875

A: First, on 31 January 1998, King Willem-876

Alexander received the Order of the Elephant. Sec-877

ond, Willem-Alexander was born on 27 April 1967.878

The answer is 27 April 1967.879

Q: III - Odyssey of the Mind is the sixth album by880

a German band formed in what city?881

A: First, III - Odyssey of the Mind is the sixth882

album by the German band Die Krupps. Second,883

Die Krupps is formed in Düsseldorf. The answer884

is Düsseldorf.885

Q: [Question]886

A:887

C.1.3 Verifying Question Generation prompt888

Write a question that asks about the answer to the889

overall question.890

Overall Question: The Sentinelese language is the891

language of people of one of which Islands in the892

Bay of Bengal?893

Answer: The language of the people of North Sen-894

tinel Island is Sentinelese.895

Question: What peopleś language is Sentinelese?896

Overall Question: Two positions were filled in897

The Voice of Ireland b which British-Irish girl898

group based in London, England?899

Answer: Little Mix is based in London, England.900

Question: What girl group is based in London,901

England?902

903

Overall Question: [original question]904

Answer: [rationale sentence to edit]905

Question:906

C.1.4 Verifying Answer Generation 907

(Rationale Editing) prompt 908

Barnes House (born 20 January 1969) is a British 909

racing driver, currently driving for Renault Sport 910

F1 Team in the Formula One World Championship. 911

Jolyon Palmer (born 20 January 1991) is a British 912

racing driver, currently driving for Renault Sport 913

F1 Team in the Formula One World Championship. 914

Ming Xi (born 20 January 2015) is a British racing 915

driver, currently driving for Renault Sport F1 Team 916

in the Formula One World Championship. 917

The 2014 Bahrain GP2 Series round was a pair 918

of motor races held on 6 and 7 April 2014 at the 919

Bahrain International Circuit in Sakhir, Bahrain 920

as part of the GP2 Series. Julián Leal finished 921

second for the Carlin team and DAMS driver 922

Jolyon Palmer came in third. 923

Q: This British racing driver came in third at the 924

2014 Bahrain GP2 Series round and was born in 925

what year 926

A: This British racing driver came in third at the 927

2014 Bahrain GP2 Series round and was born in 928

1991.. 929

930

Antony King (born 1974) is a British live audio en- 931

gineer for Depeche Mode and Nine Inch Nails. He 932

has also worked as front of house engineer for The 933

Cure, Noel Gallagher’s High Flying Birds, Band of 934

Horses, Zayn, Beck, Marilyn Manson, The Faces, 935

and Simply Red. 936

Anthony Collett are a British soul and pop band 937

which formed in 1985 in Manchester. 938

Olé Olé (born 1974) is a British live audio engi- 939

neer for Depeche Mode and Nine Inch Nails. He 940

has also worked as front of house engineer for The 941

Cure, Noel Gallagher’s High Flying Birds, Band of 942

Horses, Zayn, Beck, Marilyn Manson, The Faces, 943

and Christopher Trumbo. 944

Simply Red are a British soul and pop band which 945

formed in 1985 in Manchester. 946

Q: What band did Antony King work with that 947

formed in 1985 in Manchester? 948

A: Antony King work with the band Simply Red, 949

which was formed in 1985 in Manchester.. 950

Alberta Ferretti (Cattolica, 1950) is an Italian fash- 951

ion designer and dressmaker. Her showroom is in 952

Milan, Italy but her studio is in the village of Cat- 953

tolica, near Rimini, Italy. 954

Rimini (] ; Romagnol dialect: "Rémin"; Latin: 955

"Ariminum") is a city of 146,606 inhabitants in 956
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the Emilia-Romagna region of northern Italy and957

capital city of the Province of Rimini.958

Queequeg (] ; Romagnol dialect: "Rémin"; Latin:959

"Ariminum") is a city of 546606 inhabitants in the960

Emilia-Romagna region of northern Italy and capi-961

tal city of the Province of Queequeg.962

Chinatown (] ; Romagnol dialect: "Rémin"; Latin:963

"Ariminum") is a city of 346606 inhabitants in the964

Emilia-Romagna region of northern Italy and capi-965

tal city of the Province of Chinatown .966

Q: How many inhabitants were in the city close to967

where Alberta Ferretti’s studios was located?968

A: 146,606 inhabitants were in the city close to969

where Alberta Ferretti’s studios was located..970

[contexts]971

Q: [verifying question]972

A:973

C.2 2WikiMultihop974

C.2.1 Few-shot prompt975

Q: Which film was released earlier, Kistimaat or976

I’M Taraneh, 15?977

A: I’M Taraneh, 15978

Q: What is the date of death of the composer of979

film Baalaraajana Kathe?980

A: 27 May 1980981

Q: Who is the spouse of the director of film Alive982

(1993 Film)?983

A: Kathleen Kennedy984

Q: Who lived longer, Edward Frederick Sanderson985

or Forrest Towns?986

A: Edward Frederick Sanderson987

Q: Which country the director of film Battle Circus988

(Film) is from?989

A: American990

Q: Which country the director of film In The Fog991

is from?992

A: Ukrainian993

Q: [question]994

A:995

C.2.2 CoT, CoT-SC prompt996

Question: Which film was released earlier, Kisti-997

maat or I’M Taraneh, 15?998

A: First, film Kistimaat was released on 6 October999

2014. Second, I’M Taraneh, 15 was released on 131000

November 2002. The answer is I’M Taraneh, 15.1001

Question: What is the date of death of the com- 1002

poser of film Baalaraajana Kathe? 1003

A: First, the composer of film Baalaraajana Kathe 1004

is S. Hanumantha Rao. Second, S. Hanumantha 1005

Rao died on 27 May 1980. The answer is 27 May 1006

1980. 1007

Question: Who is the spouse of the director of film 1008

Alive (1993 Film)? 1009

A: First, the director of film Alive is Frank Mar- 1010

shall. Second, Frank Marshall’s spouse is Kathleen 1011

Kennedy. The answer is Kathleen Kennedy. 1012

Question: Who lived longer, Edward Frederick 1013

Sanderson or Forrest Towns? 1014

A: First, Edward Frederick Sanderson died at age 1015

81. Second, Forrest Towns died at age 77. The 1016

answer is Edward Frederick Sanderson. 1017

Question: Which country the director of film Bat- 1018

tle Circus (Film) is from? 1019

A: First, the director of film Battle Circus (Film) 1020

is Richard Brooks. Second, Richard Brooks was 1021

American. The answer is American. 1022

Question: Which country the director of film In 1023

The Fog is from? 1024

A: First, the director of film In The Fog is Sergei 1025

Loznitsa. Second, Sergei Loznitsa is Ukrainian. 1026

The answer is Ukrainian. 1027

Question: [question] 1028

A: 1029

C.2.3 Verifying Question Generation prompt 1030

Write a question that validates the reason for an 1031

overall question. 1032

Overall Question: What is the date of death of the 1033

composer of film Baalaraajana Kathe? 1034

Reason: First, the composer of film Baalaraajana 1035

Kathe is S. Hanumantha Rao. 1036

Question: Who is the composer of film Baalaraa- 1037

jana Kathe? 1038

Overall Question: Who lived longer, Edward Fred- 1039

erick Sanderson or Forrest Towns? 1040

Reason: First, Edward Frederick Sanderson died 1041

at age 81. 1042

Question: How long did Edward Frederick Sander- 1043

son live for? 1044

Overall Question: [original question] 1045

Reason: [rationale sentence] 1046

Question: 1047
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C.2.4 Verifying Answer Generation1048

(Rationale Editing) prompt1049

The film was released in 1984 by Essex Films.1050

Kistimaat is a 2014 Bangladeshi action film di-1051

rected by Ashiqur Rahman and produced by Tiger1052

Media Limited and The Abhi Pictures. I’m1053

Taraneh, 15 is a 2002 Iranian film directed by Rasul1054

Sadrameli. The film was released on May 4, 2001.1055

Question: When was the film Kistimaat released?1056

Answer: The film Kistimaat was released in 2014.1057

Dwaram Venkataswami Naidu and also a lyricist.1058

The film has musical score by S. Hanumantha Rao.1059

Rao died 27 May 1980. Rao married Raja Mani1060

with whom he had three daughters and one son.1061

Question: Who is the composer of film Baalaraa-1062

jana Kathe?1063

Answer: The composer of film Baalaraajana Kathe1064

is S. Hanumantha Rao.1065

Adib Kheir was a leading Syrian nationalist of the1066

1920s. Filmed on location in the Purcell Mountains1067

in British Columbia, the film was directed by Frank1068

Marshall, written by John Patrick Shanley, and nar-1069

rated by John Malkovich. Frank Wilton Marshall(1070

born September 13, 1946) is an American film pro-1071

ducer and director, often working in collaboration1072

with his wife, Kathleen Kennedy. He received the1073

Irving G. Thalberg award from the Academy of1074

Motion Picture Arts and Sciences in 2018.1075

Question: Who is the director of film Alive (19931076

Film)?1077

Answer: The director of film Alive is Frank Mar-1078

shall.1079

[context]1080

Question: [verifying question]1081

Answer:1082

C.3 Fever1083

C.3.1 Few-shot prompt1084

Determine if there is Observation that SUPPORTS1085

or REFUTES a Claim, or if there is NOT ENOUGH1086

INFO.1087

Claim: Reg Watson is a current television pro-1088

ducer.1089

A: REFUTES1090

Claim: The Gadsden flag was named by Christo-1091

pher Gadsden.1092

A: NOT ENOUGH INFO1093

Claim: Black Mirror is about society. 1094

A: SUPPORTS 1095

Claim: [question] 1096

A: 1097

C.3.2 CoT, CoT-SC prompt 1098

Determine if there is Observation that SUPPORTS 1099

or REFUTES a Claim, or if there is NOT ENOUGH 1100

INFO. 1101

Claim: Reg Watson is a current television pro- 1102

ducer. 1103

A: First, Reginald James Watson AM was an Aus- 1104

tralian television producer and screenwriter. Sec- 1105

ond, Reginald James Watson AM died on 8 October 1106

2019. The answer is REFUTES. 1107

Claim: The Gadsden flag was named by Christo- 1108

pher Gadsden. 1109

A: First, The Gadsden flag is named after politician 1110

Christopher Gadsden. Second, there is no informa- 1111

tion on who named the Gadsden flag. The answer 1112

is NOT ENOUGH INFO. 1113

Claim: Black Mirror is about society. 1114

A: First, Black Mirror is a British anthology tele- 1115

vision series. Second, The series uses technology 1116

to comment on contemporary social issues. The 1117

answer is SUPPORTS. 1118

Claim: [question] 1119

A: 1120

C.3.3 Verifying Question Generation prompt 1121

Write a question that validates the reason for a 1122

claim. 1123

Claim: Reg Watson is a current television pro- 1124

ducer. 1125

Reason: Reginald James Watson AM was an Aus- 1126

tralian television producer and screenwriter. 1127

Question: What is Reg Watson’s occupation? 1128

Claim: The Gadsden flag was named by Christo- 1129

pher Gadsden. 1130

Reason: there is no information on who named the 1131

Gadsden flag. 1132

Question: Who named the Gadsden flag? 1133

Claim: [question] 1134

Reason: [rationale sentence] 1135

Question: 1136
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Figure 4: Example Screenshot of Human Evaluation
User Interface.

C.3.4 Verifying Answer Generation1137

(Rationale Editing) prompt1138

Reginald James Watson AM (27 August 1926 – 81139

October 2019) was an Australian television pro-1140

ducer and screenwriter. He was executive producer1141

on Crossroads and created Australian media ex-1142

ports serials such as Prisoner, Neighbours, The1143

Young Doctors and Sons and Daughters.1144

Question: What is Reg Watson’s occupation?1145

Answer: Reg Watson was an Australian television1146

producer and screenwriter1147

The flag is named after politician Christopher Gads-1148

den (1724–1805), who designed it in 1775 during1149

the American Revolution.1150

Question: Who named the Gadsden flag?1151

Answer: The Gadsden flag is named after Christo-1152

pher Gadsden, but there is no information on who1153

named it.1154

[context]1155

Question: [verifying question]1156

Answer:1157

D Human Study1158

To conduct the human study, we show the instruc-1159

tions in Fig. 4 to two human volunteers. The volun-1160

teers are NLP Ph.D. students who are proficient in1161

English. The volunteers understand the use for the1162

data collection and are in consensus. The reasoning1163

chain 1 and 2 are CoTs generated by the CoT-SC 1164

baseline and the Verify-and-Edit shown in random 1165

order. On average, each volunteer took 1.25 hours 1166

to finish 50 samples. 1167

E Qualitative Examples 1168

In Table 5, 3 examples from the Adversarial Hot- 1169

potQA datasets are shown in detail. 1170

From the first sample, the LLM incorrectly states 1171

that the song is “based on .. Spider-Man.” How- 1172

ever, in the Google retrieved facts, it clearly states 1173

that it is based on “Ghost Rider”. Therefore, the 1174

retrieved fact is able to help correct the detail in the 1175

rationale. Moreover, although the original rationale 1176

also covered the brand name “Marvel Comics”, the 1177

generation goes on with the hero name as an an- 1178

swer, instead of the “brand” being asked. Feeding 1179

in again also corrects that logical mistake. 1180

In the second example, the LLM makes up a 1181

plausible-sounding fact that “Tony Robinson has 1182

written seven children’s books”. There is also no in- 1183

dicator on the LLM’s confidence level of this claim. 1184

Thus, if a user is unfamiliar with this knowledge, 1185

it could easily be mistaken as a true fact, which is 1186

highly risky. By introducing Google as an assistive 1187

tool, we retrieve the sentence “he has published 16 1188

children’s books.” With this newly retrieved fact 1189

in mind, the LLM goes on generating the correct 1190

answer. 1191

The third example is an interesting one. The 1192

original CoT already makes mistakes in the first 1193

sentence and goes on making continued mistakes 1194

in the second sentence as well. This is a type of 1195

common mistake in the dataset as well. On correct- 1196

ing them, the Verify-and-Edit framework is able 1197

to correct the first claim with the show “Chelsea 1198

Does”. The second claim, however, is verified but 1199

irrelevant to the original question anymore. In this 1200

case, by feeding in both rationale sentences, the 1201

LLM is able to select the relevant fact as an an- 1202

swer, while disregarding the rest. This example 1203

shows that the CoT setup used by Verify-and-Edit 1204

is important as it allows for models to reason and 1205

abstract for a second time, instead of plainly replac- 1206

ing and correcting. 1207
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Original Question Suicide’s 1977 released album features a song based on what brand’s comic character?
True Answer Marvel Comics
CoT-SC First, Suicide released their 1977 album titled Suicide: Alan Vega & Martin Rev.

Second, the album features a song based on the Marvel Comics character Spider-Man.
The answer is Spider-Man.

Verifying Questions What album was released by Suicide in 1977?
What comic character is the song on Suicide’s 1977 album based on?

Retrieved Facts Suicide is the debut studio album from the American rock band Suicide. It was released in 1977
on Red Star Records and produced by Craig Leon and Marty Thau.
"Ghost Rider" is a song by the protopunk band Suicide appearing on their debut album. The song
is based on the Marvel Comics character. On Suicide, the noir-movie vibes of engine-revving tunes
“Ghost Rider” (named after Vega’s favorite comic book) and “Rocket U.S.A.” feel scary.

Verify-and-edit First, Suicide released their debut studio album, titled Suicide, in 1977.
Second, The song on Suicide’s 1977 album is based on the Marvel Comics character Ghost Rider.
The answer is Marvel Comics.

Original Question How many children’s books has the writer of the sitcom Maid Marian and her Merry Men written?
True Answer 16
CoT-SC First, the writer of the sitcom Maid Marian and her Merry Men is Tony Robinson.

Second, Tony Robinson has written seven children’s books.
The answer is seven.

Verifying Questions Who is the writer of the sitcom Maid Marian and her Merry Men?
How many children’s books has Tony Robinson written?

Retrieved Facts Maid Marian and her Merry Men is a British children’s television series created and written by Tony
Robinson and directed by David Bell. It began in 1989 on BBC1 and ran for four series, with
the last episode shown in 1994.
He has published 16 children’s books.

Verify-and-Edit First, The writer of the sitcom Maid Marian and her Merry Men is Tony Robinson.
Second, Tony Robinson has written 16 children’s books.
The answer is 16.

Original Question What show other than Hello Ross did Chelsea Handler appear on in January of 2016
True Answer Chelsea Does
CoT-SC First, Chelsea Handler appeared on the show The Tonight Show Starring Jimmy Fallon in January

of 2016.
Second, The Tonight Show Starring Jimmy Fallon is a talk show hosted by Jimmy Fallon.
The answer is The Tonight Show Starring Jimmy Fallon.

Verifying Questions On which show did Chelsea Handler appear in January of 2016?
What talk show is hosted by Jimmy Fallon?

Retrieved Facts Chelsea Does is an American streaming television documentary series first released on Netflix on
January 23, 2016. ... The episodes follow comedian Chelsea Handler as she explores different ...
The Tonight Show Starring Jimmy Fallon is an American late-night talk show hosted by Jimmy
Fallon that airs on NBC.

Verify-and-Edit First, Chelsea Handler appeared on the show Chelsea Does in January of 2016.
Second, The Tonight Show Starring Jimmy Fallon is a talk show hosted by Jimmy Fallon.
The answer is Chelsea Does.

Table 5: Examples from AdvHotpotQA, facts are retrieved with Google.
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