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Abstract

Dialogue summarization aims to condense001
the lengthy dialogue into a concise summary,002
and has recently achieved significant progress.003
However, the result of existing methods is still004
far from satisfactory. Previous works indicated005
that omission is a major factor in affecting006
the quality of summarization, but few of them007
have further explored the omission problem,008
such as how omission affects summarization009
results and how to detect omission, which is010
critical for reducing omission and improving011
summarization quality. Moreover, analyzing012
and detecting omission relies on summariza-013
tion datasets with omission labels (i.e., which014
dialogue utterances are omitted in the summa-015
rization), which are not available in the current016
literature. In this paper, we propose the OLDS017
dataset, which provides high-quality Omission018
Labels for Dialogue Summarization. By an-019
alyzing this dataset, we find that a large im-020
provement in summarization quality can be021
achieved by providing ground-truth omission022
labels for the summarization model to recover023
omission information, which demonstrates the024
importance of omission detection for omission025
mitigation in dialogue summarization. There-026
fore, we formulate an omission detection task027
and demonstrate our proposed dataset can sup-028
port the training and evaluation of this task well.029
We also call for research action on omission de-030
tection based on our proposed datasets. Our031
dataset and codes are publicly available 1.032

1 Introduction033

With the exponential increase in the volume of034

conversational messages from daily life, there is a035

growing demand for dialogue summarization (Mur-036

ray and Carenini, 2008; Gliwa et al., 2019; Chen037

and Yang, 2020; Zhong et al., 2021; Zou et al.,038

2021c), which compresses lengthy interactions into039

a more concise and structured piece of text while040

1The link is omitted due to the review version.

preserving the most important and relevant infor- 041

mation. Recent years have witnessed significant 042

progress in abstractive dialogue summarization, 043

especially using large-scale pre-trained language 044

models (Lewis et al., 2020; Raffel et al., 2020). De- 045

spite the advances in a high level of fluency and 046

coherence, existing models are still prone to gen- 047

erate defective summaries (Kryściński et al., 2019; 048

Maynez et al., 2020; Tang et al., 2022) that limit 049

their practical usage. Previous works (Chen and 050

Yang, 2020; Liu et al., 2021; Tang et al., 2022) have 051

investigated the taxonomy of errors involved in out- 052

put summaries, and human evaluations revealed 053

that the majority of errors fall into the category of 054

omission, which often leads to incomplete sum- 055

maries where critical facts are lost. However, few 056

of these works have further analyzed the omission 057

problem, let alone addressing this problem. 058

To reduce omission rate and improve summa- 059

rization quality, a comprehensive analysis on omis- 060

sion problem (e.g., how omission affects summary 061

results) and a precise omission detection (i.e., to 062

locate which dialogue utterances are omitted in the 063

summarization) is important. However, there are no 064

omission related datasets in dialogue summariza- 065

tion literature to support such analysis and detec- 066

tion. Hence, in this work, we construct the OLDS 067

dataset, which provides high-quality Omission 068

Labels for Dialogue Summarization. Our dataset is 069

built upon five existing benchmarks covering differ- 070

ent domains. For each dialogue, we use different 071

abstractive models to generate diverse candidates 072

and propose a reference-based strategy to automat- 073

ically label omissions for these candidates. The 074

human evaluation indicates that our OLDS dataset 075

presents a high quality of omission labels. 076

Based on the curated OLDS dataset, we compre- 077

hensively investigate the omission problem in dia- 078

logue summarization from multiple aspects. First, 079

we analyze the proportion of candidates with omis- 080

sion errors and the position distribution of omitted 081
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information in dialogues. The results reveal that082

omission is a severe problem that frequently occurs083

in dialogue summarization. Second, we measure084

the correlation between the omission rate and mul-085

tiple reference-based metrics (e.g., ROUGE and086

BERTScore), discovering that omission is one of087

the decisive factors influencing the summary eval-088

uation results. Third, we explore the potential089

performance improvement brought by utilizing the090

omission information in a post-editing manner. The091

analyses probe that candidate summaries could be092

effectively improved as long as the model is pro-093

vided with the omitted dialogue utterances. Hence,094

how to accurately locate omission information in095

dialogue naturally becomes a critical question.096

To pave the way to omission mitigation and sum-097

mary improvement, we formulate the task of omis-098

sion detection, which aims to identify the omitted099

utterance given the whole dialogue utterances and100

the generated summary with potential omission. In101

addition, we present three different frameworks as102

baselines for the omission detection task, includ-103

ing pair-wise classification, sequence labeling, and104

pointer network extraction. Experimental analyses105

on the OLDS dataset reveal that omission detec-106

tion, as a promising direction to assessment and107

improvement for dialogue summarization, poses108

significant values and challenges.109

The contributions of our paper are as follows:110

• We propose OLDS, a dataset with high-quality111

omission labels for dialogue summarization, to112

facilitate the research on the omission problem.113

• Based on OLDS, we systematically analyze the114

omission problem and demonstrate the signifi-115

cance of omission in dialogue summarization.116

• We introduce the omission detection task that117

paves the way to omission mitigation and sum-118

mary improvement. We design 3 frameworks as119

baselines and conduct comprehensive analyses to120

provide possible directions for solving this task.121

2 The OLDS Dataset122

In this section, we first define what is omission.123

Then, we introduce OLDS, a dataset that contains124

Omission Labels for Dialogue Summarization that125

facilitates the analysis of omission problem and126

the exploration of how to identify omission con-127

tent. Finally, we conduct human assessment that128

demonstrates the high quality of OLDS.129

Dialogue:
(01) Adam: Have you talked to May?
(02) Karen: Yes, yesterday, why?
(03) Adam: I just talked to her and I must admit I worry about her.
(04) Karen: Me too, I suggested she should see a specialist, but she

wasn’t very happy about it.
(05) Adam: No wonder...
(06) Karen: I know, but I think this is serious. She’s saying she’s

depressed, like everyone around, but in her case it may be true.
(07) Adam: She was telling me she doesn’t feel like doing anything,

she’s bored all the time, she never feels happy. It sounds like a
real, typical depression.
...... ......

(12) Adam: Yes, but she doesn’t want to see a specialist. Basically,
she doesn’t want to see anyone.

(13) Karen: Hm... I don’t know... How about I call someone for
advice? So we could know what to do.

(14) Adam: Sounds rational, do you know anyone you could call?
Don’t mention her name.

(15) Karen: Of course I won’t! I have a friend who’s a psychologist,
we can trust her. I’ll let you know.

(16) Adam: Thank you Karen!

Reference summary:
Adam and Karen are worried that May suffers from depression.

Karen will call her friend who is a psychologist and ask for advice.

Candidate summary:
May is depressed. Karen suggested she should see a specialist,

but she doesn’t want to. Karen will call her friend for advice.

Omission utterances (Labels):
(03) (15)

Table 1: An example of the OLDS dataset. The dialogue
is from SAMSum and the candidate summary is gener-
ated from BARTlarge. The salient words are underlined,
and the omission information is highlighted in red.

2.1 The Definition of Omission 130

In summarization tasks, omission usually refers 131

to the missing content in the candidates, which is 132

presented in the gold reference. The definition of 133

omission content is flexible, which could refer to ei- 134

ther the omitted keywords, text spans, or utterances. 135

In dialogues, an utterance could represent complete 136

information compared to words or text spans and 137

can be viewed as a basic semantic unit for identi- 138

fication and evaluation. Therefore, in this paper, 139

we mainly focus on utterance-level omission and 140

provide utterance-level labels. Table 1 shows an 141

example of our OLDS dataset, which contains the 142

original dialogue, reference summary, candidate 143

summary, and omission labels. In this example, the 144

candidate summary omits three key messages: the 145

person “Adam”, the attitude “worried” and the per- 146

sona “psychologist”, and thus the corresponding 147

utterance-level omission labels are the 3rd and 15th 148

utterances in the original dialogue. 149

2.2 Dataset Creation 150

OLDS is a dataset that collects multiple candidates 151

for dialogue summarization and provides their cor- 152
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Domain Split # of Avg. Len. of Len. of # of candidate summaries (Avg. ROUGE-1 score)
dialogs turns dialogs summ. BARTL BARTB T5B T5S Transformer PegasusL

SAMSum
Train 14,732 11.2 124.1 23.4 25,424 (50.6) 12,687 (48.2) 29,473 (47.2) 32,959 (41.0) 46,777 (37.7) 0 (-)
Dev. 818 10.8 121.2 23.4 1,636 (54.4) 1,636 (51.1) 1,636 (51.0) 1,636 (44.2) 1,636 (39.2) 1,636 (51.1)
Test 819 11.3 126.6 23.1 1,638 (52.6) 1,638 (49.2) 1,638 (49.3) 1,638 (43.5) 1,638 (37.9) 1,638 (50.4)

DialogSum
Train 12,460 9.5 187.5 31.0 20,766 (46.1) 10,132 (44.1) 26,897 (44.7) 37,056 (39.5) 29,749 (39.1) 0 (-)
Dev. 500 9.4 185.0 29.0 1,000 (49.5) 1,000 (46.8) 1,000 (46.2) 1,000 (40.3) 1,000 (40.1) 1,000 (48.4)
Test 500 9.7 192.5 28.4 1,000 (46.9) 1,000 (44.3) 1,000 (44.7) 1,000 (39.1) 1,000 (36.8) 1,000 (45.8)

EmailSum
Train 1,800 6.5 231.3 26.9 2,581 (33.2) 730 (33.8) 3,939 (33.0) 3,203 (29.7) 7,547 (24.4) 0 (-)
Dev. 249 6.5 227.2 26.2 498 (37.8) 498 (36.6) 498 (36.1) 498 (34.0) 498 (24.8) 498 (35.9)
Test 500 6.5 243.0 28.2 1,000 (37.0) 1,000 (36.2) 1,000 (35.3) 1,000 (32.4) 1,000 (25.7) 1,000 (35.2)

QMSum
Train 1,095 52.6 1,137.4 71.2 2,973 (38.3) 624 (37.2) 2,197 (31.7) 2,617 (29.9) 2,539 (29.5) 0 (-)
Dev. 237 57.7 1,145.4 71.4 474 (36.0) 474 (33.9) 474 (33.0) 474 (28.1) 474 (29.5) 474 (24.9)
Test 244 55.6 1,152.2 63.9 488 (37.4) 488 (35.0) 488 (33.8) 488 (29.4) 488 (29.1) 488 (24.6)

TweetSumm
Train 879 10.5 244.0 48.2 678 (47.3) 649 (47.2) 919 (43.2) 3,901 (30.7) 2,643 (34.9) 0 (-)
Dev. 110 10.2 226.1 48.4 220 (52.6) 220 (50.0) 220 (48.7) 220 (34.8) 220 (35.4) 220 (49.0)
Test 110 10.6 258.2 47.8 220 (48.4) 220 (46.9) 220 (44.4) 220 (32.6) 220 (36.1) 220 (45.4)

Table 2: Statistics of the OLDS dataset. OLDS is built upon five dialogue summarization benchmarks that cover
different domains. Len. stands for the average length (number of words). L,B,S in the subscript of model names
stand for large, base, and small model sizes.

responding omission labels at the utterance level.153

This dataset first collects multiple public bench-154

marks, including SAMSum (Gliwa et al., 2019),155

DialogSum (Chen et al., 2021), EmailSum (Zhang156

et al., 2021), QMSum (Zhong et al., 2021) and157

TweetSumm (Feigenblat et al., 2021), to cover dif-158

ferent dialogue domains.159

Then, in order to collect samples with omission160

contents, we still need to generate candidate sum-161

maries for each dialogue. To gain deeper insights162

into the omission problem induced by models with163

different capacities, we select 6 different model164

settings 2, including BARTlarge/base (Lewis et al.,165

2020), T5base/small (Raffel et al., 2020), Transform-166

ers (Vaswani et al., 2017), and Pegasuslarge (Zhang167

et al., 2020), to generate candidate summaries 3.168

Finally, based on the collected candidate sum-169

maries, we need to identify which salient informa-170

tion is omitted in these candidates. Therefore, we171

elaborately design a strategy to label omission au-172

tomatically and the details are described in the next173

subsection. As a result, our OLDS is able to obtain174

multiple candidates and their corresponding omis-175

sion label for each dialogue. More details about176

the dataset creation can refer to Appendix A.177

2.3 The Automatic Labeling Strategy178

It is generally a non-trivial task to identify the miss-179

ing critical content in candidate summary. For-180

2We do not use extractive models because dialogue sum-
maries are very abstractive. There is a huge gap in the format
and style between summary sentences and dialogue utterances.

3Pegasuslarge is only used to generate summaries for dia-
logues in the validation/test sets. The purpose is to conduct
the robustness evaluation on candidates from unseen sources.

tunately, the existing datasets provide reference 181

summaries as ground truths. We could locate the 182

omitted information in dialogue by directly com- 183

paring candidates with references. Thus, we design 184

a pipeline strategy for automatic omission labeling, 185

which is composed of three steps: oracle extraction, 186

omission identification, and redundancy removal. 187

Appendix A.1 shows an example of the complete 188

process of automatic omission labeling. 189

Oracle Extraction The first step is to match sum- 190

maries to the corresponding utterances in the dia- 191

logue. Following Nallapati et al. (2017), we use a 192

greedy algorithm to select utterances from the dia- 193

logue that maximizes the Rouge score (Lin, 2004) 194

with respect to the summary. We return this subset 195

of utterances as oracle labels, representing their 196

membership in the summary. We define the ex- 197

tracted oracle labels for reference summaries and 198

candidate summaries as Gold Oracle and Candi- 199

date Oracle, denoted as G and C respectively. 200

Omission Identification The goal of this step is 201

to find out the omission set O. An intuitive solution 202

is to calculate the complement of candidate oracle 203

in gold oracle as G − C = {u|u ∈ G, u /∈ C}. 204

Nevertheless, it is an imperfect solution because the 205

utterances in C might still contain omitted words 206

or phrases. For instance, in Table 1, the 15th ut- 207

terance with a phrase “I have a friend who’s a 208

psychologist” matches the key information “friend” 209

in both reference and candidate, and this utterance 210

would be included in both G and C. However, the 211

keyword “psychologist” is actually omitted in the 212

candidate, so the 15th utterance should be labeled 213
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Domain Avg. Accept Num. (Rate) kappa

SAMSum 182.3±3.6 (91.2%) 0.689
DialogSum 188.0±4.4 (94.0%) 0.616
EmailSum 192.3±2.5 (96.2%) 0.633
QMSum 197.0±1.0 (98.5%) 0.549
TweetSumm 194.0±1.7 (97.0%) 0.656

Overall 953.7±4.2 (95.4%) 0.653

Table 3: Quality assessment based on human evaluation.
We randomly sampled 200 examples for each domain
and asked 3 annotators to rate Accept or Reject.

as an omission. In other words, some utterances in214

the intersection of G and C may also be omissions.215

To further discover the potential omission utter-216

ances from G ∩ C = {u|u ∈ G, u ∈ C}, we em-217

pirically adopt a word-level comparison approach.218

Specifically, for each utterance u in G ∩ C, we219

further extract the overlapping words W u
G / W u

C
4220

between u and reference/candidate summary. If221

W u
G ̸⊆ W u

C , we deem this corresponding utterance222

includes some key messages that are omitted in223

the candidate, and thus it should be labeled as an224

omission. During this process, we could obtain the225

omission words of utterance u, which is denoted as226

W u = {w|w ∈ W u
G, w /∈ W u

C}.227

Redundancy Removal After the omission iden-228

tification, we can obtain the omission set O. How-229

ever, some utterances in O can be redundant since230

they could share the identical missing content. For231

example, for utterance u1 and u2, their omission232

words W u1 and W u2 can be equal so that we can233

argue these two utterances share similar omission234

information. To reduce this redundancy, we only235

keep the utterance with the front position if multi-236

ple utterances have the same omission words.237

2.4 Quality Assessment238

To assess the quality of the extracted omission la-239

bels for the OLDS dataset, we also conducted hu-240

man evaluation to validate the correctness of the241

labeled utterances. We recruited three annotators242

with NLP backgrounds and each annotator is re-243

quired to answer the question whether the set of244

labeled omission utterances is Accept or Reject.245

The set should be marked as Reject as long as it246

misses any critical utterance, or includes any re-247

dundant or uninformative utterance. Otherwise,248

it should be marked as Accept. To this end, we249

4We process words in a case-insensitive setting. We keep
the original form of words but perform word stemming for
comparison. Besides, stop words are removed.

randomly sampled 200 dialogue-candidate pairs 250

from each domain for assessment. Table 3 reports 251

the results of the human evaluation for quality as- 252

sessment. The acceptance rate of human evalua- 253

tion ranges between 91.2%-98.5%, which validates 254

the effectiveness of our omission extraction strat- 255

egy. Furthermore, in order to evaluate the reliabil- 256

ity of this assessment, we measure the agreement 257

between different annotators by reporting Fleiss’ 258

Kappa values (Fleiss et al., 1971) among the pos- 259

sible combinations of two annotators, as reported 260

in Table 3. We find that the overall Kappa score 261

is 0.653, which shows the substantial agreement 262

between annotators. Overall, the results of human 263

evaluation demonstrate that our omission extraction 264

strategy is able to produce high-quality omission 265

labels automatically. More details about human 266

evaluation can refer to Appendix A.4. 267

2.5 Dataset Format and Statistics 268

An example of our OLDS dataset is shown in Ta- 269

ble 1, which contains the basic information, such 270

as dialogue, reference, candidate, and omission la- 271

bels. In the released version of OLDS, we further 272

provide some auxiliary information. The detailed 273

dataset format and a complete example can be seen 274

in Appendix A.5. Table 2 shows the statistics of the 275

OLDS dataset. We can see that the dialogues are 276

from different domains, with different lengths and 277

turns. Besides, the lengths of summaries also differ 278

from each other, and the employed abstractive mod- 279

els are able to produce candidates with different 280

qualities. We expect that our dataset could pave the 281

way for analyzing the omission problem across dif- 282

ferent domains and diverse candidate summaries. 283

3 Understanding the Omission Problem 284

In this section, we explore the omission problem in 285

different aspects and analyze why we should pay 286

attention to omission in dialogue summarization. 287

3.1 Distribution of Omission Information 288

To explain the importance of the omission problem, 289

we answer the following two questions. 290

Q1: How serious is the omission problem? For 291

each abstractive model used in OLDS, we calculate 292

the percentage of candidates which include omis- 293

sion information (i.e., the omission set O ̸= ∅). 294

Generally, a lower percentage means the model’s 295

ability to identify the salient information in dia- 296

logue is more powerful. Figure 1 shows the sta- 297
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Figure 1: The percentage of candidate summaries with
omission errors. We report the results of six adopted
models on the test set of each dialogue domain.

Domains SAM. Dial. Email. QM. Tweet.

RG-1 -0.563 -0.409 -0.445 -0.470 -0.574
RG-2 -0.448 -0.342 -0.394 -0.480 -0.524
RG-L -0.510 -0.398 -0.457 -0.494 -0.547
BLEU -0.332 -0.289 -0.231 -0.397 -0.467
BSB -0.549 -0.502 -0.418 -0.463 -0.485
BSL -0.562 -0.504 -0.445 -0.521 -0.546
BLEURT -0.567 -0.461 -0.292 -0.410 -0.525

Table 4: Pearson correlations between Omission Rate
and other reference-based metrics on the test set of five
domains. RG denotes ROUGE. BSB, BSL stand for
BERTScore using Roberta-base and Roberta-large as
backbone models. For BLEURT, we use BLEURT-20.

tistical results of each model on different dialogue298

domains. We find that using pre-trained models al-299

ways produces a lower ratio than the vanilla Trans-300

former. Nevertheless, even using pre-trained mod-301

els, we find it still reaches a high omission ratio of302

at least 70%. The omission phenomenon is worse303

in QMSum and TweetSumm, that almost 90% of304

their candidates have omission errors. From this305

perspective, we can conclude that omission is a306

general and grievous problem in dialogue summa-307

rization, and how to alleviate the omission problem308

is still intractable.309

Q2: How is the omission information distributed310

in the dialogue? To answer this question, we311

investigate the position distribution of omissions in312

dialogues. Just as shown in Figure 2, we observe313

that the omitted utterances are randomly distributed314

in each position of the dialogue, regardless of its315

length and domain. This position distribution also316

indicates that dialogues are unstructured, and how317

to identify the dispersed key information precisely318

is still difficult for current models.319

3.2 Correlation with Reference-Based Metrics320

Since omission is defined by the difference between321

references and candidates, we thus investigate the322

correlation between the amount of omission con-323

Head
Mid
Tail

3 6 9 12 15 18 21 24 27

SAMSum

Head
Mid
Tail

3 6 9 12 15 18 21 24 27

DialogSum

Head
Mid
Tail

5 6 7 8 9 10

EmailSum

Head
Mid
Tail

15 30 45 60 75 90 105 120 135

QMSum

Head
Mid
Tail

6 8 10 12 14 16 18

TweetSumm

Po
si

tio
ns

 in
 D

ia
lo

gu
e

Intervals of Utterance Numbers (Dialogue Length)

Figure 2: Position distribution of omissions in dialogues
across different domains. The X-axis represents the
intervals of untterance numbers.

tent and a variety of reference-based metrics, to 324

verify whether the omission rate of a candidate 325

summary could affect these metrics. Here, we cal- 326

culate the omission rate as follows: 327

OmissionRate =

∑
u∈O |W u|∑
u∈G |W u

G|
, (1) 328

where W u and W u
G denote the set of omitted words 329

and the set of gold oracle words shared across u 330

and the reference, respectively. It directly measures 331

the amount of key information omitted by a sum- 332

mary, and a lower rate indicates the candidate is 333

of higher quality. Table 4 demonstrates the Pear- 334

son correlations between omission rate and other 335

reference-based metrics, including n-gram based 336

metrics ROUGE (Lin, 2004) and BLEU (Papineni 337

et al., 2002), embedding-based metric BERTScore 338

(Zhang et al., 2019), and learning-based metric 339

BLEURT (Sellam et al., 2020). The results indi- 340

cate that most of the reference-based metrics mod- 341

erately correlate with the omission rate, among 342

which BERTScoreLarge is the most stable metric 343

that has a better correlation with the amount of 344

omission content. By contrast, BLEU shows the 345

least correlation because it is a precision-oriented 346

metric. Empirical analyses indicate that the omis- 347

sion rate is strongly correlated with a wide range of 348

evaluation metrics, and so how to mitigate the omis- 349

sion problem is one of the most important priorities 350

to improve the quality of dialogue summaries. 351
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Figure 3: Post-editing results in different domains. Raw
means the results of raw candidates. +Dial. and +Omit.
mean using raw dialogue or omissions as the supplement
information for refinement.

3.3 Omission-based Summary Refinement352

The above analyses demonstrate the importance of353

omission information. So we raise another ques-354

tion: what happens if we utilize the omissions to re-355

fine the summary quality? Hence, we adopt a post-356

editing method to investigate the potential of using357

omissions. Specifically, we formulate summary358

refinement as a seq2seq task to predict the gold359

summary. Instead of inputting raw dialogue, we360

use the concatenation of candidate summary, omis-361

sion utterances, and non-omission utterances as362

the input: “Candidate <sep> Omission <sep> Non-363

Omission”. By dividing dialogue utterances into364

the omission and non-omission groups, the model365

is able to distinguish omission information while366

perceiving the whole dialogue simultaneously. If367

the omission group is empty, it is identical to using368

candidate and raw dialogue for refinement, and we369

consider it as the baseline for comparison. We use370

BARTlarge and T5small as the backbone model, and371

the results are shown in Figure 3. The results show372

that performances are significantly enhanced by the373

refinement using omissions compared to that using374

raw dialogues, which indicates that omission-based375

refinement is a promising direction for quality im-376

provement in dialogue summarization.377

In addition, Figure 3 also shows an upper bound378

of performance boost by post-editing because we379

directly employ the gold omission utterances. How-380

ever, in real situations, we may identify some in-381

correct omissions. To further explore the impact382

of wrong omissions on the post-editing results, we383

investigate three different perturbations by gradu-384

ally injecting errors into the omission group: 1) we385
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Figure 4: Change of the post-editing results by perturb-
ing input omissions. The results are from the SAMSum
test set using BERTlarge. The dotted line shows the raw
results before post-editing. P and R denote the precision
and recall of omissions. ↓ stands for a decreasing trend.

keep the precision as 1 and decrease the recall by 386

moving utterances from the omission group to the 387

non-omission group; 2) we keep the recall as 1 and 388

decrease the precision by moving utterances from 389

the non-omission group to the omission group; 3) 390

we gradually exchange utterances in the two groups 391

until they are swapped, and both the precision and 392

recall decrease from 1 to 0. Figure 4 depicts the 393

trend of performance degradation as the error rate 394

increases. From the curves, we can find that the 395

precision is relatively more important because the 396

refinement model performs more robustly in the 397

first type of perturbation and is sensitive to the ad- 398

dition of wrong omissions. 399

4 The Omission Detection Task 400

Since candidate summaries could be effectively im- 401

proved given the gold omission information, how 402

to accurately detect omission utterances in dialogue 403

naturally becomes a critical question. In this sec- 404

tion, we formulate the omission detection task in a 405

reference-agnostic setting. Formally, given a dia- 406

logue D = {u1, u2, .., uN} along with a candidate 407

summary c, a detection model is required to extract 408

a set of omission utterances O from D without 409

knowing the reference summary. In this section, 410

we introduce three typical frameworks as baselines 411

and conduct evaluations to see how this task could 412

benefit from them. 413

4.1 Model Settings 414

To build a foundation for the omission detection 415

task and explore what model architecture the task 416

could benefit from, we investigate three frame- 417

works as baselines, which have different input for- 418

mats and structures. Their implementation and 419

training details can be found in Appendix B.1. 420
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Model SAMSum DialogSum EmailSum QMSum TweetSumm
P R F1 WR P R F1 WR P R F1 WR P R F1 WR P R F1 WR

Pair-wise Classification
BERT 41.66 38.60 40.07 54.83 38.01 45.56 41.44 57.23 47.94 40.81 44.09 50.93 35.97 42.86 39.12 60.73 41.84 47.17 44.35 53.86
RoBERTa 42.45 43.27 42.85 58.94 38.42 44.93 41.43 57.56 48.13 50.02 49.05 59.04 32.92 43.65 37.53 60.99 41.37 49.66 45.14 57.08

Sequence Labeling
BERT 45.18 43.57 44.37 61.35 40.71 46.23 43.30 57.51 50.58 50.41 50.49 61.11 47.11 31.22 37.56 47.29 40.70 49.72 44.76 58.48
RoBERTa 47.34 47.65 47.49 63.97 42.63 46.54 44.50 58.51 53.62 48.65 51.01 59.04 48.09 36.27 41.35 52.82 48.26 48.85 48.55 59.27

Pointer Network
BERT 47.20 39.13 42.79 58.52 41.23 42.79 42.00 56.02 52.57 48.47 50.44 60.66 45.31 31.73 37.32 48.46 48.69 42.35 45.30 52.10
RoBERTa 50.64 41.90 45.86 60.25 43.68 45.90 44.76 60.03 53.61 46.04 49.54 56.92 44.80 35.16 39.40 53.21 47.23 52.18 49.58 63.61

Table 5: Experimental results of omission detection on OLDS dataset. WR means the word-level omission recall.

Pair-wise Classification A straightforward way421

is to model this task as an utterance-level classifica-422

tion problem. The input pattern for this paradigm423

is: <s> c </s> ui </s>, where <s> and </s> de-424

note the classification token and separation token,425

respectively. c is the candidate summary and ui is426

the i-th utterance in the dialogue. The model would427

perform binary classification for the candidate-428

utterance pair as y ∈ {0, 1}, where y = 1 repre-429

sents that the utterance is identified as an omission.430

Sequence Labeling Inspired by BERTSum (Liu431

and Lapata, 2019) that formulates extractive sum-432

marization as a sequence labeling problem at the433

sentence level, we employ a similar strategy which434

assigns each utterance a label yi ∈ {0, 1} indi-435

cating whether the utterance is an omission. We436

append the candidate summary in front of the dia-437

logue, as <s> c </s> <s> u1 </s> <s> u2 </s> ...438

<s> uN </s>. The last hidden layer of each <s>439

token will be used as utterance representations for440

classification.441

Pointer Network Pointer network is to select442

the omission utterance recurrently using glimpse443

operation (Vinyals et al., 2015) based on previ-444

ous predictions. It is a widely-used strategy for445

sentence extraction in summarization (Chen and446

Bansal, 2018; Zhong et al., 2019; Zou et al., 2021b).447

Here, we use the same input format as in sequence448

labeling, and the pointer network outputs an extrac-449

tion distribution based on the <s> representations.450

4.2 Evaluation Metrics451

We use the standard Precision (P), Recall (R), and452

F1-score (F1) metrics on the utterance level to eval-453

uate omission detection models. Furthermore, we454

calculate the percentage of gold omission words455

that are hit in the detected utterances to measure456

the word-level omission recall:457

WR =
#hit omission words

#gold omission words
. (2)458

# means the counted number. The closer the word- 459

level omission recall is to 1, the more the omission 460

information is collected by the detection model. 461

4.3 Main Results 462

Table 5 presents the experimental results on OLDS. 463

All detection models are separately trained on the 464

five domains. For each omission detection frame- 465

work, we employ BERTbase and RoBERTabase as 466

the backbone model to extract text features. Among 467

these three frameworks, pair-wise classification per- 468

forms the worst in most cases since it does not con- 469

sider contextual information of dialogue. Mean- 470

while, sequence labeling is on par with the pointer 471

network, which indicates that dialogue context is 472

a crucial factor for models to detect the omitted 473

content. However, although omission detection 474

models only need to make a choice of whether 475

the given utterance is an omission, the task is still 476

very challenging. In Table 5, the best F1 score is 477

around 50% in all five domains, while the recalled 478

omission words in extracted utterances (WR) are 479

around 60%. Besides, models in QMSum only 480

achieve at most a F1-score of 41.35 and we guess 481

it is due to the effect of longer dialogue in QMSum 482

(over 1K tokens in Table 2). Intuitively, summa- 483

rizers produce the candidates that have picked the 484

low-hanging fruit, and the remaining omission in- 485

formation is a tough nut to crack. In other words, 486

there exists some salient information omitted by 487

the summarizer that is still difficult for detection 488

models to capture. 489

4.4 Analysis and Discussion 490

To understand what factors may affect the perfor- 491

mance of the detection model, we conduct the fol- 492

lowing explanatory experiments. 493

Label Imbalance We first calculate the percent- 494

age of omission utterances against non-omission 495

utterances in five domains to investigate whether 496
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Framework Model Overall BARTLarge BARTBase T5Base T5Small Transformer PegasusLarge

F1 WR F1 WR F1 WR F1 WR F1 WR F1 WR F1 WR

Pair-wise classification BERT 40.07 54.83 31.98 54.77 38.40 55.14 33.80 51.75 42.83 55.51 48.60 56.69 38.25 55.11
RoBERTa 42.85 58.94 35.52 58.32 41.28 57.86 38.75 58.03 44.68 59.80 51.43 61.29 39.39 58.36

Sequence Labeling BERT 44.37 61.35 35.58 59.94 42.23 60.23 40.27 60.63 46.70 62.77 53.82 64.85 41.07 59.60
RoBERTa 47.49 63.97 38.37 61.23 45.66 62.51 43.50 62.42 50.41 66.81 55.94 67.43 44.67 63.32

Pointer Network BERT 42.79 58.52 35.75 58.53 39.82 57.65 38.86 57.83 44.91 59.32 52.04 60.55 39.57 57.22
RoBERTa 45.86 60.25 37.12 58.27 43.54 58.81 40.88 58.01 48.06 62.50 54.78 63.90 44.03 60.03

Table 6: Omission detection results on the candidate summaries from SAMSum test set, which are categorized into
multiple groups according to their source summarizer.

15%

85%

SAMSum

18%

82%

DialogSum

25%

75%

EmailSum

8%

92%

QMSum

23%

77%

TweetSumm

Positive Labels (Omission) Negativa Labels (Non-Omission)

Figure 5: The proportion of positive labels (omission
utterances) against negative ones (non-omission utter-
ances) in five domains.

the label imbalance problem exists in the datasets.497

Figure 5 shows that the proportion of positive labels498

is always smaller than 25%, which indicates that499

label imbalance is a common problem in omission500

datasets. Besides, we observe that the degree of501

label imbalance is consistent with the performance502

of detection models, according to the results in Ta-503

ble 5. For example, the models achieve nearly 50%504

F1-score in EmailSum and TweetSumm, which505

have a ratio of 25% and 23% omission utterances.506

However, in QMSum, the detection models only507

achieve a 40% F1-score as the omission proportion508

of this dataset is only 8%. Hence, how to alleviate509

label imbalance is critical for omission detection510

and we leave it as future work.511

Candidate Quality Furthermore, we evaluate the512

performance of detection models on the candidates513

produced by different abstractive summarizers to514

investigate whether the candidate quality may influ-515

ence detection models. The results are shown in Ta-516

ble 6, and we find the result of omission detection517

is negatively correlated with the performance of518

summarizers. For instance, BARTL and PegasusL519

produce candidates with higher quality, yet the de-520

tection model has difficulty obtaining their omis-521

sions. On the contrary, Transformer produces rela-522

tively low-quality candidates, while the detection523

model could produce better results (i.e., 55.94%524

F1-score). It indicates that capturing the remaining525

omissions for high-quality candidates is difficult,526

and how to address this issue is also valuable.527

4.5 Future Research Opportunities 528

From the results in Table 5, we could observe that 529

omission detection is a challenging task. Hence, 530

we summarize some research directions as follows: 531

532• One direction is to develop a more advanced 533

model for omission detection. Based on the anal- 534

ysis of Section 3.3, we could focus on improv- 535

ing the precision of omission detection results 536

because a high precision of detected omissions 537

would bring benefit to the refinement model. An 538

ideal detection model could serve as a model- 539

based metric for reference-free summary evalua- 540

tion. Besides, we could use the detected omission 541

to improve the results of summarization. 542

• Another research direction is to develop a re- 543

finement model for summary improvement using 544

the detected omissions. In this paper, we briefly 545

touch on this by introducing a post-editing ap- 546

proach in Section 3.3. The approach is straight- 547

forward, and the whole summarization procedure 548

becomes a summarize-then-refine pipeline. How- 549

ever, the results show that the model is sensitive 550

to wrong omissions. Hence, how to design a 551

robust refinement model is also noteworthy. 552

5 Conclusion 553

In this work, we systematically study the omission 554

problem in dialogue summarization based on the 555

curated OLDS dataset, which collects candidate 556

summaries from multiple models and domains and 557

provides high-quality omission labels for them. We 558

discover that omission is a significant problem that 559

directly affects the results of dialogue summariza- 560

tion, and the defective candidate summary could be 561

largely improved by leveraging the omission infor- 562

mation properly. We further introduce an omission 563

detection task to identify omission content, which 564

is a challenging and valuable task that paves the 565

way to omission mitigation and summary improve- 566

ment in dialogue summarization. 567
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6 Limitations568

The omission problem is critical in dialogue sum-569

marization, but even if this problem is solved, we570

still cannot guarantee a candidate is appropriate571

because it might bring hallucination content that572

is not presented by the source dialogue. Previous573

works (Tang et al., 2022; Maynez et al., 2020) also574

concluded that factual inconsistency is a critical575

problem in dialogue summarization, and it is not576

easy to distinguish. How to mitigate the omission577

problem while avoiding the occurrence of new er-578

rors is not discussed in this paper, and we hope to579

address this issue in future work.580
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A Details of the OLDS dataset799

A.1 Example of Automatic Omission Labeling800

Figure 6 shows an example of the complete process801

of automatic omission labeling, which consists of802

three steps: oracle extraction, omission identifica-803

tion, and redundancy removal.804

For oracle extraction, we select utterances greed-805

ily from the dialogue to maximize the Rouge score806

with respect to the summary. We obtain this subset807

of utterances as oracle labels, representing their808

membership in the summary. In this example, we809

generate oracle labels for the reference as Gold Or-810

acles, i.e., an utterance set of {0, 2, 5, 6, 9, 12, 13,811

14, 16, 19}, and oracle labels for the candidate as812

Candidate Oracles, i.e., {0, 7, 12, 14, 16, 19}.813

In the process of omission identification, we tra-814

verse the utterances in Gold Oracles and extract815

W u
G, which is a set of words containing the over-816

lapping words between u and the reference. For817

instance, in the 14th utterance, "soon, Hector, Ash-818

ley" are the keywords appearing in the reference.819

Similarly, we extract W u
C that contains the overlap-820

ping words between u and the candidate summary,821

where u ∈ Gold Oracles. Then, by comparing822

W u
G and W u

C , we could obtain the omission words823

W u = {w|w ∈ W u
G, w /∈ W u

C}. For any utterance824

u where W u ̸= ∅, we label it as an omission utter-825

ance. In the example of Figure 6, the 14th utterance826

contains the keywords "soon, Ashley" which are827

omitted by the candidate, and it should be labeled828

as an omission.829

Finally, we conduct redundancy removal to dis-830

card redundant omission utterances. In Figure 6,831

the 2nd, 5th, and 19th utterances have redundant832

omission words W u, which are the same as those833

in other omission utterances. Hence, we remove834

these utterances and the final omission labels are835

{0, 9, 14, 16}.836

A.2 Dialogue Domains837

We build the OLDS dataset upon five existing dia-838

logue summarization datasets that cover different839

domains, which are described as follows: 840

SAMSum It is the first high-quality online chat 841

summarization corpus (Gliwa et al., 2019), which 842

contains about 16k simulated conversations created 843

by linguists with corresponding summaries. 844

DialogSum It is a summarization dataset (Chen 845

et al., 2021) with 13.5k real-life scenario dialogues, 846

which are face-to-face spoken dialogues that cover 847

a wide range of daily-life topics. 848

EmailSum It is an email thread summarization 849

dataset (Zhang et al., 2021) that consists of 2,549 850

email threads along with annotated summaries. The 851

dataset has two types of summaries, short summary 852

(<30 words) and long summary (<100 words). 853

Here, we use the short version as references be- 854

cause they are more abstractive and challenging. 855

QMSum It is a query-based multi-domain meet- 856

ing summarization benchmark (Zhong et al., 2021) 857

that contains 1,808 query-summary pairs over 232 858

meetings. We concatenate queries with their corre- 859

sponding text spans as the input dialogues 5. 860

TweetSumm It is a dataset focused on customer 861

service conversations (Feigenblat et al., 2021), 862

which contains 1,100 dialogues, each accompanied 863

by 3 extractive and 3 abstractive summaries. We 864

use the longest abstractive summary as the gold 865

reference. 866

A.3 Candidate Generation 867

We use 6 abstractive models to generate can- 868

didates for the dialogues in OLDS, including 869

BARTlarge/base, T5base/small, vanilla Transformer, 870

and Pegasuslarge. Pegasuslarge is only used to gen- 871

erate candidates for dialogues in evaluation sets. 872

To obtain the candidate summaries in training 873

sets, we train the summarization models by adopt- 874

ing a 10-fold cross-validation approach, and each 875

model generates 10 candidates for each dialogue 876

in the validation fold via different configurations 877

of beam search and sampling. As a result, we can 878

obtain 50 candidates (5 models × 10 inferences) 879

for each dialogue in the training set. To ensure the 880

diversity of the generated candidates, we further 881

calculate the average Levenshtein distance (Leven- 882

shtein, 1965) for each candidate and pick out 10 883

5We removed 232 query-summary pairs which summarize
the whole meeting transcripts because their input lengths are
significantly different from other pairs. As a result, the final
number of pairs used in our dataset is 1,576.
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candidates with the largest scores. Specifically, we884

combine these candidates in pairs (a total of 50885

× 50 = 2,500 pairs) and calculate the Levenshtein886

distance between them. Then, for each candidate,887

we average the distance results against the other888

49 candidates to obtain the average Levenshtein889

distance. Finally, we rank these candidates based890

on the scores in descending order and pick out the891

top 10 candidates. As a result, we have 10 diverse892

candidates for each dialogue in the training sets.893

For the evaluation set of OLDS, we train the894

aforementioned 6 models on the training set of895

each domain to produce candidate summaries.896

Each summarization model produces 2 candidates,897

which are decoded by beam search (beam size = 5)898

and sampling, respectively. Hence, we totally have899

12 candidates for each dialogue in evaluation sets.900

The training and inference process was con-901

ducted based on the official code of pre-trained902

language models 6. All experiments were con-903

ducted on one node with 4 32GB V100 GPUs. The904

learning rate is set to 5e-5 for pre-trained models905

and is set to 1e-4 for Transformer. The pre-trained906

models are fine-tuned with 3 epochs, while the907

vanilla Transformer is trained with 20 epochs. For908

SAMSum, the maximum source length and target909

length is 512 and 90, and for DialogSum, Email-910

Sum, QMSum, and TweetSumm, this setting is911

512/150, 1,024/65, 2,048/200, and 1,024/120, re-912

spectively. The other hyper-parameters are set by913

default.914

A.4 Details of Quality Assessment915

Time Budget We recruited three annotators to916

conduct the quality assessment for OLDS. The917

total hits of judgment are 3000 (5 domains × 200918

samples × 3 annotators). The annotating speed is919

25 samples per hour and the workload is 120 hours920

(1000 / 25 * 3 = 120) in total.921

Instructions Each annotator was presented with922

a sample containing the dialogue, reference sum-923

mary, candidate summary, gold oracles, candi-924

date oracles, and the labeled omission utterances925

along with their corresponding omitted words. We926

instruct the annotators to make a binary choice927

whether the set of labeled omission utterances is928

Accept or Reject. Annotators should compare the929

candidate with the reference and find out omissions.930

Then, they should locate omissions in the original931

6https://huggingface.co/docs/
transformers/tasks/summarization

dialogue and record the corresponding utterances. 932

Finally, they should compare the automatically la- 933

beled utterances with the recorded ones and make 934

a judgment. The set of labeled omission utterances 935

should be marked as Reject as long as it misses 936

any critical utterance, or includes any redundant or 937

uninformative utterance. Otherwise, it should be 938

marked as Accept. To ensure that each choice is jus- 939

tified, we additionally asked annotators to perform 940

corrections and renew the corresponding omitted 941

words if the choice is Reject. Thus, we could verify 942

why the labeled omission is marked as Reject. 943

A.5 Data Format 944

To facilitate the community to explore the effect 945

of possible elements on the omission problem, in 946

the released version of OLDS, we additionally pro- 947

vide some auxiliary information. Specifically, apart 948

from the basic information of dialogue, reference 949

summary, candidate summary, and omission labels, 950

we further provide the intermediate information 951

during labeling, including Gold Oracles, Candidate 952

Oracles, omission words, and the source model 953

and decoding strategy for each candidate summary, 954

e.g., ‘bart_base, beam’, which represents that the 955

candidate is generated by BARTbase using beam 956

search. A complete example is shown in Table 8. 957

B Omission Detection Models 958

B.1 Implementation Details 959

We use BERTbase and RoBERTabase as the back- 960

bone pre-trained encoder for the three frameworks. 961

All the experiments were conducted on one node 962

with a single A100 80GB GPU. For all three frame- 963

works, the learning rate is set to 5e-5 and the train- 964

ing epoch is set to 5. The batch size was set to 128 965

for pair-wise classification and was set to 16 for 966

sequence labeling and pointer network. We saved 967

checkpoints after each epoch. The best performing 968

checkpoint on the validation set was evaluated on 969

the test set to report the final results. 970

Pair-wise Classification For the framework of 971

pair-wise classification, we use the official code of 972

classification with pre-trained language models 7. 973

The input format is <s> c </s> ui </s>, where <s> 974

and </s> are classification token and separation 975

token, respectively. c and ui represent the candidate 976

and the i-th utterance in the dialogue. 977

7https://huggingface.co/docs/
transformers/tasks/sequence_
classification
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Sequence Labeling We use the same implemen-978

tation as the extractive summarization model pro-979

posed by Liu and Lapata (2019). The only differ-980

ence is that we append the candidate summary in981

front of the dialogue, denoted as <s> c </s> <s>982

u1 </s> <s> u2 </s> ... <s> uN </s>. The <s>983

token before the candidate summary is not involved984

in the calculation. For SAMSum, we truncate each985

input into a maximum length of 512, while for Di-986

alogSum, EmailSum, QMSum, and TweetSumm,987

this setting is 512, 1,024, 2,048, and 1,024.988

Pointer Network The autoregressive decoder of989

our pointer network is implemented by a Trans-990

former decoder, which is proposed by Zou et al.991

(2021b) and was previously used for extractive992

summarization. Here, we also append the candi-993

date summary in front of the dialogue, which has994

the same input format as in sequence labeling. The995

<s> token before the candidate summary is not in-996

volved in the calculation. We also set the same997

maximum length as in sequence labeling for input998

sequences in different domains.999

B.2 Cross-Domain Results1000

In addition, we conduct the cross-domain evalu-1001

ation to investigate domain gaps and the general-1002

izability of detection models. From Table 7, we1003

can conclude that there are obvious differences1004

between these five domains. For example, the mod-1005

els trained on the other domains perform poorly1006

when tested directly on QMSum. Among these five1007

domains, the difference between SAMSum and1008

DialogSum is relatively small due to their similar1009

performances across domains. We also find that the1010

model trained on SAMSum has a better capability1011

of generalizing to other domains, even achieving1012

the best result on the DialogSum and EmailSum1013

domains. A possible explanation is that the SAM-1014

Sum domain has more training samples, leading to1015

better robustness.1016

C Related Work1017

C.1 Dialogue Summarization1018

Dialogue summarization is a challenging and valu-1019

able task that has recently received much atten-1020

tion, where a variety of dialogue domains are in-1021

vestigated, such as mail threads (Rambow et al.,1022

2004; Zhang et al., 2021), meetings (Chen and1023

Yang, 2020; Zhong et al., 2021), customer service1024

(Zou et al., 2021a,b; Feigenblat et al., 2021), med-1025

ical conversations (Joshi et al., 2020; Song et al.,1026

Domains SAM. Dial. Email. QM. Tweet.

SAM. 63.97 59.39 66.80 36.68 53.92
Dial. 49.65 58.51 66.58 43.50 53.77
Email. 37.78 30.69 59.04 20.98 24.13
QM. 41.39 47.00 61.15 52.82 28.20
Tweet. 44.92 48.46 57.07 14.74 59.27

Table 7: Cross-domain evaluation results. Each row
represents the training set, and each column represents
the test set. We use the sequence labeling framework
equipped with RoBERTabase for these experiments and
use the word-level omission recall (WR) for evaluation.

2020), and daily chats (Gliwa et al., 2019; Chen 1027

et al., 2021). Different from conventional docu- 1028

ments, dialogues have several inherent characteris- 1029

tics that make the summarization task more chal- 1030

lenging (Zou et al., 2021c; Feng et al., 2022), e.g., 1031

multi-party information, coreferences, topic drift- 1032

ing, etc. Recent works have explored the types of 1033

errors in generated dialogue summaries to develop 1034

robust models (Tang et al., 2022), and omission is 1035

assessed as the most dominant error type in can- 1036

didate summaries, which is also supported by hu- 1037

man evaluations in previous works (Chen and Yang, 1038

2020; Liu and Chen, 2021; Liu et al., 2021). In this 1039

work, we comprehensively analyze the omission 1040

problem in dialogue summarization based on the 1041

curated benchmark and investigate the feasibility 1042

of omission detection for generated candidates. 1043

C.2 Omission in Text Generation Tasks 1044

Omission is a common error in machine transla- 1045

tion (MT) (Russell, 1999; Sharma, 2015; Yang 1046

et al., 2019) and automatic speech recognition 1047

(ASR) tasks (Weng et al., 2020), which usually de- 1048

notes the missing source information in the gener- 1049

ated sequences. Although both summarization and 1050

MT/ASR belong to generation tasks, the definitions 1051

of omission error are different among these tasks. 1052

In MT/ASR tasks, the tokens between source and 1053

target sequences are usually well aligned, which 1054

means each token in the target sequence can locate 1055

its corresponding content in the source sequence. 1056

Due to such characteristics, previous works (Tu 1057

et al., 2016) in MT/ASR tasks usually adopted cov- 1058

erage mechanisms to eliminate the influence of 1059

omission error. Nevertheless, the source sequences 1060

in summarization tasks usually include abundant 1061

redundant and useless information, especially in 1062

dialogue scenarios, which makes omission a more 1063

serious problem in summarization-like tasks. 1064
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Dialogue:
0:   Hector: guys, we are cancelling the party because Yuri's rabbit, Nivea, has passed away
1:   Niamh: :C
2:   Ashley: so sorry to hear that
3:   Ze: what happened? I thought the rabbit was young
4:   Bob: so sorry to heat that
5:   Bob: how is Yuri feeling?
6:   Hector: she's really upset and needs some time alone
7:   Niamh: I thought Nivea was fine
8:   Hector: I think she got scared or sth, she had no health issues when we adopted her
9:   Ashley: should we call Yuri? I don't know if it's ok
10: Ze: that's awful
11: Bob: and how are you feeling?
12: Hector: well I'm not feeling great but I wasn't super attached to this animal
13: Hector: but it's depressing when your pet dies
14: Hector: Ashley, I think texting her won't hurt but I'm pretty sure she is not in a mood for talking or partying soon
15: Ashley: ok
16: Niamh: I had a rabbit once and Pip died after three years, I was devastated
17: Niamh: sorry for your loss
18: Hector: thanks
19: Hector: I will let you know when Yuri will feel better 
20: Ze: sure

Reference Summary:
  Hector is forced to call off the party because Yuri's rabbit, Nivea, has died and Yuri is devastated. Ashley will text 
Yuri soon to check on him. Niamh used to have a rabbit, Pip, who died after 3 years.
Candidate Summary:
  Yuri's rabbit, Nivea, has passed away. Hector is not feeling well. Niamh had a rabbit once and Pip died after three 
years. Hector will let Niamh know when Nivea will feel better.

Step 1: Oracle Extraction

Gold Oracles:            0,2,5,6,9,12,13,14,16,19
Candidate Oracles:   0,7,12,14,16,19

Step 2: Omission Identification

!!" 
 

!!" 
 0:   rabbit, passed, yuri's, hector, 

      away, nivea
2:   -
5:   feeling
6:   hector
9:   know
12: hector, feeling, well
13: hector
14: hector
16: died, rabbit, pip, niamh, 
      three, years
19: know, hector, better, let, feel

0:   rabbit, yuri's, hector, nivea, 
      party
2:   ashley
5:   yuri
6:   hector
9:   yuri, ashley, call
12: hector
13: hector
14: soon, hector, ashley
16: died, rabbit, devastated, pip, 
      niamh, years
19: hector, yuri

0:   party
2:   ashley
5:   yuri
6:   -
9:   yuri, ashley, call
12: -
13: -
14: soon, ashley
16: devastated
19: yuri

!! = {$|$ ∈ !"!, $ ∉ !#!} 
 

Step 3: Redundancy Removal

0:   party
2:   ashley
5:   yuri
9:   yuri, ashley, call
14: soon, ashley
16: devastated
19: yuri

Final Omission Labels 
0:   party
9:   yuri, ashley, call
14: soon, ashley
16: devastated

Figure 6: An example of the complete process of automatic omission labeling, which is sampled from the training
set of SAMSum. Wu

G is a word set that contains all overlapping words between u and the reference summary.
Similarly, Wu

C contains overlapping words between u and the candidate summary. Wu is the set of omission words.
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Dialogue:
(0) @AzureSupport Hi guys we have signed up a trial for log analytics while we test setting up a custom log import. The issue I have already is

trying to add a custom log import configuration, nothing is being added to the list, but no error messages? I have tried a hundred times.
(1) @242694 Could you please post here: -link- and send us the link so we can have an engineer on that team assist
(2) @AzureSupport Done.
(3) @242694 Could you please send us the link to the created post so we can alert the team? Thanks!
(4) @AzureSupport -link-
(5) @242694 Thank you! We have alerted the team and they should respond to your post shortly.
(6) @AzureSupport Thanks!
(7) @AzureSupport Hey guys no word yet, got a client waiting please.
(8) @242694 We’re sorry about that. We’ve reached out again and will make sure that they reply to the forum post ASAP.
(9) @AzureSupport -emoji-
(10) @AzureSupport No word yet
(11) @242694 We’re sorry about this. We’ll reach out to the team to ask where they are on this.
(12) @242694 A forum engineer has replied to your post. Please have a look and reply to the thread if you need further assistance.

Reference summary:
The customer says that he has signed up a trail for log analytics but he is having an issue in adding a custom log import configuration. The agent

asks to post the information regarding the isuue via provided link and to send them the link and says A forum engineer has replied to the post,
then asks to reply to the thread for further assistance.

Candidate summaries:
[1] Source: bart-large, Strategy: beam Customer is complaining that he is trying to add a custom log import configuration, nothing is being

added to the list, but no error messages. Agent updated that they have alerted the team and they should respond to their post shortly.
[2] Source: bart-large, Strategy: sample Customer is complaining that he is trying to add a custom log import configuration, nothing is being

added to the list, but no error messages. Agent updated that they have alerted the team and they should respond to their post shortly.
[3] Source: bart-base, Strategy: beam The customer says that he has signed up a trial for log analytics while he test setting up a custom log

import. The agent asks to send the link to the created post so that they can alert the team.
[4] Source: bart-base, Strategy: sample Customer is complaining that they have signed up a trial for log analytics while they test setting up a

custom log import. Agent updated that they will reach out to the team to ask where they are on this issue.
[5] Source: t5-base, Strategy: beam Customer is complaining that they have signed up a trial for log analytics while they test setting up a

custom log import. Agent updates that they have reached out again and will make sure that they reply to the forum post ASAP.
[6] Source: t5-base, Strategy: sample Customer is complaining that they have signed up a trial for log analytics while they test setting up a

custom log import. Agent updates that they have reached out again and will make sure that they reply to the forum post ASAP.
[7] Source: t5-small, Strategy: beam AzureSupport Hi guys we have signed up a trial for log analytics while we test setting up a custom log

import. The issue I have already is trying to add a custom log import configuration, nothing is being added to the list, but no error messages?
I have tried a hundred times.

[8] Source: t5-small, Strategy: sample The issue I have already is trying to add a custom log import configuration, nothing is being added to the
list, but no error messages? I have tried a hundred times. Could you please post here: -link- and send us the link to the created post so we can
alert the team?

[9] Source: transformer, Strategy: beam The customer says that he is unable to find the product he can’t work with his phone. The agent asks
whether the customer is using and asks whether he will be able to send the issue and asks to assist further on the issue.

[10] Source: transformer, Strategy: sample Customer is complaining that he is unable to know about the delay of the product. Agent updates
that they are unable to reach out for further assistance and requests to DM the issue.

[11] Source: pegasus, Strategy: beam The issue I have already is trying to add a custom log import configuration, nothing is being added to the
list, but no error messages. The issue I have already is trying to add a custom log import configuration, nothing is being added to the list, but
no error messages.

[12] Source: pegasus, Strategy: sample Customer is complaining that they have signed up a trial for log analytics while they are testing setting
up a custom log import. Agent updates that they have alerted the team and they should respond to their post shortly and adds that they have
reached out again and will make sure that they reply to the forum post ASAP.

Gold Oracles: (0) (1) (3) (8) (11) (12)

Candidate Oracles:
[1]: (0) (1) (5) (8) [4]: (0) (1) (5) (8) (11) [7]: (0) [10]: (0) (3) (8) (11) (12)
[2]: (0) (1) (5) (8) [5]: (0) (1) (5) (8) (11) [8]: (0) (1) (3) [11]: (0) (3) (7) (12)
[3]: (0) (1) (3) (8) (11) (12) [6]: (0) (1) (5) (8) (11) [9]: (0) (1) (3) (4) (8) (11) (12) [12]: (0) (1) (5) (8) (11) (12)

Omission utterances (Labels):
[1]: (0) (1) (12) [4]: (0) (1) (12) [7]: (1) (12) [10]: (0) (1) (12)
[2]: (0) (1) (12) [5]: (0) (1) (12) [8]: (0) (12) [11]: (0) (1) (12)
[3]: (0) (12) [6]: (0) (1) (12) [9]: (0) (1) (12) [12]: (0) (1) (12)

Omission Words:
[1]: (0) issue, analytics, signed (1) engineer, send, link (12) engineer, forum, replied, assistance, thread, reply
[2]: (0) issue, analytics, signed (1) engineer, send, link (12) engineer, forum, replied, assistance, thread, reply
[3]: (0) issue, configuration (12) engineer, forum, replied, assistance, thread, reply
[4]: (0) configuration (1) engineer, post, send, link (12) engineer, forum, replied, assistance, thread, post, reply
[5]: (0) issue, configuration (1) engineer, send, link (12) engineer, replied, assistance, thread
[6]: (0) issue, configuration (1) engineer, send, link (12) engineer, replied, assistance, thread
[7]: (1) engineer, post, send, link (12) engineer, forum, replied, assistance, thread, post, reply
[8]: (0) analytics, signed (12) engineer, forum, replied, assistance, thread, reply
[9]: (0) analytics, custom, import, signed, log, configuration (1) engineer, post, link (12) engineer, forum, replied, assistance, thread, post, reply
[10]: (0) analytics, custom, import, signed, log, configuration (1) engineer, post, send, link (12) engineer, forum, replied, thread, post, reply
[11]: (0) analytics, signed (1) engineer, post, send, link (12) engineer, forum, replied, assistance, thread, post, reply
[12]: (0) issue, configuration (1) engineer, send, link (12) engineer, replied, assistance, thread

Table 8: A complete example in the OLDS dataset, which is sampled from the test set of TweetSumm domain.
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