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Abstract

A wide range of approaches exists for automat-001
ically solving math word problems (MWPs),002
with the majority focusing on obtaining the fi-003
nal correct final answer, which is not enough.004
Solutions with step-by-step explanations are005
valuable in many applications, especially in006
education, to help students better comprehend007
problem solving strategies. Recent approaches008
built on large-scale, pre-trained language mod-009
els, offer a possibility not only to reach a sin-010
gle final answer but also to generate interme-011
diate solution steps, leveraging the language012
understanding and generation capabilities of013
language models. However, language models014
lack mathematical reasoning ability and often015
cannot generate coherent steps with a clear so-016
lution strategy. Thus, we study the problem of017
fine-grained, step-by-step controllable solution018
generation for MWPs. We explore whether we019
can learn a solution strategy that informs future020
steps and apply controllable generation meth-021
ods to generate step-by-step not word-by-word.022
We (i) train a math operation predictor to plan023
the mathematical operation to apply in the next024
step given history steps and (ii) use the pre-025
dicted operation to prompt a language model026
to generate the next step token-by-token. We027
conduct numerical experiments on the GSM8K028
dataset and show that our method improves the029
overall MWP solving accuracy and solution030
interpretability with step-by-step plans.031

1 Introduction032

Arithmetic math word problems (MWPs) consist of033

natural language statements describing real-world034

scenarios that involve numerical quantities, fol-035

lowed by a question text asking for an unknown036

value. Solving MWPs require parsing the textual037

statements and carrying out the corresponding cal-038

culations (Kumar et al., 2022). MWPs are an im-039

portant educational tool that helps assess and im-040

prove student knowledge in basic mathematical041

concepts and skills (Walkington, 2013; Verschaffel042

et al., 2020). They also represent a long-standing 043

interest in artificial intelligence (AI) research since 044

correctly solving them serves as a key benchmark 045

task for testing and improving the mathematical 046

reasoning skills of AI models (Feigenbaum and 047

Feldman, 1995; Bommasani et al., 2021; Cobbe 048

et al., 2021; Lewkowycz et al., 2022). 049

There is a large body of literature that focuses on 050

automatically solving MWP. Earlier works took a 051

modular approach that first analyzes unconstrained 052

natural language and then maps intricate text pat- 053

terns onto mathematical vocabulary (Sundaram 054

et al., 2022). As a result, this approach relies heav- 055

ily on hand-crafted rules to fill the gap between 056

natural language and symbolic mathematical vo- 057

cabulary (Sundaram et al., 2022). Recent works 058

leverage advances in natural language processing 059

and take a neural network-based, end-to-end ap- 060

proach, where a neural network encodes a numer- 061

ical representation of MWP (and the underlying 062

equation), from which a decoder generates the final 063

answer (Zou and Lu, 2019; Wang et al., 2017; Wu 064

et al., 2020; Chen et al., 2020). Unfortunately, the 065

vast majority of these works focus on generating 066

and predicting a single final answer, without pro- 067

viding any insights or explanations into how the 068

models arrive at the answer. This is because final 069

answer correctness has been, for the most part, the 070

only metric for evaluating the effectiveness of dif- 071

ferent MWP solving approaches. As a result, it is 072

often difficult, if not entirely impossible, to explain 073

the model’s behavior, especially when it produces a 074

wrong answer. The lack of interpretability of these 075

methods makes it challenging to analyze them and 076

unsafe to use them in real-world applications. 077

This interpretability issue has attracted increas- 078

ing interest in MWP solving. Recent works have 079

shifted to designing models that not only generate 080

the final answer for an MWP, but also the inter- 081

mediate steps. The ability to generate intermedi- 082

ate steps not only enables researchers to investi- 083
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gate the behaviors of the model but also new ap-084

plications. For example, in personalized educa-085

tion and intelligent tutoring systems, these mod-086

els have the potential to generate detailed, person-087

alized solution steps as feedback to improve stu-088

dent understanding of the mathematical concepts089

and resolve misconceptions (Walkington, 2013;090

Karpicke, 2012; Koedinger et al., 2015). The re-091

cent GSM8K (Cobbe et al., 2021) dataset contains092

MWPs that come with 2 to 8 intermediate steps093

described in natural language, which provides us a094

good resource to study step-by-step solution gener-095

ation. Many works apply language models (LMs)096

on this dataset and achieve high accuracy in final097

answer generation, without studying the quality of098

intermediate steps (Wei et al., 2022; Wang et al.,099

2022; Chowdhery, Aakanksha and others, 2022;100

Lewkowycz et al., 2022). These works use veri-101

fiers, self-consistency decoding strategy (majority102

votes), chain of thought prompting, or calculators;103

we provide a detailed discussion in the Related104

Work section.105

Despite LMs being capable of generating inter-106

mediate steps, these works still mainly focus on107

obtaining the final correct answer. They view inter-108

mediate steps only as a way to provide models addi-109

tional context of MWP solving to improve the cor-110

rectness of final answers. As a result, these works111

are prone to generate incorrect intermediate steps112

despite achieving the correct final answer, which113

indicates that these models are not really compe-114

tent at numerical reasoning. A potential reason115

is that LMs restrict these approaches to generate116

intermediate steps in a word-by-word (or token-117

by-token) way. As a result, these approaches can118

only utilize shallow heuristics (Li et al., 2021) in119

word occurrence and lack an understanding of the120

overall structure of multi-step solution that solving121

an MWP requires.122

1.1 Contributions123

In this paper, we study the problem of generat-124

ing accurate and high-quality intermediate solution125

steps with natural language explanation via step-126

by-step planning using a large LM. We formulate127

this problem as a controllable generation problem128

where the LM aims to generate the correct inter-129

mediate solution at each solution step, given the130

MWP and previous solution steps. This problem131

is particularly challenging since the generated so-132

lution steps need to be accurate, i.e., each inter-133

mediate step must be mathematically valid and on 134

the path to the correct answer. Thus, we need an 135

approach that is different from commonly-studied, 136

attribute-controlled generation approaches for topic 137

or sentiment control, where the attribute is more 138

nuanced and cannot be matched exactly (Dathathri 139

et al., 2020; Krause et al., 2020; Shirish Keskar 140

et al., 2019). 141

To overcome these challenges, we introduce a 142

step-by-step planning approach, where we plan the 143

strategy for the next solution step and use the plan 144

to guide LMs to generate the step. In particular, we 145

propose to use specifically formulated mathemati- 146

cal hints in the form of mathematical operations to 147

prompt the model to generate a particular interme- 148

diate step. 149

We summarize our contributions as follows. 150

• We explore the use of a planning approach 151

for step-by-step solution generation in MWPs. 152

To the best of our knowledge, this is the first 153

work that focuses on generating high-quality 154

intermediate solution steps via LMs. 155

• We first predict the mathematical operation 156

applied in the next solution step using a small 157

model and then apply a carefully-constructed 158

prompt to control a large LM to generate the 159

next solution step. Our approach can be ex- 160

tended to many downstream applications due 161

to the interpretability and high controllability 162

of the mathematical operation prompt. 163

• We verify the effectiveness of our planning- 164

LM approach both quantitatively and qual- 165

itatively on the GSM8K dataset. We show 166

that, with minimal additional parameters 167

(0.02%) introduced, our planning-LM ap- 168

proach yields both higher-quality intermediate 169

solution steps and more accurate final answers 170

than existing approaches. Moreover, we show 171

that by changing the operation prompt, we can 172

control our framework to generate different 173

solution paths that correctly solve the same 174

MWP. 175

2 Notation 176

We first define all of terms and components in 177

our approach. The MWP is defined as Q = 178

{q1, q2, . . . , qn} where qi represents a token, which 179

is either a numerical value, a mathematical operator, 180

or a word/sub-word, and the corresponding step- 181

by-step solution is defined as S = {S1, S2, . . .}, 182
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Figure 1: An overview of our step-by-step MWP solution generation approach. Planning-LM first predicts the next
step operation hint (a-1) and controls the next step generate via the predicted operation hint (a-2). Figure (b) shows
the overview generation process by given the question Q.

where Si denotes ith step of the solution. For any183

step Si, we have Si = {si1, si2, . . .}, consisting of184

a sequence of tokens. Next, we define our prompt185

with two parts. The first part is the textual instruc-186

tion prompt, which contains words that LMs can187

understand and the second part is the mathemati-188

cal operation prompt, which is a special token that189

contains next step operation information. We de-190

note the instruction prompt as P = {p1, p2, . . .},191

where si represents a word/sub-word token and the192

operation prompt as O = {o}, where o is a categor-193

ical token as o ∈ {1 . . . |O|}. We define Hi as the194

solution context, i.e., the history at step Si, which195

consists of the problem Q and all previous steps,196

{S1, . . . , Si−1}. M denotes the base pre-trained197

LM and e is its corresponding token embedding198

function. Finally, we define f as the prompt em-199

bedding function. Both e and f can map tokens200

into RK where K is the hidden state dimension of201

the LM.202

3 Methodology 203

We now define our MWP solution generation task 204

and detail the specifics of our approach. Our task is 205

that given a question Q, we need to generate a step- 206

by-step solution S = S1, S2, . . ., with each step 207

consisting of a combination of textual and mathe- 208

matical tokens, to reach the final answer. We for- 209

mulate the problem as a step-wise controllable gen- 210

eration task using prompts-based LM fine-tuning. 211

Figure 1 shows an overview of our approach, in- 212

cluding its two main components: First, we utilize 213

the MWP and the solution history to plan and pre- 214

dict next mathematical operation to apply in the 215

next step. Second, we use the predicted operation 216

prompt with instruction prompt to guide the next 217

step generation process. Our key technical chal- 218

lenges are (i) how to learn a solution planning strat- 219

egy to transition from step to step and (ii) once we 220

have the next operation, how to apply and design 221

prompts to guide the generative LM to generate the 222

next step to follow the plan. 223
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3.1 Operation Prediction224

Our first step is to predict the mathematical oper-225

ation to be applied in the next step. To achieve226

this, we concatenate the solution history H and a227

crafted instruction prompt P (e.g.,“What is next228

operation?”) followed by the special token “[cls]”229

as input to an LM. We encode solution history to-230

kens with a vocabulary embedding function eβ and231

instruction prompt tokens with a separate prompt232

embedding function fθ; β and θ are the parameters233

of these parts, i.e., the embedding layer in an LM.234

Then, we obtain the representation of the solution235

history as the final layer hidden state of the LM,236

i.e., M. To predict the operation action of the next237

step, we use a one-layer, fully-connected network238

as the classifier, with weight wγ , to obtain an op-239

eration score vector for each valid math operation240

s ∈ [0, 1]|O|, where |O| is the number of operation241

classes, as242

s = wγ ḣ[cls],243

where γ is the set of parameters for the classifier.244

Since we need to use an LM for step generation,245

introducing a separate LM for operation prediction246

leads to a large number of parameters. Therefore,247

we use the same LM for both operation planning248

and solution step generation. The objective func-249

tion for operation planning is the cross-entropy loss250

on operators:251

LCE = −
|O|∑
i

ti log(
exp si∑|O|
j exp sj

),252

where si is the score of operation class i. ti is an253

indicator such that ti = 1 when i is the true label254

and ti = 0 otherwise. We obtain true labels by255

extracting mathematical operations from each step256

of the solution in the training data, which we detail257

below.258

3.2 Controllable Step Generation259

Once we have the predicted operation O, we ap-260

pend the corresponding prompt to the instruction261

prompt P to form our final prompt for the step262

generation LM. Our task becomes a controllable263

generation task: given history H and the prompt264

[P ;O] that plans the next step, our goal is to gener-265

ate the next step S token-by-token. We generate a266

step Si = {si, ..., siT } = {sij}Tj=1 according to267

p(Si|[Pi;Oi], Hi) =

T∏
j=1

p(sij |[Pi;Oi], Hi, {sij}
j−1
j=1).268

Then, the overall generation process for step-by- 269

step solution S with N steps can be written as 270

follows: 271

p(S) =
N∏
i=1

p(Si|[Pi;Oi], Hi)p(Oi|Hi). 272

The step generation objective is given by the nega- 273

tive log-likelihood objective function 274

LLM = −
N∑
i=1

log pβ,θ,γ,ψ(Si|[Pi;Oi], Hi), (1) 275

where the set of parameters include previously de- 276

fined β, θ, γ and the LM parameters ψ. β and ψ are 277

fine-tuned while θ and γ are learned from scratch. 278

We also investigate two ways to position the prompt 279

in LM input: as prefix, where we place them at the 280

beginning, i.e., the input is given by [P ;O;H] and 281

as infix, where we append the prompt after the 282

history, i.e., the input is given by [H;P ;O]. 283

3.3 Prompt Design 284

Our prompt consists of two parts: the instruction 285

prompt gives the LM general instructions on what 286

to generate, while the operation prompt provides 287

the specific guidelines for the mathematical calcu- 288

lation involved in the next step. For the instruction 289

part, we apply prompt mining to find good instruc- 290

tions, i.e., word tokens that are the most informa- 291

tive for the LM to accomplish the desired task. For 292

the operation prompt, we extract 20 common op- 293

erations from the training data, such as one step 294

addition [n + n], subtraction [n − n], multiplica- 295

tion [n ∗ n], etc. Some operations can also reflect 296

multi-step operations, e.g., [n+n+ ...], [n+n−n], 297

or [(n+ n)/n]. We also use several other prompt 298

types without mathematical operations, such as 299

[ans], which means “solution found, end the whole 300

generation” and [statement], which means that 301

the next step involves no math calculation and only 302

textual explanations. 303

3.3.1 Operation prompts 304

We initialize the embedding of each math operation 305

token as the original pre-trained LM’s embedding 306

of the mathematical operator token instead of ini- 307

tializing them randomly (Liu et al., 2021c). For 308

example, we initialize the operations action token 309

[n + n] with the same value as embedding of the 310

“+" token in the pre-trained model. For operation 311

classes that contain multiple operations, we ini- 312

tialize the embedding to the mean of all operation 313
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embeddings involved. We do this since initializ-314

ing a new token with related embeddings has been315

proven to be effective on speeding up the train-316

ing process of LM-based models (Li and Liang,317

2021; Zhong et al., 2021; Lester et al., 2021; Ham-318

bardzumyan et al., 2021; Liu et al., 2021b).319

3.3.2 Prompt mining through paraphrasing320

For the instruction prompt, finding good prompts321

is an art that takes time and experience (Liu et al.,322

2021b). Thus, we apply prompt mining through323

paraphrasing by first starting with a seed prompt324

(e.g. “The next step operation is: ”) and paraphrase325

it into a set of other candidate prompts with similar326

meaning (Yuan et al., 2021). Then, we tune the327

model with these candidates by treating them as328

hyper-parameters and select the one that performs329

best on the target task. We find that anchor tokens330

(e.g. “?”) are helpful and leads to good perfor-331

mance, which is consistent with prior work (Liu332

et al., 2021c).333

4 Experiments334

We now detail a series of experiments that we con-335

ducted to validate the effectiveness of our proposed336

planning-LM approach on step-by-step MWP solu-337

tion generation.338

4.1 Data and Prepossessing339

Since our focus is on MWP solution generation340

with explanation, GSM8K (Cobbe et al., 2021) is341

a good fit for our purpose. This dataset contains342

8.5K high-quality and linguistically diverse MWPs,343

where each MWP has 2-8 solution steps. Each step344

contains arithmetic calculations involving (one or345

a combination of) basic math operations (+, −, ×,346

÷), together with textual explanations. We segment347

the data into 7.5K training problems and 1K test348

problems the same way as (Cobbe et al., 2021). For349

each MWP, we split the solution into steps accord-350

ing to the period symbol “.” at the end of sentences.351

We restrict ourselves to the top-20 most frequent352

mathematical operations after merging some oper-353

ations that have similar meaning, e.g., [n+ n+ n]354

and [n + n + n + n] are both labeled as “multi-355

step addition” to avoid highly infrequent operations.356

The supplementary contains a detailed list of all357

operations.358

4.2 Metrics and baselines359

We need a variety of different metrics to understand360

the effectiveness of our planning-LM approach.361

Since generating meaningful steps is key, we use 362

the BLEU metric (Papineni et al., 2002) to evaluate 363

language generation quality. For intermediate steps, 364

we use the equation match accuracy (ACC-eq) met- 365

ric to evaluate whether a generated step contains a 366

math expression (including numbers) that matches 367

the ground truth. Since LMs generate math equa- 368

tion as strings, we decompose the equation string 369

into tokens and calculate the token level match rate 370

instead of the overall string match. We also use 371

the operation match accuracy (ACC-op) metric to 372

evaluate whether a generated step’s operation label 373

matches the ground truth. For the final answer, we 374

use the solve rate metric to evaluate whether the 375

model generates the final correct answer to each 376

MWP. 377

4.3 Experimental settings 378

We conduct two experiments to verify the effec- 379

tiveness of our planning-LM framework. In the 380

first single-step experiment, we input the question 381

and ground-truth solution steps to the model and 382

let it generate the next step and calculate the ACC- 383

eq and ACC-op metrics for each generated step. 384

Since some of the steps are too short, yielding a 385

high variance in BLEU scores, we concatenate all 386

generated steps and calculate the overall BLEU 387

metric between the ground truth solution and this 388

true history-informed solution. In the second all- 389

step experiment, we only provide the model with 390

the MWP and have it generate all solution steps. 391

We then calculate the solve rate metric to evalu- 392

ate whether the final generated answer is correct. 393

We choose GPT-2 (117M parameters) and GPT-2- 394

medium (345M) as our base models and compare 395

the generation results between LM fine-tuning and 396

planning-LM. Meanwhile, we perform another ex- 397

periment using the ground truth operation prompt 398

as input for planning-LM to generate the next step. 399

The result, an upper bound on the performance 400

of planning-LM, reflects the effectiveness of low- 401

level token-by-token generation in each step, while 402

ACC-eq and ACC-op reflect the effectiveness of 403

high-level mathematical operation planning across 404

steps. 405

We emphasize that we cannot compare the per- 406

formance of planning-LM to recent works such as 407

(Cobbe et al., 2021; Wang et al., 2022) since we do 408

not have access to models such as GPT-3 (Brown 409

et al., 2020), Palm (Chowdhery, Aakanksha and 410

others, 2022), or LaMDA (Thoppilan et al., 2022) 411
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Table 1: Planning-LM using mathematical operation prompts outperforms fine-tuning LMs for both small and
medium-sized GPT-2. Moreover, Planning-LM with a small GPT-2 achieves performance comparable to fine-tuning
medium GPT-2, implying that our method can make a smaller model rival larger ones fine-tuned in the traditional
way.

Model BLEU ACC-eq ACC-op Solve Rate

Fine-tuning GPT-2 (117M) 34.3 49.4 55.1 8.1
Planning-GPT-2 with operation classifier (117M) 35.4 56.7 61.6 14.1
Planning-GPT-2 with ground truth prompt (117M) 42.1 71.2 93.1 27.6

Fine-tuning GPT-2-medium (345M) 38.1 58.1 61.1 16.1
Planning-GPT-2-medium with operation classifier (345M) 39.5 61.8 65.2 20.1
Planning-GPT-2-medium with ground truth prompt (345M) 45.1 75.3 91.0 35.2

Table 2: Ablation results for different components of our approach. Most components contribute significantly.

Method Component Metric
Infix Prefix Prompt function Prompt mining Opeartion Predictor BLEU ACC-eq ACC-op Solve Rate

✓ ✓ ✓ ✓ 35.4 56.7 61.6 14.1
✓ ✓ ✓ ✓ 33.7 52.1 63.2 10.4

✓ ✓ ✓ 33.1 51.9 58.4 10.2

✓ ✓ ✓ 33.9 55.1 59.9 13.2

✓ ✓ ✓ 34.1 54.2 60.1 13.5

used in these works. Such a comparison would412

be unfair since these models are much larger than413

models we have access to: GPT-3 has 175B pa-414

rameters while PaLM has 540B, which are both415

more than 1000× larger than GPT-2. We also em-416

phasize that the technical approaches proposed in417

these works, such as using verifiers or majority418

vote (Wang et al., 2022) during the decoding phase,419

or designing chain-of-thought prompts (Wei et al.,420

2022) follow different directions than our work:421

they all generate the entire solution in one shot,422

without breaking it down into steps and planning423

each step. One can combine our approach with424

these ones.425

4.4 Quantitative Result426

Table 1 lists the performance of all methods on all427

metrics across the two experiments. We see that428

planning-GPT-2 with our operation classifier out-429

performs simply fine-tuning GPT-2: GPT-2 with430

planning achieves 56.7 (+7.3) in ACC-eq, 61.6431

(+6.5) in ACC-op, 14.1 (+5.0) in solve rate, and432

35.4 (+1.1) in BLEU. However, there is a big gap433

between these numbers and those when the ground434

truth prompt is provided, which suggests planning435

is highly effective but our next-step mathemati-436

cal operation classifier still has considerable room437

for improvement. We also observe that when the438

number of parameter increases, a similar trend439

holds for GPT-2-medium. We emphasize that with440

the planning component, which introduces only441

around 10K new parameters for the MWP solving442

task, a base GPT-2 model with 117M parameters 443

performs similarly to a much larger base GPT-2- 444

medium model with 345M parameters. This obser- 445

vation shows that our planning approach is highly 446

parameter-efficient for MWP solving. 447

To validate the effectiveness of each component 448

in our planning-ML approach, we conduct an ab- 449

lation study on four different components: using 450

prefix or infix prompts, applying fixed or fine- 451

tuned mathematical operation prompts, instruc- 452

tion prompt mining, and the operation classifier. 453

Among different settings, we find that using infix, 454

fine-tuned mathematical prompts, and the operation 455

predictor improve performance the most. We found 456

that infix prompts are significantly better than pre- 457

fix prompts, which is different from observation 458

made in prior work (Li and Liang, 2021), which 459

may be explained by the incompatibility between 460

prefix prompting and step-by-step generation: pre- 461

fix prompts put the most important instruction at 462

the front of the LM input, making all generated 463

tokens attend to it, which leads to improved oper- 464

ation classification accuracy but worse generation 465

performance on other tokens. 466

4.5 Qualitative Analysis 467

Table 3 shows a two examples that compare the full 468

step-by-step solutions generated by our planning- 469

LM approach and fine-tuning LMs. In Examples 470

1 our approach successfully predicts the next oper- 471

ation step and outputs the correct equation, while 472

fine-tuning GPT-2 cannot. Meanwhile, the quality 473
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of corresponding natural language explanation also474

improved. On the other hand, in Examples 2, both475

approaches do not produce equations that match the476

ground truth. For our approach, the generated solu-477

tion step is consistent with the prediction, but since478

the predicted operation is incorrect, planning GPT-479

2 winds up generating worse results. It is worth480

noting that even with this potential drawback, the481

benefit of our approach still outweigh the potential482

negatives compared to fine-tuning GPT-2. We note483

that one substantial future improvement is to use484

the confidence of the operation classifier to decide485

whether to use the predicted operator as prompt.486

Surprisingly, in Example 2, we observe that plan-487

ning GPT-2 generates a valid alternative solution488

strategy, even though the predicted mathematical489

operation differs from the ground truth. Therefore,490

we conduct a follow-up experiment by giving the491

model a hand-crafted plan via operation prompts492

and checking whether it can generate an alternative493

correct solution strategy. Table 4 shows the results.494

Feeding plans I and II enables the model to generate495

the correct final answer among the four strategies496

we used; the generated solutions follow the oper-497

ation steps given, which indicates that the model498

has some reasoning ability and is able to extract499

some meaningful patterns from the data. Plan III500

results in a flawed solution and Plan IV failed since501

we do not have an operation class that matches the502

step. For plan III, the first step, [n+n+ . . .], is not503

seen often enough in the training data. For plan IV,504

(n+ n)× n is not seen in the training data either.505

However, we note that in this case, using the closest506

operation, [n+n×n], results in a solution that gets507

very close to the correct final answer. These results508

suggest that a better representation of the operation509

prompt is crucial for future work since our current510

approach is limited to a finite number of predefined511

operations; a prompt operation generator rather512

than classifier could be a better choice for a wide513

variety of mathematical operations. We also note514

that this flexibility gives our planning-LM approach515

potential to be useful in real-world applications.516

For example, these solution plan controls may en-517

courage students to experience different strategies518

and be more creative.519

5 Related work520

MWP solver A large body of recently proposed521

MWP solvers parses an MWP into its underlying522

equation, which has been a very active research523

Table 3: Demonstrations of the step-by-step generated
solutions comparing planning-LM and fine-tuning LM.
Green and red highlight the correct and incorrect equa-
tion in the generated intermediate steps, respectively.

1.Question: Marie ordered one chicken meal that cost $12,
5 packs of milk that cost $3 each, 4 apples that cost $1.50
each, and some pizza boxes. Marie paid a total of $50.
How many pizza boxes did Marie order if each box costs
$8.50?
Previous Steps: Five packs of milk cost $3 × 5 = 15.
Four apples cost $1.50 = $6.
Ground Truth: The total cost of the chicken meal, milk,
and apples is $12 + $15 + $6 = $33.
Fine-tuning: Some boxes of pizza cost
$8.50 - $15 - $6 = $2 .

Planning with predicted step [n+n+. . .]:
So Marie spent a total of $15 + $12 + $6 = $33 .

2.Question: Eliza’s rate per hour for the first 40 hours she
works each week is $10. She also receives an overtime pay
of 1.2 times her regular hourly rate. If Eliza worked for 45
hours this week, how much are her earnings for this week?
Previous Steps: None
Ground Truth: Eliza is entitled to 45-40=5 hours overtime
pay.
Fine-tuning: She is paid 5 ∗ $10 = $50 for the first 40
hours.
Planning with predicted step [n*n]:
Eliza makes $10/hour * 40 hours = $400 per week .

area with a plethora of related work. These works 524

differ mainly in the technical approaches which 525

broadly fall in three categories. First, some works 526

explore MWP solving via reinforcement learning, 527

which rewards the model with the correct answer 528

generated (Huang et al., 2018; Wang et al., 2018b). 529

RL methods generally requires a sizable dataset 530

and can be unstable to train, which may not be suit- 531

able for most MWP datasets that are only of modest 532

sizes. Second, some works exploit the combination 533

of symbolic- and neural-network-based approaches, 534

e.g., by combining a pre-defined symbolic patterns 535

such as solution templates (Wang et al., 2019) and 536

symbolic tree structures of equations (Xie and Sun, 537

2019; Li et al., 2020; Qin et al., 2020; Wang et al., 538

2018a; Wu et al., 2020; Zhang et al., 2021). These 539

methods can be significantly constrained by these 540

patterns and it may be challenging to generalize 541

them to other MWPs whose solutions are not ex- 542

pressed by these patterns. Lastly, some works build 543

on LLMs via special fine-tuning and inference tech- 544

niques. Specifically, (Cobbe et al., 2021) fine-tunes 545

an LLM on a collection of MWPs with interme- 546

diate steps. (Lewkowycz et al., 2022) simply fine- 547

tunes an LLM by a large collection of math-specific 548

dataset; the fine-tuned model generates the solution 549

7



Table 4: Qualitative examples of using our planning-LM
to plan for four different but all valid solution strategies
to achieve the same correct result for a given MWP.

Question: Two trains leave San Rafael at the same time.
They begin traveling westward, both traveling for 80 miles.
The next day, they travel northwards, covering 150 miles.
What’s the distance covered totally in the two days? Ans:
460
Plan I: [n+ n] -> [n ∗ n] -> [Ans]

Result: The total distance covered in the two days is 80 +
150 = 230 miles. The total distance covered in the two
days is 230 * 2 = 460. Answer is 460.
Plan II: [n ∗ n] -> [n ∗ n] -> [n+ n] -> [Ans]

Result: The first train covers 80 * 2 = 160 miles. On the
second day, the trains covered 2 trains * 150 miles/train
= 300 miles. Total distance covered is 160 + 300 = 460
miles. Answer is 460.
Plan III: [n+ n+ . . .] -> n+ n -> [Ans]

Result: The total distance covered in the two days is 80
+ 80 + 150 = 310 miles. The total distance covered in

one day is 310 + 150 = 460 miles. Answer is 460.
Plan IV: [n+ n ∗ n] -> [Ans]

Result: The total distance covered by trains in the two
days is 150 + 80 * 2 = 310 miles. Answer is 310.

via chain-of-thought prompting (Wei et al., 2022).550

Our work is most similar to the those in the last551

category with key differences: first, our work fo-552

cuses on the accuracy of each solution step whereas553

those above focus on only the accuracy of the final554

answer. Second, our work proposes a novel hier-555

archical planning method for fine-tuning whereas556

those above simply fine-tunes the model with the557

ordinary language modeling techniques that lack558

planning and reasoning.559

Controllable text generation Given the rise of560

LLMs, controllable generation methods that guide561

these large models to generate desirable content562

and avoid potential pitfalls such as bias (Bender563

et al., 2021) has been a recent research trend. These564

controllable generation methods generally fall into565

two categories. Works in the first category mod-566

ifies the token distribution at each time step to567

achieve controllable generation via gradient-based568

methods (Dathathri et al., 2020), external classifier-569

based methods (Krause et al., 2020; Liu et al.,570

2021a), or resampling (Clark et al., 2020; Bhat-571

tacharyya et al., 2021; Bakhtin et al., 2021). Works572

in the second category fine-tunes the LLM via573

either language modeling (Shirish Keskar et al.,574

2019) or reinforcement learning (Khalifa et al.,575

2021). These works focus on controllable genera-576

tion for natural language and study nuanced control 577

attributes such as topic and sentiment that can only 578

be matched implicitly. In contrast, our work fo- 579

cuses differently on both natural and mathematical 580

language, which involves control attributes, e.g., 581

math operation hints in the form of equations that 582

need to be matched exactly. Therefore, our work 583

studies a different problem and proposes a novel 584

methodology different from those above. 585

6 Conclusion and Future work 586

This paper addresses the problem of performing 587

fine-grained, step-by-step controllable solution gen- 588

eration for math word problems. We proposed 589

an approach that combines planning and language 590

models that can generate interpretable solution 591

steps. Our approach leverages pre-trained language 592

models in two ways: at each step, plan the math- 593

ematical operation to be applied, followed by us- 594

ing these plans as prompts to control the token-by- 595

token generation of each step. We demonstrated 596

that with a minimal amount of additional param- 597

eters introduced, our approach significantly im- 598

proves MWP solving performance over simply fine- 599

tuning language models. We showed that due to 600

the interpretability and high controllability of oper- 601

ation prompts, we can use our approach to generate 602

solutions with alternative strategies by giving it 603

different solution plans. 604

Although we have shown that our approach of- 605

fers some significant improvements over existing 606

methods, we believe that there are many possible 607

ways to take this work even further. First, the ver- 608

ifier and self-consistency tools are proven to im- 609

prove the model’s generation results effectively. 610

One can combine these tools with our approach to 611

further enhance the quality of the generated solu- 612

tions. Second, we can use a generator instead of 613

a classifier to generate a more flexible set of oper- 614

ation prompts, making them more representative 615

and meaningful. Third, to eliminate the drawback 616

where inaccurately generated operation prompts 617

would mislead the next step, we can apply a verifier 618

to evaluate the reliability of the generated opera- 619

tion prompts. When the reliability is low, we ditch 620

the operation prompt to prevent it from guiding 621

the model into an incorrect path. Fourth, we could 622

further explore generation via planning by supply- 623

ing the model with not just operation prompts, but 624

number and entity prompts as well, which are both 625

key elements in math word problems. 626
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A Hyper-parameters888

We use a learning rate of 5e-5, a batch size of 8, and889

10 epochs for all training processes. We set “what is890

the next operation?” as our instruction prompt and891

apply calculators to avoid calculation errors and892

greedy decoding during token generation. Model893

training is carried out on an NVIDIA RTX 3090894

GPU.895

B Optimization896

Although our entire approach can be trained to-897

gether in an end-to-end way, we found that opti-898

mizing the operation prediction model and fine-899

tuning the LM/prompts for step generation asyn- 900

chronously leads to better performance. Our in- 901

tuition is that the operation predictor is a high- 902

level decision-making policy for the entire solu- 903

tion while the LM generation process is a low-level 904

(token-by-token) decision-making process for the 905

current step. Optimizing these two modules simul- 906

taneously may cause inconsistency since the opera- 907

tion predictor may make a decision based on LM 908

parameters that also need to be updated. Therefore, 909

we first optimize the parameters of the generation 910

LM and prompts with the step generation task loss, 911

using ground truth operation labels, which we ex- 912

tract from the mathematical part of each step in the 913

training data. Then, we iterate between freezing 914

both the LM M and the prompt function f while 915

tuning the operation predictor and switching the 916

two. In this way, we can guarantee the whole model 917

to converge in a stable process (Wang et al., 2020). 918

C List of all hand-crafted operations 919

classes 920

Details in table 5 921

D Examples of control generation 922

Table 6 shows the generated step apply different op- 923

eration prompts on same input. This table demon- 924

strates the generated results from applying differ- 925

ent operation prompts with the same input to the 926

model. We observe that when the operation prompt 927

is logical and aligned with solving the question, the 928

generated result follows the guidance given by the 929

operation prompt. In contrast, when the operation 930

prompt does not make sense, the generated result 931

will not obey its directions. Details in table 5 932
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Table 5: Appendix C: list of all hand-crafted operations classes

no. shortcut description no. shortcut deccription
1 [n+n] one-step addition 12 [n-n*n] multiplication then subtraction
2 [n-n] one-step subtraction 11 [n*(n/n)] multiplication by a fraction
3 [n*n] one-step multiplication 13 [(n/n)-(n/n)] fraction subtraction
4 [n/n] one step division 14 [(n/n)+(n/n)] fraction addition
5 [n+n+. . .] multi step addition 11 [(n/n)*(n/n)] fraction multiplication
6 [n-n-. . .] multi-step subtraction 16 [mixed] other combination
7 [n*n*. . .] multi-step multiplication 17 [ans] solution found, end the whole generation
8 [n+n*n] multiplication then addition 18 [statement] involve no math calculation and only textual explanation
9 [n+n-n] addition then subtraction 19 [assign] assign a value to a paramter
10 [n+n/n] division then addition 20 [define] define a parameter

Table 6: Appendix D: Generated step apply different operation prompts on same input.

Input: Maggie spent a quarter of her money, while Riza spent one-third of her money.
They each had $60. How much money do the two of them have left?
no. action generated step
1 [n+n] Riza and Maggie had $60 + $60 = $120 ✔

2 [n-n] Riza had $60 - $60 = $0 left after spending some money on Maggie. ✔

3 [n*n] Riza spent $60 x 0.33 = $20 ✔

4 [n/n] Maggie had $60/4 = $15 left. ✔

5 [n+n+. . .] Riza spent $60 + $60 + $60 = $180. ✔

6 [n-n-. . .] Riza had $60 - $60 - $30 = -$30 ✔

7 [n*n*. . .] Riza spent $60 x 1/3 = $60.
8 [n+n*n] Maggie had $60 + $60*0.25 = $56 left after spending a quarter of her money. ✔

9 [n+n-n] Maggie had $60 - $60 = $0 left after spending a quarter of her money.
10 [n+n/n] Riza had $60 + $60/3 = $80 left. ✔

11 [n-n*n] Riza had $60 - $30 = $30 left after spending a quarter of her money.
12 [n*(n/n)] Riza spent $60 x 1/3 = $20. ✔

13 [(n/n)-(n/n)] Riza and Maggie had $60/4 - $60/3 = $5 left. ✔

14 [(n/n)+(n/n)] Riza and Maggie total had $60/4 + $60/3 = $35 left. ✔

11 [(n/n)*(n/n)] Riza had $60 * 1/3 = $20 left.
16 [mixed] Riza had $60/4 - $60/3 = $15 left.
17 [ans] The answer is $60 ✔

18 [statement] Riza had $60 in total. ✔

19 [assign] Riza had x=$60. ✔

20 [define] Let x be the money Riza had ✔
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