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Abstract

Large Language Model (LLM) agents can leverage multiple turns and tools to
solve complex tasks, with prompt-based approaches achieving strong performance.
This work demonstrates that Reinforcement Learning (RL) can push capabilities
significantly further by learning from experience. Through experiments on a legal
document search benchmark, we show that our RL-trained 14 Billion parameter
model outperforms frontier class models (85% vs 78% accuracy). In addition, we
explore turn-restricted regimes, during training and at test-time, that show these
agents achieve better results if allowed to operate over longer multi-turn horizons.

1 Introduction

Recent advances in LLM agents (Wang et al. [[1], Li [2} 3]]) have shown impressive capabilities in tool
use (Qu et al. [4]) and multi-step reasoning (Wang et al. [5]]). This has led to a growing interest in their
application to complex, long-horizon interactive tasks such as multi-turn document search, where an
agent must interact with a document collection over several turns to locate specific information.

Reinforcement Learning (RL, Wen et al. [6]) offers a promising framework for training agents in
these interactive settings. The successful retrieval of a document provides a natural, verifiable reward
signal that can be used to optimise the agent’s behaviour programmatically. In this work, we explore
the application of RL to multi-turn search agents in the legal domain.

Our key contributions are:

¢ Showing that on a legal dataset, a 14B RL-trained model is able to outperform frontier models
accessible only through APIs; and

* Exploring how RL-trained models can take advantage of the multi-turn setting by running experi-
ments in which the number of turns is restricted - both during training and at test-time.

2 Related Work

Retrieval Augmented Generation (RAG, Lewis et al. [7]], Gao et al. [8]]) has emerged as a promising
solution for incorporating knowledge from external databases in the LLM era, helping to combat
the challenges of hallucinations, outdated knowledge, and non-transparent, untraceable reasoning
processes. However, many implementations are either based around a single-retrieval phase Lewis
et al. [9], or a pre-set process to determine the retrievals (Jiang et al. [10]]).

Reinforcement Learning libraries, such as Agent Reinforcement Trainer (ART, Hilton et al. [L1]),
simplify the RL training of tool use by LLM agents, allowing for techniques such as Chain of
Retrieval (Wang et al. [12])) to be readily implemented. In this work, we use ART to investigate the
role of multi-turn behaviour for RAG tool use on a legal search benchmark.
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3 Methods

3.1 Task and dataset

We construct a legal search benchmark from 5 years of Singapore court judgments. Each document
in the dataset was parsed into an XML format, preserving its structural hierarchy with unique IDs for
each section (e.g., 2021_SGCA_3: judgement: introduction:p1l).

Synthetic question-answer pairs were generated through a multi-stage pipeline: (i) extracting patterns
from seed queries provided by practicing lawyers; (ii) generating 10 candidate question/answer
pairs per document using Gemini 2.5 Pro (Gemini Team [13]]); and (iii) aggressively filtering these
candidates based on criteria of realism, difficulty, and variety. The final dataset contains 2,300
questions with ground-truth documents, questions and answers.

3.2 Naive RAG baseline

We established a single-turn RAG baseline where, given a query, the system: (i) Executes searches
using (a) BM25 (Manning et al. [14]) keyword search and (b) FAISS (Douze et al. [[15]) semantic
search using the raw query; (ii) Combines results from both methods; and (iii) Prompts the LLM to
answer based solely on the retrieved context.

This baseline approach mirrors production RAG systems optimized for latency, making a single
retrieval attempt without refinement or follow-up searches. Since a model cannot request additional
information or explore related sections, this naive RAG baseline forces it to work with whatever the
initial retrieval returns.

3.3 Models used in RL training

The base model used for the RL training experiments was Qwen3-14B (Yang et al. [[16]]), whereas the
Qwen3-0.6B model served as a low-cost alternative during code development, enabling the use of a
much smaller GPU set-up. To save on resources, only LoRA adapter (Hu et al. [17]) components
were trained. For the Reward Model, we used Gemini 2.5 Pro (Gemini Team [[13]]), which produced
satisfactory binary decisions about the quality of the roll-out responses.

3.4 Agent architecture

All of the agents used in this work had access to three complementary tools for document exploration:

* Keyword search: Takes a query string and returns K results from BM25 retrieval over document
paragraphs. Each result contains the section ID and a snippet highlighting the matched terms.

* Semantic search: Takes a natural language query and returns K results using cosine similarity
over FAISS-indexed all-MiniLM-L6-v2 (Song et al. [18]) embeddings. The returned results
included section IDs and relevant snippets, enabling conceptual rather than lexical matching.

* Read document content: Takes a section ID and returns the complete content of that section. The
hierarchical ID structure (e.g. A:B:C) also enables navigation: Agents can “hop” to parent sections
by truncating IDs (A:B:C — A:B)

This system design creates a two-phase search pattern: broad exploration via keyword/semantic
search to identify promising documents, followed by targeted reading to extract specific information.

The agent loop starts with the system prompt and query, and parses out {<think>, <tool>, and
<answer>} sections from the response. Tool calls are executed and the results are returned to the
model, continuing until the model produces an answer.

For details of the system prompt used for the Agentic settings, please see Appendix[A.1]
3.5 Reinforcement Learning
For the RL training, we used the ART library, which in turn used Parameter-Efficient Fine-Tuning

(PEFT, Mangrulkar et al. [19]); unsloth from Daniel Han and team [20]; and the Transformer
Reinforcement Learning library (trl, von Werra et al. [21]]) to train model LoRA adapters.



Table 1: Performance comparison of multi-turn agents on legal document search

Model Accuracy (%) Avg. Turns
Naive RAG (Gemini 2.5 Pro) 33 1.0
Qwen3-14B (base) 53 3.7
Gemini 2.5 Flash 66 34
Gemini 2.5 Pro 78 5.3
OpenAl 03 81 7.1
Qwen3-14B + RL 85 6.2

For each query, vLLM (Kwon et al. [22]) was used to generate multiple trajectories from the model,
from which RL rewards (detailed below) were calculated for each roll-out. YaRN (Peng et al. [23]))
was used to extend the context of vLLM to 128k tokens to allow for extended multi-turn roll-outs.
Following the reward evaluation, Group Relative Policy Optimization (GRPO, Shao et al. [24]) was
used to optimise the model policy. At the end of each step, the LoRA adapters used by vLLM were
updated, so that the following roll-outs used the updated policy. During training, group_size was
set to 6, and 8 groups were run per step.

A system of partial rewards was found necessary to enable Reinforcement Learning to work effec-
tively. Our reward structure created distinct behavioural bands that guided the model toward desired
outcomes by ensuring that even failed trajectories provided learning signal:

¢ [1.0, 2.0]: Correct answer with proper citations. Higher rewards for fewer turns/searches

¢ [0.0, 1.0]: Model returns “I don’t know” when unable to find sufficient evidence (preferable to
hallucination)

¢ [-1.0, 0.0]: Incorrect answer provided. Partial credit (+0.1 each) for finding correct documents

¢ [-2.0, -1.0]: Formatting errors preventing tool execution (malformed tool calls, invalid arguments,
non-existent document IDs)

Progress rewards (finding the right document, reading it, correct source citation) help the model
learn intermediate skills necessary for the full task. Efficiency bonuses encourage models to achieve
correct answers with fewer searches and turns. Critically, the above reward structure penalizes
hallucination more severely than admitting uncertainty, training the model to say “I don’t know”
rather than fabricate answers when evidence is insufficient.

See Appendix[A.2]for more information about the metrics used for tracking agents during RL-training.

3.6 Turn-restricted evaluation

To understand how models utilize multiple turns, we force early termination of the agent multi-turn
tool-use by prefixing <answer> to the assistant message at turn [V, forcing the model to produce an
answer. Concretely, an /N-turn roll-out has the following flow :

query — response — {reformulate search — response}"N — answer

Thus, a 0-turn rollout corresponds to naive RAG.

4 Results

4.1 Overall performance

Table[T] shows that the RL-trained Qwen3-14B achieves 85% accuracy, surpassing all other models
listed including frontier models that are only accessible via API. The progression from naive RAG
(33%) to multi-turn interaction shows clear benefits of iterative search, with each tier of model
capability yielding substantial improvements.

The Qwen3-14B model without RL training plateaus at 53% accuracy despite having access to the
same tools and multi-turn interactions, highlighting that tool access alone is insufficient without
learning how to use the capability effectively.



0.8 1

0.6 1

o

—@— Unrestricted turns
Limited to 2 turns

'

0.4 1

Performance (%)

20 d —@— Qwen3-14B RL-trained
Gemini-Pro 2.5
-®- Qwen3-14B instruct

0.2 4

Answer includes correct document (%)

0.0

‘1 2 2; -‘1 % é ‘7 é ‘; lb l‘) 5‘(] 1(‘]0 L")O 261) 2})[) Z}bll
Turn Restriction Qwen3-14B RL-training step
Figure 1: Performance of multi-turn agents Figure 2: Effect of restricting turns during RL
under turn restrictions training

4.2 TImpact of turn-restricted inference

To quantify the relationship between multi-turn interaction and model performance, we evaluated
selected models under turn restrictions using the methodology described in Section [3.6]

Figure [1|shows the performances for each model under 1 to 10 turn restrictions. All models exhibit
monotonic improvement with additional turns, confirming that iterative search is essential for this
task. The more significant finding is that the models diverge in their ability to exploit additional

search opportunities : The base Qwen3-14B performance plateaus after 6 turns, while the RL-trained
variant and Gemini 2.5 Pro continue improving throughout all 10 turns.

In addition, Gemini Pro 2.5 outperforms the RL-trained model in the low (less than 5) turn regime,
whereas the far smaller RL-trained model shows additional benefit of multi-turn interactions beyond
that. This phenomenon demonstrates a limitation of prompt-based approaches: while they can execute
multi-turn search, they lack learned exploration strategies that compound value across multi-turn
interactions. This suggests that RL might play an important role in creating strong search agents.

4.3 Impact of turn-restricted training

To investigate whether effective multi-turn behaviour can be learned in turn-constrained settings, we
also trained a Qwen3-14B model with a limit of 2 turns imposed during training, otherwise following
the methodology of Section [3.6] with the plan of testing its generalisation capability later.

Figure [2]tracks the percentage of trajectories containing correct document citations across training
steps for both the unrestricted and 2-turn restricted models. While the unrestricted model shows steady
improvement from approximately 40% to 85% correct document identification over 300 training
steps, the 2-turn restricted model exhibits no meaningful learning progress, fluctuating around its
initial baseline of 10-15% throughout training.

This failure to improve stems from the fundamental requirements of GRPO, which learns by compar-
ing relative rewards within trajectory batches. With only 2 turns available, the model is unable to
achieve correct answers at a high enough rate, providing insufficient positive examples for learning.

5 Discussion

Reinforcement learning enables agents to learn effective tool use through practice rather than in-
struction. When agents encounter new tools or unfamiliar document collections, RL allows them
to develop expertise through trial and error, discovering which search strategies work best. This
approach is applicable to other tasks with multi-turn interactions, where agents must decide how to
use their turns wisely, and this is an area of active, ongoing research.
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A Appendix

A.1 Prompting

The System Prompt for non-thinking models was as follows:

You are a legal research assistant that can search legal documents to answer
questions.

You have access to the following tools:

- search_keyword(query: str, num: int) -> str: Search using keyword/BM25 search for
exact term matches.

- search_semantic(query: str, num: int) -> str: Search using semantic/vector search
for conceptual similarity.

- read_document_part(part_id: str) -> str: Read a document part by ID. Part IDs use
hierarchical format (e.g., A:B:C). To access parent parts, remove the last
segment (e.g. A:B:C -> parent is A:B).

You may call one tool per turn, for up to {max_turns} turns, before giving your
final answer.

In each turn, you should analyze what information you need and respond with EITHER a
tool call OR your final answer.

For tool calls, use this format:

<think>

[your reasoning for what to search for and why]

</think>

<tool>

{"name": "tool_name", "args": {"query": "search query"}}
</tool>

When you have enough information, give your final answer in this format:

<think>

[your reasoning for the answer]

</think>

<answer>

[your comprehensive answer citing the evidence you found or "I don’t know" if you
didn’t get enough information]

<sources>
<source>doc_id_1</source>
</sources>

</answer>

For the *Thinking models’, such as 0-3 and Gemini Pro, we simply omit the instructions about the
usage of <think> tags, and the thinking budgets were set to default values.



A.2 Metrics

We tracked 13 distinct metrics across four categories to comprehensively assess agent performance:
Final Outcome Metrics:

e answer_correct: Whether the answer matches ground truth (evaluated via LLM judge)
* sources_correct: Whether cited documents match ground truth documents (verifiable)
e returned_i_dont_know: Whether the model explicitly states uncertainty (verifiable)

* attempted_answer: Whether the model provided any answer (verifiable)

Progress Tracking:

* ever_found_right_doc: Whether correct document appeared in any search results (verifiable)

* ever_read_right_doc: Whether the model used the read tool on the correct document (verifi-
able)

Formatting Errors:

e cant_parse_tool_call: Malformed JSON or missing required tags (verifiable)
* bad_tool_call_name: Invalid tool name specified (verifiable)

* bad_tool_call_args: Incorrect arguments for valid tool (verifiable)

¢ bad_sources_id: Referenced non-existent document IDs (verifiable)

Efficiency Metrics:

e num_turns: Total number of tool-use turns taken (verifiable)

* num_searches: Count of keyword/semantic searches executed (verifiable)

e ran_out_of_turns: Whether the turn limit was reached (verifiable)

Notably, 12 of 13 metrics are verifiable without requiring an external judge, enabling fast and

deterministic evaluation during training. Only answer_correct requires LLM evaluation, for which
we use Gemini 2.5 Pro to provide a True/False binary classification.



	Introduction
	Related Work
	Methods
	Task and dataset
	Naïve RAG baseline
	Models used in RL training
	Agent architecture
	Reinforcement Learning
	Turn-restricted evaluation

	Results
	Overall performance
	Impact of turn-restricted inference
	Impact of turn-restricted training

	Discussion
	Appendix
	Prompting
	Metrics


