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Abstract

Language models have scaled rapidly, yet methods for explaining their outputs1

are lagging behind. Most modern methods focus on a fine-grained explanation of2

individual components of language models. This is resource-intensive and does not3

scale well to describe the behavior of language models as a whole. To enable high-4

level explanations of model behavior, in this study, we analyze and track attention5

patterns across multiple predictions. We introduce Attention Pattern Masked6

AutoEncoder (AP-MAE), a vision-transformer–based approach that encodes and7

reconstructs large language model attention patterns at scale. By treating attention8

patterns as images, AP-MAE enables efficient mining of consistent structures9

across a large number of predictions.10

Our experiments on StarCoder2 models (3B–15B) show that AP-MAE (i) recon-11

structs masked attention with high fidelity, (ii) generalizes across unseen model12

sizes with minimal degradation, and (iii) predicts whether a token will be correct,13

without access to ground truth, with up to 70% accuracy. We further discover14

recurring attention patterns demonstrating that attention patterns are structured15

rather than random noise. These results suggest that attention maps can serve as16

a scalable signal for interpretability, and that AP-MAE provides a transferable17

foundation for analyzing diverse large language models. We release code and18

models to support future work in large-scale interpretability.19

1 Introduction20

Understanding how large language models (LLMs) work internally is a central challenge in mechanis-21

tic interpretability. Prior progress has largely centered on finding exact explanations for generations.22

Using tools such as sparse autoencoders [8], transcoders [25, 10], ACDC [7], and path patching [14]23

to gain insights into what features are encoded in LLMs, and which circuits of an LLM are important24

for specific generations. However, this focus leaves a major component of transformer computation25

less understood: the attention patterns that dynamically route information between token repre-26

sentations. Unfortunately, attention patterns are inherently two-dimensional, unlike features in the27

residual stream. This makes existing tooling ineffective for analyzing attention patterns, leaving them28

underexplored despite their central role in shaping information flow.29

Although underexplored, attention patterns have been used in previous studies to validate the existence30

of computational circuits on a small scale [30], showing that there is potential to mine common31

patterns. We aim to mine attention patterns at a large scale and propose a novel method based on32

vision models. Vision models are designed for two-dimensional data, and can be used as encoder33

models to cluster similar patterns. More specifically, we train a Vision Transformer - Masked34

AutoEncoder (ViT-MAE) model [16] to reconstruct masked attention patterns. We name this novel35

model Attention Pattern - Masked AutoEncoder (AP-MAE). We then use the mined patterns to show36

that they are critical to the generation of correct outputs, and train a classifier to differentiate correct37

from incorrect predictions using only the discovered patterns.38
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We make the following contributions:39

• We demonstrate that attention patterns can be effectively learned by a masked autoencoder,40

validating this as a tractable and informative object of study.41

• We demonstrate that AP-MAE can be transferred between different models, resulting in only42

a minor increase in loss when evaluating attention patterns from a model not seen during43

training.44

• We show that using only the attention patterns for classifying the correctness of a model45

prediction is a valid future path, in a noisy, real world setting.46

• We release our code 1 and models 2 to be the basis of future work.47

2 Related Works48

Representation Learning The most basic element within the residual stream is the representation49

of features. To discover the features present at any location in the residual stream, models such as50

Sparse AutoEncoders (SAEs) can be utilized in a dictionary learning setting to map sparse features to51

human-relatable concepts [5]. Similarly, probing methods have also been shown to be effective, at52

mapping the residual stream between layers to the Language Model head, and thus understanding53

which tokens are represented at different parts of the model [4]. While SAEs and probing methods54

only look at one location, transcoders are trained to predict the outcome of a module given its input.55

This allows us to see a sparse representation of the calculation being done within a module [25, 10].56

Circuit Level Analysis While the previous works focused on finding the representation of tokens57

at a location, how the model came to a given representation is also important. Transcoders can be58

used to trace attribution graphs throughout a model, and incorporate attention scores as an attribution59

strength within a graph [10]. Transcoders can be further abstracted to replacement networks, and60

crosscoders, and replacement networks which replace entire sections of a network with a sparse61

model [1]. This makes it easier to trace cross-layer circuits to explain an output. Other approaches62

find circuits by pruning graphs until the minimal elements remain to make a correct prediction [7]63

or by patching paths [14]. However, current approaches have not been able to find general global64

circuits, that generalize past given examples [19, 2]. These methods all have in common that they65

show certain behaviors are local to a subset of components of a model. Our approach does not focus66

on the exact circuits but on making general explanations of behaviors based on mined patterns at67

scale.68

Attention Patterns As mentioned in previous sections, attention scores have been used to calculate69

attribution of different values to the output. However, the full attention patterns have been used to70

validate circuits and explain specific heads. For example, letter heads [18] show high attention to71

specific letters, and the rare word head showing the same patterns for rare words [27]. Furthermore,72

off-diagonal lines have been identified as induction heads, that look for previous copies of a token73

to be predicted [11]. For knowledge circuits an incorrect knowledge selection is found using the74

attention heads, explaining why a prediction was incorrect [30]. These works all show that small,75

certain heads produce a recognizable attention pattern. As a result, the field lacks methods for76

systematically mining and characterizing attention behaviors across models and tasks. We aim to77

automate the finding of common attention patterns at scale using AP-MAE.78

3 Experimental Setting79

One of the main criticisms we want to address in this work is the specificity of the discovered80

features/attribution graphs/circuits to crafted or selected inputs [2]. With this, we refer to the task81

templates and manually crafted prompts intended to elicit certain behaviors, rather than running the82

experiments on real-world data [19, 7].83

In this work we focus on using inputs to the models that were not specifically crafted for a task.84

However, we also aim to leverage knowledge from mechanistic interpretability about the specificity85

1https://github.com/LaughingLogits/AP-MAE
2https://huggingface.co/collections/LaughingLogits/ap-mae-models-66b27a73536bb1306d55c4c4
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Table 1: Training and architecture parameters for AP-MAE.
Model Inputs Encoder Decoder

Pattern Size 256 Layers 24 Layers 8
Patch Size 32 Dim 512 Dim 512
Mask Ratio 0.5 Heads 16 Heads 8
Batch Size 480 MLP 2048 MLP 2048
Learning Rate 1.44× 10−3

(a)

Original Attention Unmasked Input Predicted Output

loss:3.29e-03

Combined Reconstruction
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loss:5.23e-04
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loss:5.23e-04

Combined Reconstruction
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Figure 1: Comparison of attention pattern reconstruction methods: (a) log normalized attention
pattern, (b) raw attention pattern, (c) raw attention pattern with pixel values scaled for visualization.

and locality of certain features within a model. This means we need to have a corpus that we can86

query to automatically generate samples where the same task is being completed in different scenarios.87

To accomplish this, we focus on code rather than natural language due to its highly structured nature,88

which allows us to use parsing tools, such as tree-sitter, to mine similar completion tasks from a large89

corpus of data. More specifically, this investigation will focus on Java.90

One challenge using real-world data has, is possible data contamination. Although the effect of this91

on the behavior of models (from a mechanistic interpretability point of view) is unexplored, we follow92

the general rule of machine learning not to use training data. As LLM training data is rarely made93

available, we focus our investigation on the Starcoder2 (SC2) [20] family due to their openness of94

sharing the exact training data. In order to have a decontaminated source of code files, we use The95

Heap [17] as it has already been deduplicated with regards to the training data of the SC2 models.96

4 AP-MAE97

The core of our proposed approach is the Attention Pattern – Masked Auto-Encoder (AP-MAE)98

model for identifying patterns in LLM attention outputs. To train AP-MAE, we model the patterns as99

1 channel images and base our model on the original ViT-L architecture [9]. We apply a novel scaling100

method to the attention patterns to allow the training to converge.101

Architecture AP-MAE is based on the ViT-L architecture with minor changes. We reduce the102

hidden size from 768 to 512 dimensions and scale the MLP down to 2048 parameters accordingly.103
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Table 2: Cross-evaluation of AP-MAE

Trained
Evaluated SC2 3B Loss (×10−3) SC2 7B Loss (×10−3) SC2 15B Loss (×10−3)

SC2 3B 7.07± 2.12 7.78± 2.05 9.53± 2.76
SC2 7B 7.55± 2.05 7.17± 2.12 9.29± 2.66

SC2 15B 9.57± 3.35 10.05± 3.79 7.59± 2.42

We also remove the top right triangle of the data as this is masked in decoder-only attention patterns.104

For patches on the matrix’s diagonal, we pad the masked values above the diagonal. Finally, we scale105

the attention patterns by taking the natural logarithm. This step is essential in allowing the model to106

fit to attention patterns, as demonstrated in the ablation study discussed below. Table 1 presents an107

overview of the architecture.108

Data To train our models, we need to generate attention patterns. For this investigation, we use109

attention patterns generated by SC2 3B, 7B, and 15B. In order to generate attention patterns, we110

mimic the training procedure used for training the SC2 models. We mask spans between 3-10 tokens111

in a code file, at random locations. We then add the same sentinel tokens to the input data as were112

used during training. In order to ensure that the attention patterns used in this work are all the same113

size, we truncate the context to exactly 256 tokens in total.114

As a final step in the training data selection, we sub-sample the attention patterns we get from the115

language models when generating. We also focus exclusively on attention patterns generated when116

the prediction made by the model was correct. For each invocation of the target language model,117

we get 720 patterns for the 3B model, 1152 for the 7B model, and 1920 for the 15B model. As118

the generation procedure of these patterns is cheap from a time perspective, we sub-sample each119

generation to 25% of all attention heads. This allows us to get a larger variety of samples generated120

when the model is prompted in different locations in a code file. We ensure that when we subsample121

the patterns, we get 25% of the patterns from each layer. Other works have shown that there are signs122

of different behavior at different layers in a model, which we want to ensure we capture.123

In Figure 1 (a), we show the initial attention pattern on the left. Then we display the masking and the124

reconstructed parts of the masked pattern. Finally, we present the combination of the original and125

reconstructed patterns.126

Training Setup We train the models on eight A100 GPUs with a local batch size of 60 attention127

patterns. We train for 150, 000 batches using 72M attention patterns. The total training time is less128

than 100 GPU hours on our institution’s cluster. Although we used eight A100 GPUs, all target129

models and AP-MAE models combined fit on one A100, making it possible to train on smaller130

servers. The limiting factor is the LLM size, as the AP-MAE encoder has 101M parameters and the131

decoder has 25M. We use the AdamW optimizer with a weight decay of 0.05 and a cosine annealing132

scheduler initialized with a global Learning Rate (LR) of 1.44× 10−3. We linearly upscale from the133

base LR of 1.5× 10−4 for a batch size of 50 used by ViT-MAE.134

4.1 Generalizability135

One of the main advantages of analyzing attention patterns, compared to representations of features136

within a model, is that they have the same dimensions between models. To investigate if AP-MAE137

can take advantage of this we evaluate its ability to reconstruct attention patterns from models it was138

not trained on. We cross-evaluate the AP-MAE models on a test set containing all combinations139

of SC2 target models. Table 2 provides an overview of the results. We observe that evaluating the140

encoder models on attention patterns from other target models results in a loss often within one141

standard deviation of each other. This shows that there are opportunities to use an AP-MAE base142

model to make inferences about a target LLM’s behaviors without training a new model every time.143

4.2 Ablation Study - Logarithmic Scaling144

One of the preprocessing steps we used for the data is the log normalized scaling. To show that this145

step is necessary we conduct an ablation study by training an identical model, without scaling the146
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attention patterns. In Figure 1 (b), we show an unscaled attention pattern together with its masking147

and reconstruction. Here it is difficult to see the reconstruction. In Figure 1 (c), we show the same148

pattern but scale the color gradient logarithmically to visualize the reconstruction. We see that the149

patches that were masked are corrupted. We compare this with the output of a model that has been150

trained on scaled attention patterns in Figure 1 (a). We see that when using logarithmic scaling, major151

patterns are reconstructed. While we cannot compare loss values directly, this shows the need for the152

logarithmic scaling of the attention patterns when training and evaluating the AP-MAE models.153

5 Pattern mining154

5.1 Setup155

We begin by encoding the attention heads using AP-MAE and select specific tasks to use as inputs156

to the language model, based on findings from previous research. We then cluster the resulting157

representations, a step that poses significant challenges given the large scale of the problem.158

Tasks Given the vast search space of possible circuits in Java, we leverage prior knowledge of159

circuits identified in LLMs to narrow our focus. Specifically, we select 11 tasks for pattern mining in160

attention heads, including a validation task in which the target model is probed with noise as an input.161

1. Identifiers (1 task): One of the earliest benchmark circuits is the Indirect Object Identifier (IOI)162

circuit [28], where the model uses context to predict the correct token. Adapting this to source code,163

we mask a single identifier and task the target LLM with reconstructing it from the surrounding164

context.165

2. Literals (3 tasks): Generating correct literals—spanning booleans, strings, and numbers—poses166

challenges distinct from identifier generation. Unlike identifiers, the correct literal values are not167

present in the input and must instead be inferred by the model (e.g., deducing π = 3.14). Prior work168

suggests that factual knowledge is encoded in the feed-forward layers of transformer models [29, 13],169

making this setting particularly suitable for probing systematic behaviors of attention heads. Moreover,170

evidence of arithmetic-related circuits has been reported, including a greater-than circuit [15] for171

numeric comparison and modules specialized for mathematical reasoning [19, 3].172

3. Operators (3 tasks): Beyond selecting appropriate operand values, recent work has shown that173

LLMs exhibit operator-specific heuristics when performing arithmetic reasoning [23]. To complement174

literal selection, we include tasks focused on predicting the correct operator across three categories:175

boolean operators, arithmetic operators, and programming-specific assignment operators (e.g., +=).176

4. Ending Statements (2 tasks): Finally, we evaluate the models’ ability to complete complex syntactic177

structures. We consider two tasks. The first requires predicting the correct closing bracket for a178

statement, a capability that has been linked to specialized model circuitry [12]. The second task179

involves predicting line endings. Unlike brackets, line termination in Java is not syntactically required,180

making this task a blend of program correctness and modeling human coding conventions. Prior work181

has examined structural and stylistic features at line endings in natural language [19].182

5. Baselines (2 tasks): To contextualize our results, we consider two baseline tasks. First, we include183

a random masking task, identical to the one used for generating attention patterns during AP-MAE184

training. Second, to verify that our method does not inadvertently cluster spurious or uninformative185

structures, we introduce a random token sampling task, where tokens are drawn uniformly from the186

tokenizer vocabulary. This allows us to assess whether the discovered patterns reflect meaningful187

structure beyond random noise.188

Encoding For encoding attention patterns, we employ the previously introduced AP-MAE model,189

using the representation of the [CLS] token as the embedding, following standard practice in encoding190

pipelines. For each target LLM, we select 10, 000 input samples per task. These samples are balanced191

such that half correspond to attention heads associated with correct predictions by the target LLM192

and the other half with incorrect predictions. In contrast to the AP-MAE training phase, we do not193

perform head subsampling in this setting.194

Clustering Clustering all task samples is challenging due to both the high dimensionality of195

the representations (512 dimensions) and the sheer scale of the data (79.2M samples for SC2 3B,196
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126.7M for SC2 7B, and 211.2M for SC2 15B). The standard pipeline, dimensionality reduction197

with UMAP [22] followed by clustering with HDBSCAN [6], is computationally infeasible in this198

setting, as it requires pairwise distance computations across the full dataset. Instead of resorting to199

subsampling, we decompose the problem into smaller, tractable subproblems. Specifically, for each200

model head, we first reduce the representations to 8 dimensions with UMAP, and then cluster them201

with HDBSCAN. This yields up to 1920 independent clustering pipelines per model, each operating202

on approximately 110, 000 samples.203

5.2 Identified Patterns204

To assess whether repeated patterns exist and whether our clustering approach successfully captures205

them, we perform a qualitative evaluation of the resulting clusters. Figure 2 presents three groups,206

each containing five attention patterns. Panel (a) illustrates five representative clusters, providing an207

overview of the variation observed across patterns. In pattern (a)(I), we observe a prominent diagonal208

structure: the highest attention scores concentrate around the preceding few tokens, with alternating209

bands of higher and lower scores extending outward. This behavior resembles an induction head, a210

specialized mechanism that facilitates in-context learning [24]. From patterns (a)(III) and (a)(IV),211

we observe that these heads feature high attention on individual tokens, as indicated by the vertical212

attention lines. This behavior has previously been characterized as LLMs allocating disproportionate213

attention to rare words in the input sequence [27] or individual letters [18]. The high attention214

scores in (a)(III) around the diagonal in combination with the vertical lines, hint that some heads may215

exhibit multiple behaviors. In pattern (a)(III), we observe strong attention behavior reminiscent of the216

induction head, but distributed across multiple tokens. We also identify several recurring patterns217

that, to our knowledge, have not been previously documented. For instance, patterns (a)(II) and218

(a)(V) exhibit square-like structures with high attention diagonals that reappear at varying scales and219

frequencies across different heads; we highlight these two cases as representative extremes.220

In addition to capturing distinct patterns, our method demonstrates robustness to variations in the221

ordering of input tokens. Figure 2(b) illustrates five patterns grouped within the same cluster222

(Figure 2(a)(I)). Although the intensity and position of the global diagonal lines vary, the general223

pattern is preserved. AP-MAE can capture these differences in pattern locations, allowing it to handle224

changes in the ordering of input tokens. Finally, we investigate whether heads generate patterns225

regardless of inputs. To this end, we visualize the heads obtained when feeding the model with226

random noise (Figure 2c). Unlike Figures 2(a) and 2(b), only a few discernible structures emerge.227

The most recognizable case is (c)(III), which closely resembles patterns observed in Figure 2(b),228

and stands as the most similar pattern we were able to identify. Notably, the characteristic square229

structures seen in (a)(II) and (a)(V) do not appear under noisy inputs. This absence suggests that230

such square patterns may serve as strong indicators of heads engaging in meaningful computation, an231

observation that highlights a promising direction for future research.232

5.3 Pattern Distribution233

We next examine how the discovered patterns are distributed across attention heads. Figure 3 reports234

the number of clusters identified in each head. A consistent trend emerges: as model size increases, a235

subset of heads produces a broader variety of patterns. In the 3B model, most heads yield only a few236

clusters, whereas the 7B model exhibits substantial diversity, particularly in later layers. The 15B237

model shows fewer heads with high diversity compared to the 7B model, though some still capture a238

wide range of patterns. These differences in distribution suggest increasing specialization of certain239

heads, potentially enabling them to handle a broader spectrum of noisy inputs.240

6 Classification241

6.1 Setup242

To determine whether a target model’s prediction is correct, we treat the output of each head as a243

categorical feature, using the cluster assignment of that head for the given prediction as its value.244

This formulation yields a tractable prediction problem with between 720 features (SC2 3B) and 1920245

features (SC2 15B). We perform classification at the task level, training a dedicated predictor for each246

task. The Noise task is excluded, as it does not admit a notion of correctness.247
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(a)

(I) (II) (III) (IV) (V)

(b)

(I) (II) (III) (IV) (V)

(c)

(I) (II) (III) (IV) (V)

Figure 2: Comparison of different clustering results: (a) examples of different patterns found by
clustering, (b) attention patterns within a single cluster, (c) attention patterns generated by noise.
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Figure 3: Distribution of the number of clusters in a head

For classification, we employ a gradient boosting decision tree model, CatBoost [26]. CatBoost offers248

two key advantages for our setting: (i) it enables the computation of SHAP values [21], which we use249

to quantify the contribution of each feature (here, individual transformer heads) to the distinction250

between correct and incorrect predictions, and (ii) it natively handles categorical data, eliminating the251

need for additional preprocessing.252

6.2 Performance253

We give the results of the classification task in Figure 4 (II). We also include the performance of the254

target models in completing the next token prediction task in Figure 4 (I), to see if performance has255

an effect on our ability to correctly classify a prediction as correct or incorrect. For the classification256

task we plot the mean accuracy and the 95% confidence interval over a 10 fold cross validation using257

a 90, 10, 10 split. We see that the performance varies little between runs due to the small range of the258

95% confidence interval. The first thing we see in Figure 4 is that there is no correlation between259

classification performance, and target model performance. Next, focusing only on Figure 4(II), we260

see that some tasks are indeed harder to classify as correct than others. Tasks such as Identifier,261

Boolean Literals, and String Literals perform similarly to the Random masking task, with accuracy262
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Figure 5: Difference in mean SHAP values per cluster for the CatBoost classifiers, classifying
predictions for the End of Line task across all target sizes

scores between 55% and 60%. The best performing task is predicting the End of Line token, which263

has a mean accuracy of just over 70% for the 15B model.264

To investigate which parts of the model are needed to differentiate between a correct and incorrect265

prediction, we use the maximum difference between mean SHAP values per category at each head.266

This will highlight heads that are both strong indicators of being a correct and incorrect prediction,267

depending on the pattern we detected in them. We plot these values in Figure 5. Here we plot the268

values mentioned above for the End of Line task. We see that the plots are sparse; a small number269

of heads is enough to differentiate between correct and incorrect predictions. Furthermore, sparsity270

increases with model size, similar to the increase in classification accuracy. This allows us to highlight271

heads that are of interest when determining where LLMs make mistakes.272

Finally, we want to know if there is a difference between tasks when it comes to predicting if an LLM273

generation is correct. To investigate this, we plot the same difference between mean SHAP values274

introduced earlier for different tasks targeting the 15B model in Figure 6. Here we see that for each275

task, the SHAP values are sparse, and different heads are highlighted. Showing that different tasks276

depend on different heads to predict if they are correct.277
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7 Limitations and Open Questions278

We demonstrated that a large-scale analysis of attention patterns in LLMs offers a promising direction279

for understanding LLM behavior. Nevertheless, our study faces some limitations. Most notably,280

computational constraints required us to fix the input length to the models. This choice facilitated281

fairer comparisons across samples, ensuring that attention patterns were evaluated at a consistent282

scale, yet it does not fully capture the variability of sequence lengths. Our findings highlight that283

attention patterns can be systematically mined and are localized within LLMs. Future work should284

investigate how patterns evolve under varying input lengths, particularly for encoding and clustering.285

We adopted a vision transformer architecture due to its scalability to large datasets, robustness to noisy286

inputs, and improved generalization under potential distribution shifts between pretraining samples287

and downstream tasks. However, in deployment scenarios where efficiency is critical, convolutional288

networks may remain preferable due to their lower computational overhead. In such cases, CNNs289

could also serve as feature extractors, enabling the analysis of whether attention heads emerge as290

compositions of fundamental local patterns.291

To facilitate interpretation, we restricted our analysis to a subset of downstream tasks. Task selection292

was guided by prior knowledge of in-context learning, factual recall in model weights, and established293

mechanistic circuits, allowing us to capture a range of representative behaviors. Nonetheless, this294

choice inevitably risks overlooking behaviors that remain unknown. Future work should build on295

our findings by employing online learning techniques to mine behaviors at scale, enabling efficient296

exploration over larger data streams. Such approaches would help translate insights from mechanistic297

interpretability into more actionable benefits for real-world applications.298

Our method is designed to identify patterns rather than provide explicit explanations. It can highlight299

interesting regions of a model with relatively low computational cost. An important direction for300

future work is to combine our approach with more fine-grained mechanistic interpretability methods.301

8 Conclusion302

In this work, we analyze the attention patterns generated by LLMs. We find that certain attention303

heads exhibit only a limited set of distinct patterns, and we provide an overview of the most commonly304

observed ones. Building on this characterization, we show that the type and position of an attention305

pattern can be predictive of whether a model produces a correct or incorrect output. Using SHAP306

values, we further demonstrate that, across a large number of samples, differences in prediction307

quality can often be attributed to a small subset of attention heads. Our experiments on data collected308

from publicly available repositories highlight both the robustness of this approach to noisy inputs and309

its practical applicability in real-world settings.310
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