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Abstract

When the world changes, so does the text that001
people write about it. How do we build lan-002
guage models that can be easily updated to re-003
flect these changes? One popular approach004
is retrieval-augmented generation, in which005
new documents are inserted into a knowledge006
base and retrieved during prediction for down-007
stream tasks. Most prior work on these systems008
have focused on improving behavior during009
prediction through better retrieval or reason-010
ing. This paper introduces ERASE, which011
instead improves model behavior when new012
documents are created, by incrementally delet-013
ing or rewriting other entries in the knowl-014
edge base each time a new document is en-015
countered. In two new benchmark datasets016
evaluating models’ ability to answer questions017
about a stream of news articles or conversa-018
tions, ERASE improves accuracy relative to019
conventional retrieval-augmented generation020
by 7–13% (Mixtral-8x7B) and 6–10% (Llama-021
3-8B) absolute.1022

1 Introduction023

The world—and the language we used to describe024

it—are constantly changing. Consider the exam-025

ple shown in Figure 1. After reading the article026

After Queen Elizabeth II died, the Queen’s oldest027

son Charles has now become King Charles III, a028

knowledgeable reader might update an entire sys-029

tem of related beliefs, e.g., that King Charles III is030

now also the new head of Scotland. How can we031

train language models and other software systems032

to reflect these changes?033

Continual learning methods tackle the problem034

of a changing world by incrementally training on035

new information (Mitchell et al., 2018; Wang et al.,036

2024). But in language models, a simple (and often037

extremely effective) approach simply presents new038

1Code and data will be made publicly available.

Figure 1: In standard retrieval augmented generation
(RAG), new facts are simply added to an existing knowl-
edge baseK. This can lead to stale facts inK, which can
in turn lead to incorrect predictions at inference time. In
contrast, when ERASE reads a new input article, it not
only adds new facts to K, but also updates it. ERASE
can edit or delete (not pictured) existing facts to keep K
up to date, thereby enabling correct predictions at infer-
ence time. The same LM is used to update the memory
and make predictions.

information in models’ inputs by leveraging either 039

long-context methods (Tay et al., 2022) or retrieval 040

augmented generation (RAG; Lewis et al., 2020a). 041

which appends new documents to a knowledge base 042

and retrieves a subset of relevant documents to 043

condition on at prediction time (Guu et al., 2020; 044

Lewis et al., 2020b). 045

An important limitation of current RAG ap- 046

proaches is that they sometimes retrieve stale doc- 047

uments that have been invalidated by new infor- 048

mation. In Fig. 1, the article After Queen Eliza- 049

beth II died... would be appended to the existing 050

knowledge base, which includes a fact about Queen 051

Elizabeth’s reign when she was alive, e.g., Queen 052

Elizabeth II is head of state of...Scotland. When an- 053

swering questions about the Scottish head of state, 054

this document might be retrieved, leading the LLM 055

to produce incorrect answers. Past attempts to ad- 056

dress this issue have focused on improved retrieval 057

methods, but not on ensuring accuracy and consis- 058
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tency of the document collection itself.059

This paper describes a method for retrieval-060

augmented generation that attempts to ensure that061

the external knowledge base always represents the062

current state of the world. This method, which we063

call ERASE (Enhancing Retrieval Augmentation064

with Self-consistent Editing; §3), achieves up-to-065

date knowledge by updating the knowledge base066

at document insertion time—i.e., when new docu-067

ments are read and added to the knowledge base—068

rather than at prediction time. Every time a new069

document is acquired, ERASE finds related docu-070

ments in the knowledge base and decides whether071

to keep, edit, or delete them. These operations al-072

low new information to be propagated and prevent073

stale information from being used for inference. In074

Figure 1, ERASE not only adds the new article to075

the knowledge base, but also edits the existing fact076

Queen Elizabeth II → King Charles III is head077

of...Scotland, thereby enabling correct prediction078

when this document is retrieved.079

We evaluate ERASE’s performance on question-080

answering (QA) tasks about a set of continu-081

ally changing facts described by a stream of082

text. To do so, we introduce a new benchmark083

dataset, CLARK (Continual Learning And Revising084

Knowledge; §4), which contains two domains: (1)085

CLARK-NEWS, a factual QA domain consisting086

of a set of timestamped news articles paired with087

questions and timestamped answers; (2) CLARK-088

CONVERSATIONS, a long-conversation domain089

where facts about conversation participants evolve090

over the course of the conversation. The conver-091

sation domain contains both single-hop and multi-092

hop edits, the latter of which requires multi-hop093

inferences at the memory updating stage.094

On this benchmark, ERASE outperforms stan-095

dard RAG baselines and long-context models, giv-096

ing 7–13% (Mixtral-8x7B) and 6–10% (Llama-3-097

8B) absolute improvements in accuracy compared098

to standard RAG on the factual QA domain and099

single-hop section of the conversation domain. On100

the multi-hop subset, we find that ERASE per-101

forms comparably to baselines, suggesting there is102

room for future work to improve multi-hop mem-103

ory editing.104

2 Background and Related Work105

ERASE belongs to a growing body of work aimed106

at developing LM-based systems that can be up-107

dated after training. ERASE builds specifically on108

approaches that update LMs by modifying inputs 109

rather than parameters—as discussed below, such 110

methods are more flexible, and often more robust, 111

than alternatives. 112

Long-context and retrieval-augmented genera- 113

tion: updating LMs via conditioning One sim- 114

ple and effective way to update LMs is simply to 115

include new information in their input before inputs 116

to the task of interest (e.g. by prepending a ques- 117

tion about current events with a sequence of news 118

articles). This approach begins to face challenges 119

only when text containing new information is ex- 120

tremely long (e.g. comprising thousands of news 121

articles). In these cases, it is neccessary either to 122

use LMs specialized for very long input sequences, 123

or to selecting a subset of inputs to condition on for 124

each new query to the model (sometimes referred 125

to as retrieval-augmented generation, or RAG). 126

Long-context models (Wang et al., 2020; Kitaev 127

et al., 2020; Press et al., 2021; Su et al., 2024) fo- 128

cus on modifying LM architectures to allow long 129

sequences to be processed efficiently, or extrap- 130

olation to long inputs. RAG methods, by con- 131

trast, dynamically retrieve relevant contexts tai- 132

lored to individual queries (Guu et al., 2020; Lewis 133

et al., 2020b). Previous work has explored auxil- 134

iary models that selectively choose when to per- 135

form retrieval (Mitchell et al., 2022b), or abstain 136

from answering questions when retrieved sources 137

present conflicting or outdated information (Chen 138

et al., 2022; Zhang and Choi, 2023). Other work 139

has examined augmenting LMs with knowledge 140

graphs (Cai et al., 2023; Modarressi et al., 2024), 141

structured relational knowledge bases that may be 142

timestamped and whose nodes and edges may be 143

updated. However, such structure can be difficult 144

to construct and risks throwing away essential in- 145

formation; these methods are generally less used 146

than unstructured knowledge bases. 147

Continual learning: updating LMs via fine- 148

tuning A broader class of methods, applicable to 149

a much broader class of machine learning models, 150

study the problem of robustly performing contin- 151

ual learning under a non-stationary data distribu- 152

tion (Mitchell et al., 2018; Wang et al., 2024) via 153

training objectives that ensure that new informa- 154

tion is retained but old information is not forgotten 155

(Jang et al., 2022; Mehta et al., 2023; Jang et al., 156

2023). Previous work on LMs has explored the use 157

of continual pretraining (Jin et al., 2022), modified 158

pretraining objectives (Xu et al., 2023), and syn- 159
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thetic data generation (Padmanabhan et al., 2023;160

Akyürek et al., 2024). Continual learning methods161

are computationally intensive and less widely used162

than RAG and related methods in language models.163

Model editing: updating LMs with targeted in-164

terventions A final category of methods alter165

LM behavior by making targeted interventions to166

their parameters, either using specialized secondary167

“editing” models (Cao et al., 2021; Mitchell et al.,168

2022a) or performing closed-form updates (Meng169

et al., 2022, 2023). Current methods reliably up-170

date facts but not all their implications (Onoe et al.,171

2023; Hua et al., 2024), and are generally outper-172

formed by retrieval- or fine-tuning-based methods.173

Evaluating updates Few resources are currently174

available for evaluating models’ ability to generate175

text about changing features of the world while176

attributing these changes to known source of infor-177

mation. The Entity Cloze by Date (ECBD) dataset178

contains entities from Wikidata along with cloze-179

style sentences (Onoe et al., 2022), and the Lo-180

CoMo dataset contains long conversations to mea-181

sure long-term memory in models (Maharana et al.,182

2024); unlike CLARK, these datasets do not isolate183

entities whose properties change over time. Many184

datasets (Zhang and Choi, 2021; Chen et al., 2021;185

Meem et al., 2024; Dhingra et al., 2022; Kasai et al.,186

2023; Vu et al., 2023) have been released studying187

temporally-situated question answering; however,188

contexts in these datasets consist only of dates and189

not source documents. This makes it difficult to190

compare results across implementations: were im-191

provements due to a better system, or simply due to192

a more complete set of documents in the knowledge193

base? In CLARK, we release both our questions and194

attributable source documents for those questions.195

3 ERASE Method196

We seek to develop a system that can generate text197

(e.g. for the question answering task depicted in198

Fig. 1) while updating its behavior in response to199

a continuous stream of documents describing a200

changing state of the world (e.g. the article about201

the death of Queen Elizabeth II, shown with a yel-202

low background in Fig. 2). Informally, ERASE203

uses these documents to populate and edit a knowl-204

edge base that stores a collection of facts extracted205

from documents and represented as natural lan-206

guage strings (e.g. the identity of the new king,207

and the duration of Elizabeth II’s reign, shown208

with gray backgrounds in Fig. 2). Importantly, the 209

knowledge base records not just the content of each 210

fact, but when it was first added, and (if relevant) 211

when it ceased to be true. As new documents arrive, 212

ERASE attempts to maintain the knowledge base 213

in a consistent state—containing only facts that are 214

currently true—by rewriting facts or marking them 215

as false when contradictory facts are introduced 216

by new articles (e.g. deleting facts about Elizabeth 217

II’s health and updating other references to the UK 218

monarchy). During prediction, ERASE then op- 219

erates like a normal RAG appach: retrieving true 220

facts that are relevant to a given query. 221

More formally, we begin with a language model 222

encoding a conditional distribution over strings 223

pLM(prediction | context). When a new doc- 224

ument di is received with some timestamp τi, 225

we update the knowledge base K—each entry in 226

K consists of both a fact fj and a fact history 227

Hj = [(τj0, vj0), (τj1, vj1), . . .], where each τjk 228

is a timestamp and vjk is a truth value indicat- 229

ing whether fj was known to be true or false at 230

time τjk. We then parse the new document into a 231

sequence of facts fj using the LM. 232

Unlike standard RAG methods, it is not in gen- 233

eral necessary for facts extracted from documents 234

to correspond one-to-one with facts in the knowl- 235

edge base: knowledge base entries may also arise 236

by editing old facts in response to new articles. To 237

accomplish this, ERASE incorporates new docu- 238

ments into the knowledge base in three steps: re- 239

trieval, updating, and adding. 240

Step 1: Retrieve facts to edit.

R← Retrieve(K, d) (1) 241

We retrieve a set of knowledge base entries R = 242

{(fi0 , Hi0), · · · (fim , Him)} ⊂ K. Here we as- 243

sume that the facts most likely to require editing in 244

response to d are those most similar to d.2 Follow- 245

ing most modern RAG approaches (Lewis et al., 246

2020a), ERASE performs dense vector retrieval, 247

using a learned embedding model E to assign docu- 248

ments and facts vector representations, then retrieve 249

a set of m to optimize: 250

Retrieve(K, d) = arg top-k
(fj ,Hj)∈K

E(d)⊤E(fj) (2) 251

2For efficiency, we retrieve facts relevant to the entire
document in this step, rather than first parsing the document
into facts, then retrieving facts relevant to each extracted fact.

3



Figure 2: Overview of ERASE. We begin by retrieving existing facts relevant to input and prompting a LM to
update them. We also extract facts from the input to add to our knowledge base.

Step 2: Update retrieved facts.

∀(fj , Hj) ∈ R, (f ′
j , H

′
j)← Update(fj , Hj , d, τ)252

K ← K ∪ {(f ′
j , H

′
j)} (3)253

We update the knowledge base by modifying each254

retrieved fact fi ∈ R in one of the following ways:255

• Reinforce fact: If the fact f is supported by256

d, we add (true, τ) to H . An example of257

such a case would be f = Mary works in a258

warehouse and d = Mary came back from259

her job at UPS where she loaded and sorted260

packages all day.261

• Keep fact unchanged: If d is irrelevant to f262

or does not affect the truth value of f , then we263

do nothing and let f ′ = f and H ′ = H . An264

example of such a case would be f = Mary265

works in a warehouse and f = Mary took a266

jog in the park.267

• Make fact false: If f is contradicted by d, we268

add (false, τ) to H ′. An example of such269

a case would be f = Mary works in a ware-270

house and d = Mary got fired from her ware-271

house job.272

• Rewriting: Alternatively, if f is contradicted273

by d, we may rewrite it into a new expression274

f ′ that is inferrably true from d and the subset275

of retrieved facts ⊂ R that have been rein-276

forced or kept unchanged. We then replace277

the old KB entry (f,H) with a new KB entry 278

(f ′, [(true, τ)]). 279

For all operations above, we prompt a LM (the 280

same LM that we use for evaluation) to classify 281

each retrieved fact into one of reinforce, no change, 282

make false.3 We then iterate through all facts classi- 283

fied as make false, and ask the LM if it can rewrite 284

the fact into a true expression. In this second phase, 285

the LM is allowed to condition on facts that it clas- 286

sified as reinforce or no change, allowing it to po- 287

tentially handle multi-hop edits. The full details of 288

this procedure can be found in Appendix A.1. 289

Step 3: Add new facts.

K ← K ∪ Add_facts(T ) (4) 290

We add all new facts by conditioning on d and 291

prompting the LM to extract atomic facts f . The 292

prompt we use can be found in Appendix A.2. 293

Analogously, Chen et al. (2023) used a propo- 294

sitionizer to decompose articles into propositions. 295

Prediction: To use an ERASE system after up- 296

dating, generation is performed using a standard 297

RAG pipeline described in step 1. We condition 298

on both the retrieved facts and their corresponding 299

3The task in the first pass is similar to a fuzzy version of
natural language inference classification. Inputs that make
facts more likely (even if they do not exactly entail those
facts) are classified as support, and inputs that make facts less
likely (even if they do not exactly contradict those facts) are
classified as make false.
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history in context. The full prompt can be found300

in Appendix A.3.301

4 Dataset302

To construct datasets, we acquire a set of natural-303

language texts Lt, a set of ground truth world304

states Wt and a series of questions q0 · · · qn as-305

sociated with Wt. We focus on questions that306

update over time: the set of questions we ask307

at each timestep are the same, but each ques-308

tion is associated with a list of timestamped an-309

swers (qi, {(ai0, ti0), (ai1, ti1), · · · }). We con-310

struct datasets in two domains where continual311

learning is useful: one about the evolving state312

of the world, and one about the evolving state313

of agents in a conversation. Samples from each314

dataset can be found in Figure 3. An overview of315

state transitions and questions in these two datasets316

can be found in Appendix C.317

4.1 News Articles318

World States In this domain, world states are319

expressed in the form (subj, rel, obj): for320

instance, (Elizabeth II, position held,321

monarch of the United Kingdom). We mine322

these triples from Wikidata.4 As Wikidata is up-323

dated over time, each fact is also associated with324

a start and end date. To find changed facts, we ex-325

tract (subj, rel) pairs for which there are at least326

two distinct fact relations at different timestamps327

between November 2021 and April 2024. Through328

this process, we obtain 1,174 triples for 10 unique329

relations, summarized in Table 8.330

Documents For each world state (subj, rel,331

obj, start_ts, end_ts), where the start and332

end timestamps are extracted from Wikidata, we ob-333

tain an English article confirming that fact between334

the start and end timestamps, validated by crowd335

workers. Through this process, annotators collected336

a total of 1149 articles.5 See Appendix B.1 for de-337

tails. These documents—rather than raw relation338

triples—are the input to ERASE.339

Questions and Answers We automate the gener-340

ation of questions and answers from W by writing341

4https://www.wikidata.org/, which is public domain.
Its license can be found at https://www.wikidata.org/
wiki/Wikidata:Licensing.

5Note 1149 < 1174, meaning at least a few articles were
shared across relations – these represent difficult cases where
a single article makes multiple relation changes.

templates for each relation and generating ques- 342

tions and answers from those templates. We gen- 343

erated a total of 1409 questions. The full list of 344

templates can be found in Appendix B.1. 345

4.2 Synthetic Conversations 346

Following prior work (Maharana et al., 2024), we 347

construct a synthetic conversation domain by plac- 348

ing two LLMs with different personas in conversa- 349

tion with each other. Conversations are engineered 350

to reflect changing facts in the agents’ simulated 351

lives. A detailed overview of dataset construction 352

can be found in Appendix B.2. To validate the LM 353

generations, three authors manually examined 3 354

conversations (1008 questions) in total and got an 355

average of 95% accuracy on these questions. 356

This synthetic domain allows us to rigorously 357

control and evaluate forms of reasoning that may 358

be hard to isolate in natural data like news articles. 359

World States We generate an independent world 360

for each conversation. We model the world underly- 361

ing a conversation as a Markov chain with states S, 362

described by a list of (subj, rel, obj) relations, 363

and allowable transitions T (S). States S are de- 364

fined by entities including people, companies, jobs, 365

hobbies, along with mutable and immutable rela- 366

tions between them. Transitions t ∈ T (S) change 367

one or more relation in the state: for example, Bob 368

changed jobs to work at Google changes the em- 369

ployees of Google, the set of coworkers of Bob, the 370

set of coworkers of all Google employees, and the 371

set of coworkers of all employees of Bob’s former 372

company, etc. At each timestep, we sample a tran- 373

sition from T (S) uniformly at random. The full 374

list of entities, relations, and transitions and their 375

downstream effects can be found in Appendix B.2. 376

Conversations We generate conversations by 377

sampling two people in the world p1 and p2 and 378

prompting two LLMs with their corresponding per- 379

sonas and the initial world state S. We then gen- 380

erate twelve conversation “chunks”—separated by 381

time—by sampling state transitions between every 382

other chunk and having people converse about the 383

facts that have changed after each transitions. 384

We also construct a challenge set of multi-hop 385

updates in this domain, which require propagating 386

changes to multiple downstream facts and reason- 387

ing about global coherence between facts. For ex- 388

ample, Bob may mention that he has changed his 389

job but may not mention that Jane is no longer his 390

coworker or that Mary (who works at Google) is 391
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Figure 3: Sample data from our datasets. The News dataset consists of factual questions whose answers change
over time, with the associated source inducing that change. The Conversations dataset consists of conversations
between two personas with evolving life facts. The single-hop subset directly states all facts that are changed, while
the multi-hop subset requires reasoning about previous chunks of conversation to infer all changes.

now his coworker. The LM must make multi-hop392

inferences to update the latter two facts.393

We generate 100 conversations (50 single-hop,394

50 multi-hop) in total. Conversations were on aver-395

age 11045 tokens long in the single-hop subset and396

11069 tokens long in the multi-hop subset. Detailed397

statistics may be found in Appendix Figure 7.398

Questions and Answers Given a world state at399

time t, we query all facts about the world. Sim-400

ilar to the news setting, we automate generation401

of questions and answers through templates. We402

generate 140 questions per conversation.403

5 Experiments404

In our experiments, we present to a LM articles405

or conversational turns in chronological order, and406

periodically ask questions about the state of the407

world (as described by input documents) at that408

point in time.409

5.1 Evaluation and Metrics410

News articles We present the model with a411

stream of articles ordered by timestamp. As all an-412

swers are dated with a start and end timestamp, we413

always know which answer is true for a given times-414

tamp.6 We ask questions at regular intervals, at 415

timesteps corresponding to when 20%, 40%, 60%, 416

80%, and 100% of the total world state changes 417

have been revealed to the model. Because it is too 418

expensive to ask every question at every timestep, 419

we ask all questions whose answers have changed 420

Q, then sample a subset of questions whose an- 421

swers have not changed Q′, such that |Q′| = |Q|. 422

We design each question as a multiple choice ques- 423

tion, where the model is asked to select between 424

all answers that have been true for the question 425

in the past, present, or future. This ensures that 426

the negative options are sufficiently difficult, and 427

allows us to probe for the models’ updating capa- 428

bilities. We report exact-match accuracies between 429

the model-predicted answer to the true answer. 430

Conversation We evaluate each conversation in- 431

dependently, and report the mean and standard er- 432

ror of scores over each conversation. We stream in 433

chunks of conversations into the model, and ask 434

questions after each conversation chunk. Simi- 435

larly to the news domain, we subsample questions 436

whose answers have not changed, such that at each 437

timestep we are asking the same number of ques- 438

6Note that this does not correspond to when these facts
became true and false in the real world, but rather to when the
article introducing the changed fact was written and read.

6



Figure 4: Mixtral-8x7B (top) and Llama-3-8B (bottom)
results on the news article domain. ERASE outper-
forms RAG, RAG with fact-level granularity, and even
long-context models, especially in later timesteps as
more new information is learned.

tions whose answers have changed as those whose439

answers haven’t changed. For questions that have440

multiple true answers (e.g. List all siblings441

of Liam), we measure the set equality between the442

generated and true sets of answers. Otherwise, we443

use the same exact match accuracy as we use for444

the news articles domain.445

5.2 Models446

We use a Mixtral 8x7b Instruct model (56B param-447

eters; Jiang et al., 2024), queried using Together448

AI7, and a local copy of Meta’s Llama-3 8b Instruct449

model (8B parameters ; AI@Meta, 2024) run on450

one NVIDIA A100 GPU.8 For all prompts during451

inference and update-time, we sample from the LM452

7https://www.together.ai/
8Llama-3 8b has knowledge cutoff of March 2023. Mix-

tral’s has not been published, but appears to be around late
2022 or early 2023.

with temperature 0. We use GTR (T5-large; 770M 453

parameters; Ni et al., 2022) as E to encode queries 454

and documents for dense retrieval, both in the in- 455

ference stage and the retrieval step of updating. We 456

use a fast inner-product search datastructure for ef- 457

ficient retrieval (Douze et al., 2024). For prompting 458

during the updating stage, we use the same LM that 459

we are using for inference. We restrict the context 460

window to 4096 for the news domain and 2048 461

for the conversation domain.9 Inference and updat- 462

ing took a few hours to complete for both models 463

and for all method. At inference time, we allow 464

all models to perform zero-shot chain-of-thought, 465

giving them an additional ability to reason about 466

inconsistent facts at inference time. 467

5.3 Baselines 468

We compare ERASE to three baselines: 469

RAG RAG (Lewis et al., 2020a) stores and re- 470

trieves text at the granularity of passages. We save 471

each article and conversation chunk as a separate 472

passage in the knowledge base. For long articles 473

and conversation chunks, we divide them into pas- 474

sages of length context_window / 2. 475

Fact-RAG To isolate the effects of editing, we 476

benchmark against a version of RAG that stores 477

and retrieves facts in the knowledge base, akin 478

to Chen et al. (2023). We implement this baseline 479

by prompting LMs to extract facts from passages, 480

i.e. step 3 of ERASE, which outperformed the 481

propositionizer from Chen et al. (2023). 482

Long context LMs Mixtral-8x7B has a long con- 483

text window of 32k. We run an in-context learning 484

baseline by conditioning Mixtral on all news arti- 485

cles or conversation chunks, presented in chrono- 486

logical order. These texts are timestamped, and 487

Mixtral is able to condition on the most recent 488

set of texts up to its context limit when making 489

predictions. In the Conversations domain, this con- 490

dition serves as a skyline since conversations fit 491

completely into the context window. 492

6 Results 493

Figure 4 and Table 1 show results for the news and 494

conversation domains respectively. 495

9Note this is smaller than the original context windows
for these models, both to run our experiments efficiently, and
to test out a (realistic) scenario where the total number of
new world changes cannot fit into the context window of a
language model.
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Data Subset
Single-hop Multi-hop

0 updates 1 update 2+ updates 0 updates 1 update 2+ updates

Mixtral-
8x7B

RAG (Lewis et al., 2020a) 86.0±0.7 56.7±1.8 50.9±3.2 84.5±0.8 20.9±1.4 20.0±2.3

Fact-RAG (Chen et al., 2023) 82.7±0.8 51.5±1.8 52.7±3.1 81.8±0.8 18.0±1.3 30.2±2.7

ERASE (Ours) 82.0±0.8 59.1±1.8 57.9±3.1 81.5±0.8 20.1±1.4 27.2±2.6

Full Context 88.8±0.6 71.6±1.6 75.7±2.4 88.4±0.6 43.2±1.7 54.3±2.8

Llama-
3-8B

RAG (Lewis et al., 2020a) 84.4±0.7 57.8±1.8 55.2±3.1 83.6±0.8 22.2±0.1 26.8±2.6

Fact-RAG (Chen et al., 2023) 82.6±0.8 62.6±1.7 62.0±3.0 81.2±0.8 26.4±1.6 32.1±2.8

ERASE (Ours) 82.0±0.8 65.3±1.7 65.2±2.9 81.0±0.8 26.5±0.2 31.7±2.7

Table 1: Results on the synthetic conversation domain. Full context serves as a skyline in this domain as the full
conversation fits into the context window. We compare against other retrieval-based methods. In bold are results that
are the statistically significantly best out of all other methods in the same setting (model, data subset, # updates).
While ERASE significantly improves single-hop edits in both models, it still struggles with multi-hop edits. Small
LMs make errors in multi-hop reasoning during the overwriting stage, and suspect that as LMs improve multi-hop
reasoning, we will see greater gains with ERASE.
* We merge 2+ updates as generally there is a long tail of questions with more updates. Only 27 questions total have 3+ updates.

ERASE improves over vanilla RAG with pas-496

sage retrieval For both Mixtral and Llama-3 in497

both domains, we see significant improvements498

using ERASE over RAG, particuarly as the num-499

ber of edits increases. For example, in the news500

domain, at the final timestamp after reading all arti-501

cles, Mixtral with ERASE is 13 points better than502

Mixtral with RAG, while Llama with ERASE is503

about 6 points better than Llama with RAG. We see504

similar trends on the single-hop subset of the con-505

versation domain: for questions with 2+ updates,506

ERASE is 7 and 10 points better than RAG, using507

Mixtral and Llama respectively.508

Editing existing facts improves beyond RAG509

with fact retrieval For both Mixtral and Llama-3,510

ERASE substantially improves performance over511

Fact-RAG as the number of edits increases, on both512

the news domain and the single-hop subset of the513

conversation domain. Improving knowledge base514

consistency helps, even with step-by-step reasoning515

at inference-time.516

In the news domain, ERASE improves over517

long-context modeling In Figure 4, we plot Mix-518

tral with its full context window on the news do-519

main. Long-context models are unable to scale as520

more articles are added. However, we find that521

ERASE (and retrieval methods generally) are un-522

able to compete against fitting full conversations in523

the context window Table 1. That said, the cost of524

conditioning on full conversations is greater than525

the cost of conditioning on simply retrieved facts,526

especially as the number of queries per conversa-527

tion increases.10528

10Conditioning Mixtral on full conversations costs 7.3K
tokens per query, whereas retrieval costs ∼ 1.7K tokens per
query + a fixed cost of ∼ 42k tokens per conversation chunk.

Multi-hop retrieval and edits are still challeng- 529

ing Both LMs struggle with the multi-hop subset 530

of the conversation dataset. We believe this isn’t 531

a drawback of fact editing itself, but of our imple- 532

mentation of it: a qualitative examination of fail- 533

ure cases (see Appendix D.1 for some examples) 534

revealed that our retrieval model often failed to re- 535

trieve all downstream facts that need to be edited, 536

and language models on the scale of Mixtral-8x7b 537

and Llama-3-8b struggled with reasoning about 538

multi-hop edits, failing to make those edits when 539

necessary. A more powerful retrieval and editing 540

model may be able to avoid these errors. 541

7 Conclusion 542

In this paper, we introduced ERASE, an approach 543

for editing existing facts in a knowledge base when 544

new documents are being inserted. We also intro- 545

duced two datasets for testing the ability of models 546

to update their knowledge, accompanied by doc- 547

uments that induce those changes. Editing exist- 548

ing facts brings significant improvements to RAG- 549

based models. Even if future models become better 550

at reasoning about inconsistencies with scale, fact 551

editing is useful for amortizing the cost of reason- 552

ing about consistency at insertion time, rather than 553

having to re-evaluate consistency each time a fact is 554

queried. Future work can focus on improving any 555

part of the update pipeline, particularly focusing 556

on retrieving downstream facts (step 1) that will 557

be affected by an input (which is different from 558

retrieving simply relevant facts), and improving 559

LM ability to perform multi-hop updates (step 2). 560

Generally in the real world that the number of queries far
outflanks the number of documents generated about changes
in the world. In our dataset without subsampling, full context
would cost 102M tokens while ours would cost 28M tokens.
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Limitations561

As noted in Section 6, ERASE is still subpar for562

multi-hop updates, largely due to retrieval model’s563

inability to retrieve all the necessary facts and the564

LMs’ inability to reason about multi-hop edits. We565

believe that this limitation can be mitigated with566

better retrieval models and better LMs.567

Second, because LMs have a tendency to halluci-568

nate, allowing LMs to directly edit the knowledge569

base may introduce noise into the knowledge base.570

While our results found that the utility of propa-571

gation was greater than any hindrance due to such572

noise, this noise has the potential to snowball on573

long timescales as the number of new passages and574

edits grows beyond tens of thousands, hundreds of575

thousands, or millions. That said, we do not be-576

lieve this limitation is inherent to knowledge-base577

editing: future work can explore more principled578

and rigorous approaches to editing with guarantees579

around what edits are made and to how many facts.580

Furthermore, we believe that for any approach to581

model editing, there is a natural tradeoff between582

noise and edit coverage.583

Finally, having to process each document and584

update the knowledge base is less efficient than585

simply adding it to the retrieval store. We justify586

this cost by assuming that the number of insertions587

is far fewer than the number of queries. (For ex-588

ample, Forbes reports that 252,000 websites are589

created per day11, while Google receives about 8.5590

billion searches daily12.) Thus, by shifting the cost591

of reasoning about consistency from query-time to592

insertion-time, ERASE is arguably more efficient593

in practice than RAG.594

Ethical Considerations595

Being able to interpretably edit models is useful for596

improving the safety and trustworthiness of mod-597

els. If there is misinformation in the knowledge598

base, our method allows these facts to be corrected599

quickly and these corrections to propagate through600

the knowledge base. Our method magnifies the601

effect of each change, making it easy for system de-602

signers to keep knowledge up-to-date and remove603

any stale or incorrect knowledge. Conversely how-604

ever, this could also empower malicious actors to605

insert false facts, which will also be propagated606

through the knowledge base. There will need to607

11https://www.forbes.com/advisor/business/
software/website-statistics/

12https://seo.ai/blog/
how-many-people-use-google

be safeguards in place to ensure that any inserted 608

and propagated knowledge is from reliable sources, 609

with potential vetting of each inserted article. One 610

of the pros of ERASE is that we can see every 611

LM operation occurring in real time: any update 612

operation can be examined manually to ensure that 613

the changes are desirable. 614
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A Prompts for ERASE837

In this section, we list all prompts that we use for838

each step of our method.839

A.1 Fact Updating840

In practice, we implement these operations by per-841

forming two passes over the retrieved facts. In the842

first pass, we prompt the LM with the input d and843

each fact f ∈ R and prompt it to classify the fact844

into one of reinforce, no change, make false. From845

this first pass, we divide the retrieved facts into two846

sets: Rtrue, comprising facts that remain true (re-847

inforce, no change), and Rfalse, comprised of facts848

that have become false (make false). In the second849

pass, we iterate through Rfalse, and prompt the LM850

to rewrite the fact into a true fact (if possible), con-851

ditioned on the new document d and Rtrue. This852

serves a few purposes:853

1. If f is only made partially false by d, we may854

retain information expressed in f but not d.855

For example, if f is Mary and Bob work at856

UPS, and d is Mary got fired from UPS, we857

may rewrite f as Bob works at UPS, rather858

than negating the entire fact.859

2. Conditioning on Rtrue allows the LM to860

make multi-hop edits. For example, if f is861

Mary is coworkers with Bob, and d is Mary862

changed workplaces to Amazon, if Rtrue con-863

tains Quinn works at Amazon, then we can864

rewrite f as Mary is coworkers with Quinn.865

First round: classifying facts as becoming more866

or less likely to be true.867

1 [Input] [Timestamp: {ts}] {context} [End868

Input]869

2870

3 The fact "{fact}" was previously true.871

In light of the input, is "{fact}"872

likely still true as of {ts}? Begin by873

summarizing the changes we learned from874

the input, then reasoning briefly about875

them to give your final answer with "876

Answer: Reinforce" (if the input makes877

the fact more likely) or "Answer: Make878

False" (if the input makes the fact less879

likely) or "Answer: No Change" (if the880

input doesn't affect the fact, e.g. if881

the input is irrelevant to the fact).882

Assume that the fact is still true (keep883

true) if nothing in the input884

contradicts it.885

Second round: extracting rewrites 886

1 [Input] [Timestamp: {ts}] {context} 887

2 Other True Facts at {ts}: {", ".join( 888

still_true_facts)} 889

3 [End Input] 890

4 891

5 The fact "{fact}" was previously true 892

but no longer. Given the above input and 893

true facts, can you rewrite it into one 894

that is true as of {ts}? Output your 895

answer in form "rewrite: rewritten fact" 896

or "no rewrite possible". 897

A.2 Fact Extraction 898

1 Extract all facts from the input text, 899

with each fact on a new line and without 900

bullet points or numbered lists. Facts 901

should be simple, independent, 902

standalone, and decontextualized. Break 903

up long facts into smaller facts. 904

Resolve all references (e.g. pronouns, 905

definite articles, etc.) by copying full 906

reference object everywhere it is 907

referenced. Only include facts referring 908

to the current world state (what is 909

true *now*), as opposed to facts true in 910

the past. If there are no facts, please 911

output "No new facts." Do not include 912

any other text. 913

A.3 Inference 914

Given a question question at timestep ts (and 915

choices answer_choices), We first retrieve facts 916

fi, [(τi0, vi0), (τi1, vi1), · · · ] from the knowledge 917

base with similarity threshold > 0.7 to question. 918

We then prompt a LM with the following: 919

1 Read the statements/passages below then 920

answer the question below 921

2 922

3 ***BEGIN STATEMENTS*** 923

4 {f_i} ({v_{i0}} at {tau_{i0}}, {v_{i1}} 924

at {tau_{i1}}, ...) 925

5 {f_j} ({v_{j0}} at {tau_{j0}}, {v_{j1}} 926

at {tau_{j1}}, ...) 927

6 ... 928

7 ***END STATEMENTS*** 929

8 930

9 Given the above statements are true and 931

any prior knowledge you have, answer the 932

following question at timestep {ts}?: 933
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10 {question}934

11935

12 Briefly reason then answer with one of:936

{answer_choices}.937

For questions requiring list answers (e.g. list938

all the siblings of Rachel), we replace the last line939

with:940

1 Briefly reason then answer with a JSON941

list, ["item1", "item2", ...], of zero942

or more of the following items: {943

answer_choices}. If you include any of944

the above items, make sure to copy their945

names exactly as is from the list. Your946

list may be empty, [], if none of the947

answers are true.948

B Dataset Construction Details949

B.1 News Articles950

We construct this dataset in three stages:951

Extracting World States W . We re-952

trieve (subj,rel) pairs from Wikidata953

for which there are at least two distinct954

fact relations at different timestamps, e.g.955

(subj,rel,obj1,start_ts1,end_ts1) and956

(subj,rel,obj2,start_ts2,end_ts2). These957

timestamped facts are used to “represent” W . We958

filter for subjects subj located in English-speaking959

countries to ensure we can find English-language960

sources. We use SPARQL13 to obtain a set of961

(subj,rel) pairs.962

Obtaining Documents L. We an-963

notate each timestamped relation,964

(subj,rel,obj,start_ts, end_ts) with a965

source written between start_ts and end_ts966

(preferably close to the start_ts) stating967

that the (subj,rel,obj) relation is true. We968

crowdsource annotations from Prolific in two969

stages. In the first stage, Prolific annotators970

were presented with an interface which scraped971

candidate news articles off of Google14, and972

were asked to select sources which stated that973

the fact (subj,rel,obj,start_ts, end_ts) is974

true, but did not state that any succeeding fact,975

(subj,rel,obj2,start_ts2, end_ts2) where976

start_ts2 > start_ts, is true. In the second977

stage, we validated Prolific annotations from the978

13https://www.w3.org/TR/sparql11-query/
14In particular, we set the to-be-matched parameter of the

search to “news”, i.e. https://www.google.com/?tbm=nws

first stage by presenting articles from the first 979

round of annotations to annotators in the second 980

round, and asking users whether those articles 981

contained the fact in question. If second annotator 982

does not affirm the fact is present in the article, we 983

throw out the fact and the associated annotation. 984

We do an additional third round of filtration 985

with a language model, asking the language 986

model to affirm that the text of an article con- 987

tains (subj,rel,obj,start_ts, end_ts) 988

but not any succeeding facts 989

(subj,rel,obj2,start_ts2, end_ts2). 990

We only include articles and facts that pass 991

all three rounds of annotation. We recruited 992

English-speaking participants from the US for 993

annotations for all annotations. The full set of 994

instructions we give annotators can be found 995

in Tables 2 and 3. Screenshots of the interface can 996

be found in Figures 5 and 6. 997

Generating Question-Answers Pairs (q, {a}). 998

We automate generation of questions and answers 999

from W by writing templates for each relation and 1000

generating questions and answers from those tem- 1001

plates. The full list of templates can be found in Ta- 1002

ble 4. 1003

Prolific Details We recruited a total of 680 1004

English-speaking prolific annotators from the 1005

United States, with each annotator spending an 1006

average of 16:50 minutes on the task (∼ 7 minutes 1007

to read and understand instructions). We paid anno- 1008

tators an average of $14.20 per hour. This task was 1009

deemed exempt from IRB review. No personally- 1010

identifiable information was collected or stored, 1011

and all prolific annotators were associated with an 1012

anonymous prolific ID. 1013

B.2 Synthetic Conversations 1014

We also construct this dataset in three stages: 1015

Generating World States W . We model the un- 1016

derlying world and its transformations as a Markov 1017

chain with states S and a set of allowable transi- 1018

tions T (S) determined by S. At each timestep, we 1019

randomly sample a transition from T (S) uniformly 1020

at random. States S are described by a set of rela- 1021

tions (subj, rel, obj). The full list of entities 1022

types and relations for each entity type can be found 1023

in Table 5. To construct each world, we subsample 1024

10 people and 5 companies, and randomly initialize 1025

their kinship and employment relations. Transi- 1026

tions t ∈ T (S) change one or more relation in the 1027
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Please read these instructions carefully and only proceed once you have understood them. Once you start the task,
you will have 10 minutes to get through as many questions as possible.
For each question, you will be presented a fact. Please find a news article that implies that the fact is true, according to
the below requirements:

1. The article implies the fact, such that a reasonable person, without any prior knowledge, can infer that the fact is
true from reading the article.

Example: For fact Emad Mostaque is CEO of Stability AI (was True from 2020 to 2024-03-23)

Good Sources: This startup is setting a DALL-E 2-like AI free, consequences be damned: Article says "...Stability
AI CEO and founder Emad Mostaque wrote in a blog post"

Bad Sources: Artists can now opt out of the next version of Stable Diffusion: Cannot conclude fact from text of
article

2. The article is a news article or blog post.

Example: For fact Taylor Aylmer is a member of the Racing Louisville FC sports tea

Good Sources: Team News: Aylmer to make first regular season start

Bad Sources: Taylor Aylmer - Racing Louisville FC Midfielder - ESPN, Taylor Aylmer - Instagram

3. The fact is stated in the main body of the article text, not in a table, list, image, image caption, embedded tweet, etc.

Example: For fact Taylor Aylmer is a member of the Racing Louisville FC sports team

Good Sources: Team News: Aylmer to make first regular season start, Recap: Racing rallies to beat Orlando, keep
playoff hopes alive: Fact is in a list at the end, not the main text

Bad Sources: Jaelin Howell, Racing Louisville bring community together to help people with Down syndrome:
Fact is in an image caption but nowhere in the main text

4. The article is a web page, not a PDF or other file format.

Example: For fact Ali Shojaie is a IMS Fellow

Good Sources: Ali Shojaie elected fellow of the Institute of Mathematical Statistics

Bad Sources: IMS Carver Award 2023: Source is a PDF file, not a web page

5. The article is written in English.

Example: For fact Emad Mostaque is CEO of Stability AI (was True from 2020 to 2024-03-23)

Good Sources: This startup is setting a DALL-E 2-like AI free, consequences be damned

Bad Sources: [Bengali article]: Article is not in English

6. Avoid articles that state that the fact is or is about to become false. These are generally written near or past the end
date of a fact being true.

Example: For fact Emad Mostaque is CEO of Stability AI (was True from 2020 to 2024-03-23)

Good Sources: This startup is setting a DALL-E 2-like AI free, consequences be damned

Bad Sources: Stability AI founder Emad Mostaque plans to resign as CEO, sources say: Article is about the fact
being about to be false

If no listed articles satisfy these requirements, you have the option to either find a news article that satisfies the
requirements (a google search link is provided for reference, you may need to manually adjust the query or date
parameters) or selecting "cannot find source" if you cannot find any source in a reasonable amount of time.
There may also be a second fact that you need to avoid. If you see this fact in the article, do not select it as a source.
Tip: You may use "ctrl-f" (find tool) to quickly validate whether or not a fact is in the article.

Table 2: Instructions for round 1 of annotation for news article.
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Please read these instructions carefully and only proceed once you have understood them. Once you start the task,
you will have 12 minutes to get through as many questions as possible.
For each question, you will be presented a fact and a news article. Please confirm that the news article implies that the
fact is true, and conforms to the below requirements:

1. The article implies the fact, such that a reasonable person, without any prior knowledge, can infer that the fact is
true from reading the article.

Example: For fact Emad Mostaque is CEO of Stability AI (was True from 2020 to 2024-03-23)

Good Sources: This startup is setting a DALL-E 2-like AI free, consequences be damned: Article says "...Stability
AI CEO and founder Emad Mostaque wrote in a blog post"

Bad Sources: Artists can now opt out of the next version of Stable Diffusion: Cannot conclude fact from text of
article

2. The article is written in English.

Example: For fact Emad Mostaque is CEO of Stability AI (was True from 2020 to 2024-03-23)

Good Sources: This startup is setting a DALL-E 2-like AI free, consequences be damned

Bad Sources: [Bengali article]: Article is not in English

3. Avoid articles that state that the fact is or is about to become false. These are generally written near or past the end
date of a fact being true.

Example: For fact Emad Mostaque is CEO of Stability AI (was True from 2020 to 2024-03-23)

Good Sources: This startup is setting a DALL-E 2-like AI free, consequences be damned

Bad Sources: Stability AI founder Emad Mostaque plans to resign as CEO, sources say: Article is about the fact
being about to be false

If the provided article does not satisfy these requirements, you have the option to either find a news article that satisfies
the requirements (a google search link is provided for reference, you may need to manually adjust the query or date
parameters) or selecting "cannot find source" if you cannot find any source in a reasonable amount of time.
There may also be a second fact that you need to avoid. If you see this fact in the article, do not select it as a source.
Tip: You may use "ctrl-f" (find tool) to quickly validate whether or not a fact is in the article.

Table 3: Instructions for round 2 of annotation for news article.

Figure 5: Screenshot of round 1 of annotation for news article.
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Figure 6: Screenshot of round 2 of annotation for news article.

({subj}, employer, {obj})
Who is the employer of {subject}?
Is {subject} an employee of {object}?

({subj}, chief executive officer,
{obj})

Who is the CEO of {subject}?
What company is {object} the CEO of?
Is {object} the CEO of {subject}?

({subj}, chairperson, {obj})
Who is the chairperson of {subject}?
What organization is {object} the chairperson of?
Is {object} the chairperson of {subject}?

({subj}, head of state, {obj})
Who is the head of state of {subject}?
Where is {object} the head of state of?
Is {object} the head of state of {subject}?

({subj}, position held, {obj})
What government position does {subject} hold?
Does {subject} hold government position {object}?

({subj}, member of sports team,
{obj})

What sports team is {subject} a member of?
Is {subject} a member of {object}?

({subj}, unmarried partner, {obj})
Who is the unmarried partner of {subject}?
Who is the unmarried partner of {object}?
Is {object} the unmarried partner of {subject}?

({subj}, residence, {obj})
Where does {subject} reside?
Does {subject} reside in {object}?

({subj}, headquarters location,
{obj})

Where is the headquarters location of {subject}?
Is the headquarters location of {subject} in {object}?

({subj}, P463, {obj})
What organization is {subject} a member of?
Is {subject} a member of {object}?

({subj}, member of political party,
{obj})

What political party is {subject} a member of?
Is {subject} a member of {object}?

Table 4: Question-answer templates in the News domain

16



state. To be able to test the limits of our propaga-1028

tion, the set of transitions we define in this domain1029

all change more than one relation: for example,1030

“Bob changed jobs to work at Google” changes the1031

employees of Google, the set of coworkers of Bob,1032

the set of coworkers of all Google employees, and1033

the set of coworkers of all employees of Bob’s for-1034

mer company, etc. The full list of transitions and1035

their downstream effects can be found in Table 6.1036

Generating Conversations L. We generate con-1037

versations by sampling two people in the world p11038

and p2 and prompting two LLMs with their corre-1039

sponding personas and initial facts. We then gener-1040

ate twelve conversation “chunks” as follows: We1041

begin by sampling the next transition we want to1042

make in the world. The transition corresponds to a1043

natural language string that corresponds to only a1044

single relation. However, we know that each transi-1045

tion is associated with multiple changing relations.1046

To be able to infer the downstream changes of a1047

single relation changing, we need to know auxiliary1048

facts related to the object of the changed relation.1049

In the multi-hop subset of this dataset, we mention1050

auxiliary facts in the prior conversation chunks,1051

while only mentioning the immediate transition1052

(on a single relation) in the current chunk (without1053

mentioning any downstream changes). Thus, to1054

make the correct downstream inferences on this1055

subset, the system must retrieve and reason across1056

facts from prior conversation chunks.1057

For the singlehop subet, we mention all down-1058

stream effects in the same conversation chunk that1059

a transition is made.1060

Generating Question-Answers Pairs (q, {a}).1061

Given a world state at time t, we query all facts1062

about the world. Similar to the news setting,1063

we automate generation of questions and answers1064

through templates. Templates in this setting can be1065

found in Table 7.1066

C Dataset Statistics1067

The breakdown of changes in each of our datasets1068

can be found in Table 8 for news articles and Fig-1069

ure 7 for conversations. The breakdown of ques-1070

tions for conversations can be found in Table 9.1071

D Qualitative Analysis 1072

D.1 Error Analysis: Conversations 1073

(Multihop) 1074

Prototypical examples of multihop edit errors can 1075

be found below: 1076

Retrieval Errors Sometimes, the full list of facts 1077

that need to be updated are not retrieved. For ex- 1078

ample: 1079

Input conversation chunk: 1080

2023-11-01 1081

Katie: Hey Olivia! How have you been? 1082

Guess what? I’ve changed my job to 1083

Library Assistant at Central Public Li- 1084

brary! What’s new with you? 1085

Olivia: Hey Katie! That’s amazing news! 1086

Congrats on the new job as a Library 1087

Assistant at Central Public Library! 1088

... 1089

Retrieved facts: 1090

• The role of General Practitioner at Health- 1091

First Medical Clinic is a full-time job. 1092

• The role of Library Assistant at Central Public 1093

Library is a full-time job. 1094

• Rachel has a full-time job as a Medical Assis- 1095

tant at HealthFirst Medical Clinic. 1096

• Rachel works at HealthFirst Medical Clinic 1097

as a Medical Assistant. 1098

• The work hours of a Library Assistant at Cen- 1099

tral Public Library are from 9 to 17. 1100

• Katie works full-time at the Urban Develop- 1101

ment Project. 1102

• Olivia works full-time at the airport. 1103

• The salary for a Library Assistant at Central 1104

Public Library is $80,000. 1105

• Peter works from 9 to 17 at the Central Public 1106

Library. 1107

• Diana and Liam both have full-time jobs at 1108

the Urban Development Project. 1109

• The salary of an Archivist at Central Public 1110

Library is $130,000. 1111
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Entity Type Possible Relations

Person spouse, parents, children, job, company, hobbies, coworkers, work location, boss,
salary, industry, is-employed-full-time, work hours, workplace, siblings, parents-in-
law, children-in-law, step-parents, step-children, equipment necessary for hobbies

Company employees, jobs, head, location, industry, workplace type
Job company, salary, is-full-time, work hours
Hobby equipment necessary for hobby

Table 5: Full list of entities and relations defining each world state in the Conversation domain.

Transition type Downstream effects

person.job changes
from job1 to job2

person.company, person.coworkers, person.work-location,
person.boss, person.salary, person.industry, person.is-
employed-full-time, person.work-hours, person.workplace,
job1.company.employees, job2.company.employees

person.spouse changes
from person1 to person2

person.parents-in-law, person.parents.children-in-law,
person.children.step-parents, person.step-children, per-
son1.spouse, person1.parents-in-law, person1.parents.children-
in-law, person2.spouse, person2.parents-in-law,
person2.parents.children-in-law, person2.children.step-parents,
person2.step-children

person adopts child person.children, child.parents, child.siblings, child.spouse.parents-
in-law, person.children-in-law, child.step-parents,
person.spouse.step-children, person.children.siblings

person gets a new hobby
hobby

person.equipment-necessary-for-hobbies

job.salary changes for all people that have that job: person.salary

job.work-hours changes for all people that have that job: person.work-hours

Table 6: Full list of possible state transitions in the Conversation domain. Note the set of available transitions may
vary depending on the underlying state.

({subj}, spouse, {obj})
Who is the spouse of {subj}?
Who is the spouse of {obj}?

({subj}, job, {obj}) What is the job of {subj}?
({subj}, company, {obj}) Which company does {subj} work at?
({subj}, hobbies, {obj}) List all known hobbies of {subj}.
({subj}, coworkers, {obj}) List all known coworkers of {subj}.
({subj}, work location, {obj}) In which city does {subj} work?
({subj}, boss, {obj}) Who is the head of {subj}'s workplace?
({subj}, salary, {obj}) What is the salary of {subj}?
({subj}, industry, {obj}) What industry does {subj} work in?
({subj}, is-employed-full-time, {obj}) Does {subj} work full-time or part-time?
({subj}, work-hours, {obj}) What are the work hours of {subj}?
({subj}, workplace, {obj}) What type of workplace does {subj} work out of?
({subj}, parents, {obj}) List all parents of {subj}.
({subj}, children, {obj}) List all children of {subj}.
({subj}, siblings, {obj}) List all siblings of {subj}.
({subj}, parents-in-law, {obj}) List all parents-in-law of {subj}.
({subj}, children-in-law, {obj}) List all children-in-law of {subj}.
({subj}, step-parents, {obj}) List all step-parents of {subj}.
({subj}, step-children, {obj}) List all step-children of {subj}.
({subj}, necessary equipment for hobby, {obj}) List all equipment {subj} needs for their hobbies.

Table 7: Question-answer templates in the Conversation domain
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Figure 7: Distribution of changed relation types in the (A) News and (B) Conversation domains. (A) depicts the
number of transitions per year of each month, while (B) depicts the number of relation types that underwent that
number of changes across all conversations.

Relation type # (s, r) # (s, r, o)

Member of sports team 284 382
Position held 164 382
Employer 38 77
Chairperson 20 42
Head of state 9 18
CEO 6 13
Unmarried partner 5 12
Residence 4 8
Headquarters 2 4
Member of political party 1 2

Total 533 1174

Table 8: Breakdown of changed relation types in the
News domain, categorized by number of unique (subj,
rel) pairs and (subj, rel, obj) triples.

Question Topic # Yes/No # Multiple Choice # MC Choices

Boss 140 74 26
Coworkers 481 - -
Industry - 74 26
Is employed full-time 82 - -
Salary 158 80 11
Work hours 110 64 10
Work Location 274 72 20
Workplace 140 74 26

Total 1385 438

Table 9: Distribution of generated questions in the Syn-
thetic Conversation domain, categorized by question
topic and type.

The retriever at step 1 failed to retrieve the fol-1112

lowing facts to update. At inference time, these1113

facts were retrieved and affected the LM’s answer1114

on questions:1115

• Katie’s working hours are from 10 to 15.1116

• Katie’s salary is $100000.1117

• Diana and Liam work with Katie. 1118

Updating Errors Sometimes, facts that needed 1119

to be updated were retrieved, but were not updated 1120

by the LM. For example, 1121

Input conversation chunk: 1122

2023-11-26 1123

Katie: Hey Olivia! How have you been? 1124

I heard you changed your job to Safety 1125

Officer at Urban Development Project! 1126

How’s the new role treating you? 1127

Olivia: Hey Katie! Yes, I did change 1128

my job to Safety Officer at Urban Devel- 1129

opment Project! The new role has been 1130

quite a change, but I’m really enjoying it 1131

so far. How have you been? 1132

... 1133

Retrieved fact: 1134

• Olivia works from 9 to 17 at her job. 1135

Model-outputted update (and reasoning): 1136

1 Summary of changes: 1137

2 1138

3 1139

4 Olivia changed her job to 1140

Safety Officer at Urban 1141

Development Project. 1142

5 1143

6 No information is provided 1144

about Olivia's work schedule. 1145
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71146

81147

9 Reasoning:1148

101149

11 The input does not provide any1150

information that would suggest1151

Olivia's work schedule has1152

changed. The conversation is1153

about Olivia's new job, Katie's1154

hobbies, and their plans for1155

social activities. There is no1156

mention of Olivia's work1157

schedule or any changes that1158

would affect it. Therefore, the1159

fact "Olivia works from 9 to 171160

at her job" is likely still true1161

as of 2023-11-01.1162

121163

13 Answer: No Change1164

Note that this fact should’ve been flagged for1165

potential updating and forwarded to the rewrite1166

step (where the LM has an opportunity to retrieve1167

more facts to confirm or deny this fact). However,1168

the LM does not classify this fact as make false1169

because it is not directly contradicted by the input.1170

E Use of AI Assistants1171

Code was written with Co-pilot turned on. GPT*1172

models were also consulted for creating acronyms1173

for the method and dataset names.1174
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