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Abstract 1 

With the rapid advancement of artificial 2 

intelligence, large language models (LLMs) 3 

have made significant progress in capturing 4 

and responding to user needs. However, 5 

when applied to specific fields, particularly 6 

the Chinese medical domain, these models 7 

still face challenges. Existing medical 8 

LLMs often rely on supervised fine-tuning 9 

(SFT) for general medical tasks, but they 10 

struggle with understanding complex 11 

medical issues and aligning with expert 12 

intentions. To address this, we introduce 13 

CUMed-LLaMA, a Chinese medical LLM 14 

specifically designed for urology. It has 15 

undergone a complete training process, 16 

including pre-training, supervised fine-17 

tuning, and reinforcement learning from 18 

human feedback (RLHF), ensuring its 19 

strong performance in the urology domain. 20 

We have also developed a dataset 21 

containing various medical materials to 22 

enhance the model's ability to handle 23 

complex dialogues and proactive 24 

questioning. A multidimensional 25 

evaluation framework, considering 26 

relevance, professionalism, and user 27 

experience, was used to assess the model’s 28 

output. Experimental results show that 29 

CUMed-LLaMA outperforms existing 30 

baseline models in various medical tasks, 31 

particularly in urology, demonstrating 32 

capabilities on par with expert 33 

professionals. Although CUMed-LLaMA 34 

is focused on urology, it performs 35 

impressively across other medical tasks, 36 

supporting broader applications of LLM 37 

technology in the medical field. This study 38 

contributes to the development of Chinese 39 

medical LLMs and provides a solid 40 

foundation for practical applications in 41 

urology. 42 

1 Introduction 43 

With the rapid development of large language 44 

models (LLMs) represented by ChatGPT, their 45 

application prospects in the medical field have 46 

become increasingly promising. LLMs have 47 

already demonstrated significant potential in 48 

medicine, not only for the rapid generation of 49 

medical documents but also for assisting doctors in 50 

clinical decision-making(Thirunavukarasu et al., 51 

2023). Furthermore, in summarizing clinical text, 52 

certain LLMs have even outperformed medical 53 

experts(Van Veen et al., 2024). The application of 54 

LLMs in medical question-answering systems has 55 

also gained significant momentum(D. Wang & 56 

Zhang, 2024). However, due to the complexity and 57 

specialization of the biomedical knowledge system, 58 

developing high-precision, high-safety medical 59 

question-answering systems presents a high 60 

threshold(Singhal, Azizi, et al., 2023). Despite 61 

these challenges, notable progress has been made 62 

in relevant research, such as Google’s development 63 

of the Med PaLM2 model, which has achieved 64 

leading results in multiple medical question-65 

answering benchmarks(Singhal, Tu, et al., 2023). 66 

Subsequently, the potential of large models in 67 

medical dialogue has been widely recognized, and 68 

an increasing number of research institutions have 69 

started developing related medical models. Models 70 

such as PMC-LLaMA(Wu et al., 2023) and 71 

MediQ(S. S. Li et al., 2024) have emerged. These 72 

models often utilize the open-source large model 73 

LLaMA(Touvron, Lavril, et al., 2023), which 74 

performs comparably to closed-source GPT 75 

models. Moreover, LLaMA offers various 76 

parameter types, better meeting the practical 77 

application requirements, especially in specific 78 

domain tasks, where open-source models can be 79 

more efficiently optimized and deployed. 80 
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In order to enable LLMs to better handle 81 

Chinese data, particularly in the field of Chinese 82 

medical dialogue, research institutions in China 83 

have begun developing medical large models based 84 

on Chinese corpora. For example, ChatDoctor(Y. 85 

Li et al., 2023) and DoctorGLM(Xiong et al., 2023) 86 

are both striving to improve the model’s 87 

performance in the Chinese medical context. 88 

However, despite these models being fine-tuned on 89 

Chinese medical data, they still face a series of 90 

challenges. These models primarily rely on general 91 

English data during the pre-training phase, with 92 

Chinese medical domain knowledge only being 93 

incorporated during the fine-tuning phase. This 94 

discrepancy between pre-training and fine-tuning 95 

data can lead to difficulties when transitioning from 96 

general fields to highly specialized medical fields, 97 

as the models may struggle to adapt quickly(Hua et 98 

al., 2024; L. Zhou et al., 2024). The language 99 

patterns and knowledge structures involved in 100 

English general-purpose data typically do not 101 

apply to the medical domain, resulting in logical 102 

biases or information loss when the model is faced 103 

with complex medical issues. Furthermore, the 104 

knowledge of large language models is almost 105 

entirely derived from the pre-training phase(C. 106 

Zhou et al., 2023). If medical professional data is 107 

not included in the pre-training phase, the model’s 108 

performance in medical tasks will be significantly 109 

compromised. Recently, models like 110 

Bianque(Chen et al., 2023), Zhongjing(Yang et al., 111 

2023), and ChiMed-GPT(Tian et al., 2024) have 112 

partially addressed these issues by incorporating 113 

pre-training, fine-tuning, and reinforcement 114 

learning, significantly improving model 115 

performance in the Chinese medical context. The 116 

goal of these models is to develop a general 117 

medical model that covers knowledge across 118 

multiple departments and various medical tasks, 119 

including clinical diagnosis, disease treatment, and 120 

health education. However, despite technological 121 

breakthroughs, a parameter size of 13B is still 122 

insufficient to handle the vast knowledge system of 123 

the medical field. The content in the medical 124 

domain is exceptionally complex, encompassing 125 

basic medicine (such as anatomy and physiology), 126 

multidisciplinary fields, as well as sub-specialties 127 

like cardiology and oncology. The depth of 128 

knowledge, expression styles, and 129 

diagnostic/treatment processes within each sub-130 

specialty can vary significantly. Particularly in 131 

interdisciplinary integration and handling complex 132 

cases, the model’s performance often fails to meet 133 

practical requirements. 134 

In response to the aforementioned challenges, 135 

we have drawn on valuable insights from cutting-136 

edge research to develop CUMed-LLaMA, a 137 

Chinese medical large model based on Ziya-138 

LLaMA-V2(Gan et al., 2024). CUMed-LLaMA 139 

implements the complete process from pre-training, 140 

fine-tuning, to reinforcement learning. During both 141 

the pre-training and fine-tuning phases, a 142 

substantial corpus of Chinese medical professional 143 

texts was utilized, enabling the model to effectively 144 

transfer the medical knowledge acquired during 145 

pre-training to the fine-tuning phase, thereby 146 

significantly enhancing its understanding of 147 

Chinese medical texts. Unlike Zhongjing and 148 

ChiMed-GPT, which aim to cover the entire 149 

medical field, CUMed-LLaMA focuses on a single 150 

specialty, urology. Particularly during the fine-151 

tuning and reinforcement learning stages, the 152 

model emphasizes urological dialogue data, 153 

ensuring more precise performance in the urology 154 

domain and better alignment with clinical needs. 155 

To construct high-quality training data, we 156 

collected a large amount of professional and 157 

authentic medical content, including medical 158 

encyclopedias, medical textbooks, and case studies 159 

for the pre-training phase, as well as urological 160 

dialogue data for fine-tuning and reinforcement 161 

learning. These dialogues simulate real-world 162 

doctor-patient interactions in outpatient settings, 163 

covering the diagnostic processes of common 164 

urological conditions such as urinary tract 165 

infections, kidney stones, and prostate diseases. 166 

The resulting CUMed-LLaMA model not only 167 

demonstrates robust professional capabilities in the 168 

field of urology but also possesses a broad 169 

knowledge base in medicine, enabling it to 170 

effectively address a wide range of medical issues. 171 

The overall process is illustrated in Figure 1. 172 

2 Methods 173 

2.1 Continuous Pre-training 174 

High-quality pre-training datasets are crucial for 175 

the performance of large models. The diversity, 176 

richness, and professionalism of the data can 177 

significantly enhance the model's understanding 178 

and generation capabilities. To this end, we 179 

collected various types of data from multiple 180 

sources, including medical encyclopedic 181 

knowledge, medical knowledge graphs, and 182 
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 183 

Figure 1: An illustration of the overall framework of our study. 184 

 185 

medical case data. In order to ensure the quality and 186 

professionalism of the data, we applied rigorous 187 

standards during the data screening and 188 

preprocessing stages. Each data point underwent 189 

manual review, with lower-quality or less-relevant 190 

data removed, leaving only high-quality data that 191 

met the pre-training requirements. In the medical 192 

encyclopedic knowledge dataset, we ultimately 193 

retained 369,000 high-quality data points after 194 

strict filtering. These data covered various 195 

subfields, including basic medicine, clinical 196 

medicine, and pharmacology. During the screening 197 

of medical case data, we carefully selected 14,000 198 

case records with high-quality clinical information, 199 

ensuring their representativeness and practical 200 

value. Simultaneously, we discarded 201 

approximately 12,000 records that lacked valid 202 

information or contained significant errors. For the 203 

medical dialogue dataset, we filtered out 630,000 204 

high-quality dialogues from the original data,  205 
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Stage Dataset Department Token Number Storage Size 

Pre-training Encyclopedia Multiple 120,429,235 565.33MB 

Question-Answering Multiple 97,666,379 444.88MB 

Knowledge Graph Multiple 26,072,459 119.10MB 

Medical Cases Multiple 12,799,680 55.90MBr 

Textbooks Multiple 8,400,212 38.08MB 

Fine-tune Single-turn QA Urology 9,825,615 15.49MB 

Multi-turn QA Urology 9,595,993 15.58MB 

Rejection Sampling Reward QA Urology 3,158,349 4.77MB 

Table 1: A demonstration of datasets for different stages. 206 

 207 

removing around 160,000 dialogues of lower 208 

quality. Through this meticulous data cleaning and 209 

selection process, we constructed a high-quality, 210 

specialized medical dataset that provides a solid 211 

foundation for the pre-training of large models. The 212 

specific datasets used are shown in Table 1.  213 

Due to the relatively limited support of LLaMA 214 

for Chinese, we chose Ziya-LLaMA-V2 for 215 

subsequent development. Ziya-LLaMA is a version 216 

developed by Chinese researchers based on 217 

LLaMA, significantly enhancing LLaMA's ability 218 

to process Chinese through training on a large 219 

volume of Chinese corpora. In the experiment, we 220 

selected AdamW(Loshchilov & Hutter, 2019) as 221 

the optimizer and set the initial learning rate to 222 

5×10⁻⁵. AdamW employs a decoupled weight 223 

decay regularization method that helps improve 224 

training stability. To further enhance the stability of 225 

the training process and accelerate the model's 226 

convergence, we applied a linear warmup strategy 227 

to prevent gradient explosion caused by an 228 

excessively large initial learning rate. Additionally, 229 

we used the Megatron-LM framework(Shoeybi et 230 

al., 2020) for efficient distributed training and 231 

adopted BF16 mixed-precision 232 

training(Micikevicius et al., 2018) to optimize 233 

GPU memory costs and accelerate computation. To 234 

prevent overfitting, we set the weight decay to 0.01 235 

in the optimizer and applied Dropout(Srivastava et 236 

al., 2014) with a dropout rate of 0.1 in some fully 237 

connected layers. Through the comprehensive 238 

application of these strategies, we significantly 239 

improved the training efficiency and performance 240 

of the model. 241 

2.2 Supervised Fine-tuning 242 

Supervised fine-tuning (SFT) is a crucial phase in 243 

enabling LLMs to acquire intelligence(Ouyang et 244 

al., 2022; Touvron, Martin, et al., 2023). Over-245 

reliance on distilled data from GPT or other large 246 

models can lead to a degradation of model 247 

performance(Gudibande et al., 2023; Shumailov et 248 

al., 2024). Therefore, we collected over 20,000 249 

high-quality data points focused on urology. 250 

Through these carefully curated doctor-patient 251 

dialogue datasets, the model is able to effectively 252 

leverage the medical knowledge accumulated 253 

during pretraining, enabling it to better understand 254 

and respond to user queries. Our dataset covers a 255 

broad range of urological issues, rich in content and 256 

highly representative. In the SFT process, the 257 

model combines either single-turn or multi-turn 258 

dialogue history with the patient’s latest utterance 259 

to generate a doctor's response. In single-turn 260 

dialogues, the model generates a response based 261 

solely on the current patient query and relevant 262 

context. In multi-turn dialogues, the model 263 

considers the entire conversation history, 264 

integrating previous patient utterances and doctor 265 

responses, thereby generating more accurate and 266 

coherent doctor responses. During training, the 267 

model inputs the prompt, compares its generated 268 

response with the gold-standard answer, computes 269 

the loss, and updates all parameters accordingly. To 270 

efficiently utilize the model’s maximum sequence 271 

length, we concatenate short response pairs and 272 

insert special tokens to mark the boundaries 273 

between different response pairs. To ensure optimal 274 

training, we used LlamaFactory(Zheng et al., 2024), 275 

a framework designed to enhance the training 276 

process. The hyperparameters were set with a  277 
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Dimension Ability Explanation 

Relevance Comprehensiveness The answer must include all relevant medical information, without 

omitting important details. 

Relevance The answer must stay focused on the core of the question, ensuring 

that each part of the response directly addresses the inquiry. 

Logical Structuring The answer should follow a clear logical structure, with well-

organized content that is easy to follow. 

Expertise Safety The answer must prioritize patient safety, ensuring that no 

misleading or potentially harmful advice is given. 

Professionalism The answer must meet the standards and expectations of the medical 

industry, demonstrating appropriate professional expertise. 

Ethical Compliance The answer must adhere to medical ethics, ensuring compliance with 

moral and professional standards. 

Experience Clarity The answer should be concise and clear, avoiding overly technical 

terms to ensure patient understanding. 

Response Efficiency The response should be timely, especially in urgent situations where 

rapid responses are necessary. 

Tone and Emotional 

Resonance 

The answer should convey a friendly and warm tone, avoiding cold 

or overly brief responses, ensuring that emotional empathy is 

effectively communicated. 

Table 2: Medical question-answering ranking annotation criteria, divided into 3 capability dimensions and 278 

9 specific abilities with explanations. The importance is ranked from high to low. 279 

 280 

learning rate of 2×10-5, weight decay of 0.1, and a 281 

batch size of 16. Through these methods, the model 282 

effectively learns from the training data and 283 

generates high-quality, expected responses. 284 

2.3 Reinforcement Learning from Human 285 

Feedback 286 

We divide reinforcement learning with human 287 

feedback (RLHF) into two main stages: reward 288 

model training and rejection sampling fine-tuning. 289 

In the reward model training stage, we constructed 290 

a dataset containing 5000 single-turn doctor-291 

patient Q&A instances, with 4500 instances in the 292 

training set, and 250 instances each in the 293 

validation and test sets. Each instance includes two 294 

answers: the "accepted answer" provided by the 295 

doctor and the "rejected answer" generated by 296 

DeepSeek(DeepSeek-AI et al., 2024). To enhance 297 

the accuracy of the reward model, we did not 298 

directly use the answers generated by ChatGPT and 299 

GPT-3.5-Turbo but instead utilized the 300 

intermediate responses generated by these models 301 

to improve the model's performance. Specifically, 302 

we ranked the four responses in the following order: 303 

the doctor's positive answer, ChatGPT's response, 304 

GPT-3.5-Turbo's response, and the rejected answer. 305 

We then paired adjacent responses, using the 306 

higher-ranked response as a positive sample and 307 

the lower-ranked response as a negative sample for 308 

training the reward model. During training, we 309 

adopted a cosine decay strategy for the learning 310 

rate, which started at 5×10-6 and gradually 311 

decreased to 10% of the initial learning rate. The 312 

training ran for two epochs with a batch size of 8, a 313 

3% warm-up phase, and a minimum step count of 314 

5. After training the reward model, we proceeded 315 

to the rejection sampling fine-tuning stage to 316 

ensure the model's outputs better align with human 317 

preferences. In this stage, we randomly sampled 318 

5000 prompts from the SFT dataset, and assigned a 319 

score to each generated output using the reward 320 

model. Based on these scores, we selected the top 321 
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 322 

Figure 2: Experimental results on Huatuo26M-test for evaluation. 323 

 324 

Figure 3: Experimental results on RJUA-QA for evaluation. 325 

 326 

k responses as the golden standard for further fine-327 

tuning. The rejection sampling fine-tuning phase 328 

utilized the AdamW optimizer with the following 329 

hyperparameters: β1 set to 0.9, β2 set to 0.98, ϵ set 330 

to 1×10-2, a learning rate of 5×10-5, a weight decay 331 

coefficient of 0.2, a batch size of 64, and trained for 332 

400 iterations. We applied distributed training and 333 

efficient tuning techniques to ensure the training 334 

and fine-tuning processes were both effective and 335 

stable. As a result of these optimizations, the 336 

model's performance during rejection sampling 337 

fine-tuning was significantly improved. The 338 

generated responses became more aligned with 339 

human preferences, while also enhancing the 340 

model’s applicability in the medical domain. This 341 

approach draws inspiration from ChiMed-GPT's 342 

methodology and combines practical data with 343 

advanced technologies to further optimize the 344 

conversational model in the medical field. 345 

3 Results 346 

3.1 Evaluation Metrics 347 

Evaluating the quality of medical dialogues is a 348 

complex and multidimensional task. Traditional 349 

evaluation metrics, such as BLEU(Papineni et al., 350 

2002) and ROUGE(Lin, 2004), while capable of 351 

assessing certain aspects of lexical relevance and 352 

superficial similarity between dialogues, fall short 353 

in comprehensively evaluating critical factors like 354 

deep semantics, knowledge accuracy, safety, and 355 

ethics. To address this, we propose a new 356 

evaluation scale (as shown in Table 2), which 357 

includes three key dimensions: relevance, 358 

professionalism, and user experience. Relevance 359 

assesses whether the response is closely related to 360 

the question, ensuring that the answer does not 361 

deviate from the topic; professionalism evaluates 362 

the accuracy and correctness of the response; and 363 

user experience focuses on the appropriateness of 364 

the tone, ensuring the fluency of the dialogue and 365 

the comfort of the user. For responses from 366 

different models to the same question, we classify 367 

the results and rate them as "win," "draw," or 368 

"loss," using this as a measure of each model's 369 

overall performance in response quality. Given the 370 

highly specialized nature of the medical field, only 371 

reviewers with professional medical knowledge 372 

can accurately evaluate the correctness of the 373 

terminology and information, as well as the 374 

adherence to medical ethics within the dialogue(P. 375 

Wang et al., 2023). However, relying on medical  376 
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User: 

大便颜色呈叶绿色异常半年有余。有胃炎伴有胃酸灼热感。大便无规律有时呈糊状。有时便秘 

The stool has been abnormally dark green for over six months. I have gastritis with a sensation of acid 

reflux. The stool is irregular and sometimes mushy. Occasionally, I have constipation. 

Zhongjing 

你好，你这种情况需要做个肠镜检测。检测幽门杆菌，看看是否有胃溃疡。 

Huatuo 

大便呈叶绿异常可能与饮食有关，比如近期摄入了较多含叶绿色素的食物。此外，胃酸过量也可

能影响大便状态。建议注意饮食，并观察症状变化，如有持续不适，建议就医检查。 

The abnormal green color of the stool may be related to diet, such as consuming more foods containing 

chlorophyll recently. Additionally, excess stomach acid may affect stool condition. It is recommended to 

pay attention to your diet and observe any changes in symptoms. If discomfort persists, a medical check-

up is advised. 

ChiMed-GPT 

你好，根据你的咨询，属于慢性胃炎，消化功能紊乱所致的症状，处理，一是不吃辛辣刺激食

物，二是不喝汤水，三是服用一段时间三九胃泰，整肠生胶囊和乳酸菌素片，保和丸治疗 

Hello, based on your inquiry, this is likely chronic gastritis caused by digestive dysfunction. Treatment 

includes: 1) Avoid spicy and irritating foods, 2) Avoid soups and watery foods, and 3) Take medications 

such as Sanjiu Weitai, Zhengchangsheng capsules, and Lactic Acid Bacteria pills for a period of time, 

along with Baohe pills for treatment. 

CUMed-LLaMA 

如果是脾胃虚弱的话可以用健脾益气的药物，如果不是的话用力泻药注意调节饮食，使脾胃得到

恢复。建议你注意：1、注意饮食卫生，避免食用生冷食物，避开生冷，注意腹部保暖。2、避免

过度劳累，注重精神调理，增强体质。3、保持良好的情绪，学会自我调节，注射情绪。 

If you have spleen and stomach weakness, you may consider using medications to strengthen the spleen 

and invigorate qi. If that is not the case, using strong purgative medications might be appropriate, but be 

sure to adjust your diet to help restore the function of the spleen and stomach. Recommendations: 1. Pay 

attention to food hygiene, avoid consuming cold or raw foods, and keep your abdomen warm. 2. Avoid 

overexertion, focus on mental relaxation, and strengthen your overall health. 3. Maintain a positive 

emotional state, learn how to manage stress, and practice emotional regulation. 

Table 3: Responses generated by various models, accompanied by their English translations. 377 

 378 

professionals for manual evaluation is both time-379 

consuming and labor-intensive. To improve 380 

evaluation efficiency and reduce resource 381 

consumption, we introduce ChatGPT as an 382 

auxiliary scoring tool to assess relevance and user 383 

experience. 384 

3.2 Results 385 

As shown in Figures 2 and 3, Huatuo26M 386 

evaluates the performance in the general medical 387 

domain, while RJUA-QA(Lyu et al., 2024) focuses 388 

on the urology-specific evaluation. In the context 389 

of the overall medical domain, CUMed-LLaMA 390 

outperforms other models in both relevance and 391 

expertise dimensions, demonstrating its ability to 392 

precisely capture core information in the medical 393 

field and generate high-quality professional 394 

responses. In comparison, ChatGPT and ChiMed-395 

GPT show similar performance to CUMed-396 

LLaMA, whereas Zhongjing and Huatuo perform 397 

relatively weaker in these two dimensions, 398 

particularly when handling tasks requiring deep 399 

expertise, where the models' accuracy and depth 400 

are insufficient. In terms of user experience, 401 

CUMed-LLaMA exhibits certain gaps compared to 402 

ChatGPT, particularly when handling tasks related 403 

to interactivity and optimization of user experience, 404 

with its output quality and user satisfaction slightly 405 

lower than that of ChatGPT. Overall, CUMed-406 

LLaMA shows comparable performance to other 407 

models in the experiential dimension, without 408 

demonstrating a distinct advantage. In the urology-409 

specific evaluation, CUMed-LLaMA again excels 410 

in both relevance and expertise dimensions, further 411 

validating its strong capabilities in specialized 412 

medical fields. This indicates that CUMed-LLaMA 413 

is highly effective at handling urology-related 414 

professional issues and generating accurate, in-415 

depth responses. In contrast, other models show 416 

weaker performance in urology tasks, primarily 417 

due to insufficient domain knowledge, resulting in 418 
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lower accuracy and professionalism in their 419 

responses. 420 

As demonstrated in Table 3, we present example 421 

responses generated by different models. A 422 

comparative analysis reveals that CUMed-LLaMA 423 

provides the most comprehensive and specific 424 

answers. It not only recommends further diagnostic 425 

tests (such as gastroscopy and routine stool 426 

analysis) but also incorporates advice on dietary 427 

adjustments, medication, and emotional 428 

management, reflecting a thorough and holistic 429 

approach to the patient's condition. In contrast, 430 

Zhongjing offers useful recommendations for 431 

testing but lacks guidance on treatment and 432 

lifestyle modifications. Huatuo provides dietary 433 

suggestions but lacks in-depth medical analysis. 434 

ChiMed-GPT, while focusing on gastritis and 435 

pharmacological treatment, overlooks the 436 

recommendation for additional diagnostic tests and 437 

exhibits a lower level of fluency in its Chinese 438 

responses. Overall, CUMed-LLaMA outperforms 439 

the other models in terms of medical 440 

professionalism and patient communication, 441 

thereby strongly supporting the high quality of our 442 

work and dataset and providing compelling 443 

evidence for the potential applications of this 444 

model in the medical field. 445 

4 Conlusion 446 

In this study, we introduce the CUMed-LLaMA 447 

model, which focuses on the medical field, 448 

particularly demonstrating exceptional 449 

performance in the application of urology. Through 450 

a comprehensive training process that includes 451 

pretraining, supervised fine-tuning (SFT), and 452 

reinforcement learning with human feedback 453 

(RLHF), CUMed-LLaMA outperforms other 454 

open-source Chinese medical large language 455 

models at each stage. This achievement not only 456 

highlights the importance of pretraining and RLHF 457 

in the medical domain, especially in medical 458 

dialogue generation and related tasks, but also 459 

validates the critical role of the meticulously 460 

designed datasets used during the training process. 461 

These datasets have played a pivotal role across 462 

pretraining, fine-tuning, and reinforcement 463 

learning stages, ensuring the model’s accuracy and 464 

reliability when handling complex medical tasks. 465 

Looking ahead, we plan to build several mixture-466 

of-experts (MoE) models based on the CUMed-467 

LLaMA architecture. The MoE model dynamically 468 

activates specialized expert networks based on the 469 

requirements of different tasks, thereby improving 470 

both the efficiency and accuracy of the model. This 471 

approach not only optimizes the use of 472 

computational resources but also significantly 473 

enhances the model’s performance and flexibility 474 

when addressing various specialized medical tasks. 475 

We believe that by incorporating this strategy, 476 

CUMed-LLaMA will be better equipped to meet 477 

the increasingly complex demands of medical 478 

applications in the future, offering more precise 479 

and reliable medical support. 480 

5 Limitations 481 

Although CUMed-LLaMA has demonstrated 482 

significant potential in the medical field, it still has 483 

certain limitations. Currently, the model primarily 484 

focuses on dialogue generation and lacks 485 

multimodal capabilities, which limits its ability to 486 

integrate diverse forms of medical data such as 487 

imaging and diagnostic results. While CUMed-488 

LLaMA performs well in medical-related tasks, it 489 

cannot guarantee the complete accuracy of all 490 

generated responses. Given that medical data may 491 

inherently be incomplete or inaccurate, we advise 492 

users to exercise caution when making important 493 

decisions and to seek professional medical advice 494 

when necessary. Another key limitation lies in the 495 

model's language and communication skills. 496 

Although CUMed-LLaMA is capable of 497 

generating fluent dialogue, it cannot employ the 498 

nuanced communication techniques that human 499 

doctors use to reassure patients, address concerns, 500 

or provide emotional support, particularly when 501 

dealing with sensitive health issues. Patients often 502 

require more personalized care and empathy, which 503 

the model is unable to offer. Therefore, while 504 

CUMed-LLaMA can provide medical knowledge 505 

and suggestions, it cannot replace the 506 

comprehensive care and clinical judgment 507 

provided by a physician. Future research will focus 508 

on enhancing the model's safety, reducing 509 

hallucinations, and exploring the integration of 510 

multimodal information to offer more 511 

comprehensive and accurate medical services. 512 

However, CUMed-LLaMA currently remains a 513 

research tool rather than a substitute for 514 

professional medical consultation. Its effective 515 

collaboration with human experts remains a crucial 516 

direction for future development. 517 
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