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ABSTRACT

Reasoning in language models involves both explicit steps in the generated
text and implicit structural shifts in hidden states, yet their joint dynamics re-
main largely underexplored. We propose a Hierarchical Hidden Markov Model
(HHMM) that captures these two dimensions: semantic roles and latent depth
regimes. This framework models how reasoning evolves through semantic stages
and how the depth of computation shifts across the network. By linking what
function a step serves to where it arises in the network, our approach provides a
unified lens for both understanding reasoning dynamics and offering insights into
steering strategies. Our analysis reveals consistent patterns: successful reasoning
trajectories follow stable semantic paths and align with well-formed structural an-
chors, whereas failures are characterized by hesitation loops and unstable depth
transitions. We further validate our findings by applying step-aware intervention:
we derive steering vectors from the transition matrices that encourage trajectories
to follow the paths associated with correct reasoning. Across multiple open-source
reasoning models, these targeted nudges consistently convert failing runs into cor-
rect ones without increasing output length.

1 INTRODUCTION

Reasoning models have demonstrated strong capabilities in mathematics, scientific reasoning, and
deliberative problem solving (Jaech et al., 2024; Chen et al., 2025b). Yet fundamental questions
remain unresolved: when models perform reasoning, how do they integrate both explicit reasoning
expressed in generated text and the implicit reasoning reflected in hidden computations to work
together in solving problems?

Recent studies suggest that reasoning effectiveness depends not only on the correctness of individ-
ual steps but also on their structural roles, with a few “anchor” steps disproportionately shaping
outcomes (Bogdan et al., 2025). Mechanistic studies show that reasoning does not occur uniformly,
but is carried out by specific architectural modules (Cabannes et al., 2024; Dutta et al., 2024).

To systematically characterize reasoning in language models, we introduce a Hierarchical Hidden
Markov Model (HHMM) that integrates explicit and implicit reasoning into a single framework. At
the top level, the model is a Markov chain over explicit reasoning categories, capturing semantic
transitions across generated “thinking” tokens. At the bottom level, conditioned on the top-level
category, the model is a hidden Markov chain over implicit reasoning regimes, which represent how
computation is allocated across layers within each stage. These two levels are not isolated; rather,
they interact hierarchically: semantic roles guide depth allocation, while depth patterns shape se-
mantic progress. This dual perspective allows us to analyze reasoning as trajectories across both
meaning and structure. The HHMM thus provides a principled probabilistic framework that con-
nects what function a step serves with where it arises in the network, offering a unified lens for
understanding reasoning dynamics and designing effective interventions.

Explicit and implicit reasoning interact in systematic ways. At the semantic level, models branch
early into two pathways: a “think-first” route that proceeds step by step through analysis, and a
“commit-early” route that jumps directly to an answer. Failures often occur when trajectories stall in
verification loops rather than progressing to closure. At the structural level, reasoning categories ex-
hibit distinctive depth profiles: final-answer steps trigger shifts mainly in the upper layers, whereas
analysis and verification introduce earlier shifts that alter model behavior. Successful trajectories
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“Each apple costs $2. Tom buys
3 apples.”

“Multiply 3 apples × $2 = $6.”

“Let me double check.”

“Therefore, Tom pays $6.”

Setup and Retrieval

Analysis and Computation

Uncertainty and Verification

Final Answer

Explicit Semantic Transitions

Transition Matrix
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Implicit Structural Transitions

Figure 1: Overview of the Hierarchical Hidden Markov Model (HHMM) framework. At the top
level, explicit reasoning is modeled as semantic transitions across tagged reasoning steps. At the
bottom level, implicit reasoning is captured through latent regimes that characterize depth allocation
across layers. Together, this hierarchical structure links what function a step serves with where it is
realized in the network, enabling systematic analysis of reasoning trajectories.

align these two dimensions: stable semantic progress supported by well-formed late-layer anchors.
In contrast, unsuccessful ones diverge, inserting unstable extra shifts or omitting expected ones.

Taken together, these findings suggest that reasoning outcomes are not determined by isolated steps,
but by the overall transition flow. Correct predictions emerge when trajectories follow stable and
well-anchored transitions, while failures arise when transitions deviate into loops or unstable paths.

We validate this view through step-aware interventions. By deriving steering vectors from the tran-
sition matrices, we nudge trajectories toward the transitions associated with correct reasoning and
apply them to model hidden states. Across multiple open-source reasoning models, these targeted
interventions consistently rescue failing runs without increasing output length, confirming that se-
mantic and structural insights jointly shape model behavior.

Our contributions. We introduce HHMM, a structured probabilistic framework that integrates
semantic reasoning stages with structural depth regimes. Using this framework, we show that suc-
cessful reasoning trajectories follow stable semantic paths and align with well-formed structural an-
chors, whereas failures are characterized by hesitation loops and unstable depth transitions. Finally,
we leverage HHMM to construct edge-conditioned steering vectors, demonstrating that targeted
interventions at reasoning boundaries can causally correct errors.

2 METHODOLOGY

To systematically characterize reasoning in language models, we introduce a Hierarchical Hidden
Markov Model (HHMM) that organizes reasoning into two levels (Figure 1). At the top level, the
model is a Markov chain over explicit reasoning categories, capturing semantic transitions across
generated “thinking” tokens. At the bottom level, conditioned on the top-level category, the model is
a hidden Markov chain over implicit reasoning regimes, representing how computation is distributed
across layers within each stage. These two levels are not isolated; rather, they interact hierarchically,
with semantic roles guiding depth allocation and depth patterns shaping semantic progress. The
HHMM thus provides a principled probabilistic framework that unifies these complementary di-
mensions, aligning with annotated reasoning steps while uncovering latent structural patterns that
distinguish successful from failing trajectories.

We segment each generated solution into reasoning steps s1, . . . , sT using blank-line delimiters.
In parallel, we extract the hidden representations of the first token of each step, forming H ∈
R(L+1)×T×d, where L is the number of layers and d the hidden dimension, with ht,ℓ = Hℓ,t,:

denoting the hidden state of layer ℓ for step st. Before modelling, these hidden vectors are standard-
ized to zero mean and unit variance, and then projected into a dpca-dimensional subspace using PCA
(dpca = 64). This preprocessing both stabilizes Gaussian estimation and removes redundant cor-
relations across hidden dimensions, ensuring that the latent regimes capture meaningful structural
variations in depth allocation. Implementation details in Appendix A and B.
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2.1 TOP LEVEL: EXPLICIT REASONING TRANSITIONS

At the top level, we model the sequence of reasoning steps as semantic transitions, capturing how
the function of each step evolves across the trajectory. For each step st, we classify its reasoning
function using the same model that produced the solution, prompted with the predefined tag set
C = {final answer, setup and retrieval, analysis and computation, uncertainty and verification},
yielding a label ct ∈ C (details in Appendix A). This self-classification approach allows us to capture
what the model itself believes it is doing at each step. For a trajectory comprising T steps, each step
is assigned a category label ct ∈ 1, . . . , C. These categorical assignments define a Markov chain
over the sequence of reasoning steps,

p(c1:T ) = πtop
c1

T∏
t=2

Atop
ct−1,ct

where πtop is the start distribution and Atop is the transition matrix.

2.2 BOTTOM LEVEL: IMPLICIT REASONING TRANSITIONS

At the bottom level, conditioned on a semantic category ct, the model introduces latent regimes that
characterize how computation is distributed across layers, capturing depth allocation patterns that
vary with the function of the current reasoning step. Each layer index ℓ within step t is associated
with a latent regime variable ht,ℓ ∈ {1, . . . ,K}, where K denotes the number of regimes. Intu-
itively, each regime represents a characteristic way the model distributes computation across layers
within a given semantic category. Remaining in the same regime indicates stable, consistent pro-
cessing, while switching regimes highlights points where the layer-wise behavior changes abruptly,
often signaling a shift in how the model is reasoning internally. Every category induces its own
stochastic process over regimes, allowing the model to capture distinct depth allocation patterns for
different reasoning stages:

p(ht,0:L | ct) = π
(c)
ht,0

L∏
ℓ=1

A
(c)
ht,ℓ−1,ht,ℓ

,

with Gaussian emissions,

p(ht,ℓ | ht,ℓ = k, ct) = N
(
ht,ℓ; µ

(c)
k , diag(σ

2(c)
k )

)
.

Here, π(c) and A(c) are the initial and transition distributions over regimes for category c, while µ(c)
k

and σ
2(c)
k define the emission parameters for regime k. This structure allows the model to discover

latent depth allocation patterns within each semantic stage.

The HHMM framework provides a structured lens on reasoning dynamics: semantic transitions
capture what stages of reasoning unfold and how they progress, while structural regimes capture
how computation is internally organized within each stage. By comparing models trained on correct
versus incorrect trajectories, we uncover where and how reasoning paths diverge.

3 EXPERIMENTAL SETUP

Model. We evaluate 4 open-source reasoning models: Qwen3-1.7B (Team, 2025), Bespoke-
Stratos-7B (Labs, 2025), OpenThinker-7B (Guha et al., 2025), and Llama-3.1-Nemotron-Nano-4B-
v1.1 (Bercovich et al., 2025).

Dataset. Our experiments use: MATH-500 (Lightman et al., 2023), GPQA-Diamond (Rein et al.,
2024), WebInstruct-Verified (Ma et al., 2025), and AIME-2024 (HuggingFaceH4, 2024).

Computing. Experiments were run on NVIDIA H100 and H200 GPUs.
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4 SEMANTIC REASONING DYNAMICS

To understand how language models reason, three questions naturally arise: Where do reasoning
trajectories tend to flow? What separates successful reasoning paths from failures? And how do
different models differ in their trajectories?

Q1. Where do reasoning trajectories flow?

Reasoning unfolds in structured patterns rather than randomly. As shown in Table 1, trajectories
display three recurring motifs: they often stabilize within analysis and answer emission stages,
branch at setup into two alternative pathways, and occasionally take short verification detours that
loop back to analysis.

Table 1: Transition probabilities highlight three
motifs: strong self-loops at final and analysis, bal-
anced exits from setup to analysis vs. final, and
a transient verification that mostly feeds back to
analysis.

Final Setup Analysis Verify

Final 0.395 0.180 0.295 0.130
Setup 0.317 0.255 0.317 0.111
Analysis 0.299 0.179 0.390 0.132
Verify 0.277 0.200 0.318 0.206

i) Attractor stages. Analysis and computation
and final answer act as attractors with strong
self-loops (0.390 and 0.395), far higher than
setup (0.255) or verification (0.206). Once tra-
jectories enter these states, they rarely leave.

ii) Balanced branching. Setup and retrieval
functions as a fork, with nearly equal proba-
bility of moving to analysis and computation
(0.317) or jumping directly to final answer
(0.317). This balance reflects two styles: a de-
liberative “think first” pathway versus a short-
cut “commit early” pathway.

iii) Checkpoint loop. Uncer-
tainty and verification is used as a transient
detour. Transitions from analysis and computation into Uncertainty and verification are infrequent
(0.132), while returns to analysis and computation are common (0.318). Rather than serving as a
destination, verification acts as a loop-back checkpoint.

Q2. What separates success from failure?

Successful runs generally begin in setup and retrieval and then reach final answer efficiently.
This happens either directly (setup→final = 0.329) or indirectly via analysis and computation
(setup→analysis = 0.309, followed by analysis→final = 0.323). Once in final answer, correct
trajectories strongly stabilize (final→final = 0.414).

Table 2: Comparison of start distributions and transition probabilities for correct vs. incorrect tra-
jectories. Correct runs favor two efficient entries from setup and stabilize in final/analysis, while
incorrect runs dwell in analysis and cycle with verification, with weaker closure in final.

Correct Incorrect

Start Prob Transition Matrix Start Prob Transition Matrix

Final Setup Analysis Verify Final Setup Analysis Verify

Final 0.201 0.414 0.179 0.286 0.122 0.186 0.378 0.179 0.309 0.135
Setup 0.492 0.329 0.257 0.309 0.105 0.498 0.308 0.257 0.320 0.115
Analysis 0.215 0.323 0.173 0.382 0.122 0.218 0.284 0.183 0.396 0.138
Verify 0.092 0.299 0.192 0.316 0.193 0.098 0.263 0.205 0.321 0.211

In contrast, unsuccessful runs also start in setup and retrieval but become stuck in analy-
sis and computation, reinforced by a strong self-loop (0.396) and repeated cycling with uncer-
tainty and verification (analysis→verification = 0.138, verification→analysis = 0.321). Their
stabilization in final answer is weaker (final→final = 0.378), showing indecision and incomplete
closure. Table 2 and Figure 2 summarize these differences.

Q3: Why do models diverge in their reasoning paths?

Divergence reflects both architectural biases and inherited generation styles (Table 3).
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Setup Analy-
sis Final

Correct Path A:

Correct Path B:
0.329

0.309 0.323 0.414

0.414

0.490

(a) Reasoning path for correct prediction:
(Path A) setup→final,
(Path B) setup→analysis→final

Setup Analy-
sis Final

Incorrect Path A:

Incorrect Path B:

0.320 0.284 0.378

0.378

0.498

0.396

0.320

Verify

0.138
0.321

0.284

(b) Reasoning path for incorrect prediction:
(Path A) setup→analysis(loop)→final, (Path B)
setup→analysis→verify→analysis→final.

Figure 2: Contrasting reasoning paths: successful trajectories commit and close; unsuccessful ones
hesitate—looping within analysis/verification before reaching final.

Architectural bias. Qwen-based models (Qwen3, Stratos, Openthinker) exhibit a deliberation-
oriented style: starting in setup, lingering in analysis, and occasionally looping through verifica-
tion. By contrast, Nemotron (LLaMA-based) shows a direct-commit bias, with high probability of
setup→final transitions (0.671) and strong reinforcement once in final (final→final = 0.665). This
reveals a sharp divide between extended deliberation versus confident commitment.

Generation style. Training lineage also shapes characteristic “thinking profiles.” Stratos and
Openthinker, both distilled from R1 with Qwen2.5-7B-Instruct, converge on a balanced pattern:
setup splits between analysis (0.343) and final (0.236), analysis maintains a moderate self-loop
(0.373), and verification is engaged but limited (0.234). Qwen3, built on the same Qwen family
but not follow R1 style, pushes deliberation even further: setup dominates the start distribution
(0.836) and analysis sustains a strong self-loop (0.522). In this way, Stratos and Openthinker in-
herit balanced dynamics from distillation, while Qwen3 diverges toward a more deliberation-heavy
style—highlighting how lineage both transmits and reshapes reasoning patterns.

Table 3: Comparison of key transition statistics across models. Nemotron shows a direct-commit
bias (high setup→final and strong final self-loop), Qwen3 amplifies deliberation (dominant setup
start and persistent analysis), while Stratos and Openthinker converge on a more balanced profile.

Model Start in Setup Setup→Final Setup→Analysis Analysis Self-loop Final Self-loop Verify Self-loop

Nemotron 0.153 0.671 0.178 0.300 0.665 0.090
Qwen3 0.836 0.132 0.409 0.522 0.391 0.273
Stratos 0.490 0.231 0.335 0.367 0.262 0.228
Openthinker 0.496 0.236 0.343 0.373 0.260 0.234

5 STRUCTURAL REASONING DYNAMICS

So far we have examined reasoning through the lens of surface-level semantics. We now turn to the
internal structure of reasoning: how models carve up their depth into distinct processing phases.
To analyze this, we treat the HHMM-decoded phase boundaries as empirical objects that mark
where one depth regime ends and another begins. Our HHMM is trained with C = 4 top-level cat-
egories (final answer, setup and retrieval, analysis and computation, uncertainty and verification)
and K = 7 bottom-level regimes per category, where K allows the model to represent fine-grained
micro-states within each semantic stage. A methodological challenge is that architectures differ in
depth: Stratos, Openthinker and Qwen3 have 29 layers, whereas Nemotron has 33. To compare them
fairly, we normalize all layers to a percent-depth scale [0, 99], mapping the embedding projection to
0.0 and the final transformer block to 99. Boundaries are then represented as normalized endpoints,
and similarity is measured using Jaccard overlap between endpoint sets.

Q1. Where do models consistently place boundaries?

To highlight stable anchors, we first normalize boundaries to percent depth and apply a two-stage
voting scheme: within each model, a boundary must appear in at least 30% of runs to be kept; across
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models, it is included in the consensus set if at least two out of four models agree. This procedure
filters out noise and reveals boundaries that recur reliably across architectures.

Figure 3: Cross-model similarity quan-
tifies overlap in endpoint placement.

Table 4 lists the consensus splits for each category,
and Figure 3 shows cross-model endpoint similarity.
The heatmap quantifies overlap in endpoint placement,
showing strong alignment between Openthinker and
Stratos, partial alignment with Qwen, and divergence
from Nemotron. Across all categories, boundaries clus-
ter into four regions: early (0–37), mid (38–71), upper
(72–89), and top (90–99). The exact subdivisions differ
by category:

(i) Final answer has a long early-to-mid phase (0–71) fol-
lowed by successive cuts in the upper and top bands.

(ii) Analysis and computation inserts finer granularity,
with multiple cuts in the mid and upper regions.

(iii) Setup and retrieval mirrors final answer but with a
distinct upper-band pattern.

(iv)Uncertainty and verification is the only category with
an early split (0–0.37), before converging on the same up-
per and top anchors.

Together, these results show that reasoning “endgames” are highly conserved in the upper layers,
while the early layers differentiate categories: analysis and verification engage early boundaries,
whereas setup and final answer remain quiescent until later stages.

Table 4: Consensus boundaries (percent depth) across four models. All categories converge on
similar upper and top anchors, while analysis and verification also introduce early splits.

Category Majority Splits (percent depth)

analysis and computation 0–37, 38–71, 72–75, 76–82, 83–85, 86–89, 90–92, 93–96, 97–99
final answer 0–71, 72–78, 79–82, 83–85, 86–89, 90–92, 93–96, 97–99
setup and retrieval 0–71, 72–75, 76–78, 79–82, 83–89, 90–92, 93–96, 97–99
uncertainty and verification 0–37, 38–68, 69–71, 72–78, 79–82, 83–85, 86–89, 90–92, 93–96, 97–99

Q2. Do correct and incorrect runs use the same boundaries?

Consensus anchors also reveal systematic differences between correct and incorrect trajectories.
Table 5 summarizes these contrasts. Correct runs converge on a compact set of canonical boundaries,
producing repeatable anchor points across models. Incorrect runs, by contrast, deviate in two ways:
(i) they insert extra boundaries, fragmenting mid-to-upper regions into smaller segments, or (ii) they
collapse structure by omitting established anchors. These deviations are especially pronounced in
analysis and computation, where incorrect runs frequently add mid-layer boundaries. For instance,
Nemotron expands from a stable 5-split structure in correct cases to 7 splits in incorrect cases (see
Appendix E). By contrast, final answer anchors remain highly conserved: correct and incorrect
trajectories alike converge on nearly identical late-layer closure, differing only in granularity.

Overall, consensus analysis shows that incorrect reasoning is not random noise but reflects sys-
tematic disruptions to canonical depth segmentation: either over-segmentation, which fragments
processing, or under-segmentation, which fails to sustain necessary stages.

6 SEMANTIC TRANSITIONS AS FUNCTIONAL CONTROL POINTS

In the previous sections, we established that the structure of reasoning paths matters. In this section,
we use steering as a validation tool: by deriving vectors from the semantic transition matrix and
applying them as interventions at reasoning boundaries, we test whether nudging trajectories along
these directions can causally alter model performance.
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Table 5: Extremum stability summary from consensus anchors: correct vs. incorrect trajectories
differ in canonical split points.

Category Avg. splits (Correct) Avg. splits (Incorrect) ∆ Splits Jaccard Overlap (shared boundaries)
analysis and computation 5–9 7–8 -1–+2 Low (11–62%)
final answer 3–10 7–10 +0–+4 Medium (14–89%)
setup and retrieval 6–8 5–9 -2–+2 Medium (33–80%)
uncertainty and verification 4–9 5–9 -2–+1 Medium (40–71%)

6.1 BUILD STEERING VECTORS

Edge-conditioned Displacement Vectors. From §2, we know that correct and incorrect trajec-
tories follow distinct semantic transition patterns. To capture and target these divergences, we
construct edge-conditioned displacement vectors. Let Φ : Rd → Rk denote the preprocessing
mentioned in §2. For each step st, we take the final-layer hidden state ht,L ∈ Rd and map it to
zt = Φ(ht,L) ∈ Rk. For every adjacent category pair (a, b) ∈ C × C induced by (ct, ct+1), we
compute displacement vectors dt = zt+1 − zt, and separate these displacements into two sets:
those from correct trajectories and those from incorrect ones. For correct trajectories, we obtain an
edge-specific vector by averaging all dt along edge (a, b). For incorrect trajectories, instead of using
(a, b) directly, we construct a source-conditioned baseline: the average of displacements originating
from the same source category a, but across all incorrect outgoing edges other than (a, b):

µcorr
a→b =

1
N corr

a→b

∑
(t: y=corr, ct=a, ct+1=b)

dt, µ
srcneg
a→b = 1

N inc
a −N inc

a→b

∑
t: y=inc, ct=a, ct+1 ̸=b

dt.

The ∆a→b is computed as µcorr
a→b − µ

srcneg
a→b ∈ Rk, and then normalized. To perform steering in

the model’s hidden space, we inverse preprocess Φ and map va→b = Φ−1(∆a→b) ∈ Rd. See
Algorithm 1.

Edge Selection from Divergent Transitions. A key question is which transitions should be tar-
geted for steering. Since correct and incorrect trajectories differ most strongly on specific category
transitions, we rank edges by the difference in their transition probabilities, measured as Acorr−Ainc.
We then consider two strategies:

i) Max-Divergence Edge. Select the single edge with the largest positive difference. For example,
correct trajectories frequently move from setup and retrieval to analysis and computation, whereas
incorrect ones are more likely to loop within setup and retrieval, or to jump prematurely to fi-
nal answer or uncertainty and verification.

ii) Multi-Edge Ensemble. Select the top three edges with the largest positive differences, capturing
a broader set of corrective transitions.

In both cases, the steering vector va→b serves as a directional signal: it promotes the desired correct
transition (a→ b) while counteracting the competing incorrect alternatives.

Steering Protocol. During generation, we apply va→b only at step boundaries, detected by the
model producing a blank line delimiter. At the first token after such a boundary, we add va→b

directly to the hidden state at the final transformer layer, just before the unembedding to logits.
α > 0 controls the intervention strength, and the update is h ← h+ α va→b.

We introduce two steering methods. i) In hard steering, the intervention vector is deterministically
taken from the max-divergence edge, i.e., always applying va→b from the single highest-ranked
transition. ii) In soft steering, we relax this choice by introducing stochasticity: from the bank of
the top-3 divergent edges {(ak→bk, pk)}, we normalize the scores so that

∑
k pk = 1, then sample

an index k ∼ Categorical(p1, . . . , p3) once per batch and apply the corresponding vector vak→bk .
This makes steering probabilistic, letting the intervention randomly select among the most divergent
candidates instead of always committing to one.

7
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Algorithm 1: Edge-conditioned steering vector construction
Input: Final-layer states {ht,L}, categories {ct}, correctness labels y, preprocessing Φ, edge

set E.
Output: Steering vectors va→b ∈ Rd.
for each step t in each trajectory do

zt = Φ(ht,L), zt+1 = Φ(ht+1,L), dt = zt+1 − zt;
if y = corr then

add dt to bucket (a=ct, b=ct+1) for correct
else

add dt to bucket (a, b) for incorrect and to source bucket a

for each edge (a, b) ∈ E do
µcorr
a→b = mean of correct displacements on (a, b);

µ
srcneg
a→b = mean of incorrect displacements from a excluding (a, b);

∆a→b = normalize(µcorr
a→b − µ

srcneg
a→b );

va→b = Φ−1(∆a→b);

6.2 INTERVENTION

We inject edge-conditioned vectors into the model’s hidden states at reasoning boundaries and eval-
uate their impact (Table 6). Three steering methods are compared: (i) edge-agnostic steering, which
uses a single global vector derived from the overall correct–incorrect contrast and applies it uni-
formly across all transitions, and (ii) the two edge-conditioned steering methods introduced in the
steering protocol. Motivated by our structural analysis, where the final layer consistently forms its
own regime and final-answer steps consolidate in the upper layers, we target the last layer as the
natural site for intervention. The left half of Table 6 reports the correction rate, i.e., the fraction of
originally incorrect predictions that are corrected after steering. The right half reports the change
in output length, measured as token counts before and after steering. If edge-conditioned steering
achieves higher correction rates than the edge-agnostic baseline, this provides causal evidence that
choosing the right reasoning path improves model performance.

Table 6: Correction rate (↑; fraction of originally incorrect predictions corrected after steering) and
false-token count (↓; token counts of originally incorrect predictions), averaged over 3 independent
runs. Top values are highlighted.

Model Dataset Steering Correction Rate ↑ Tokens ↓

Edge-Agnostic Soft Steering Hard Steering Baseline Soft Steering Hard Steering

Llama-3.1-
Nemotron-Nano-

4B-v1.1

MATH-500 0.1081 0.1219 0.1383 1986 1949 1941
WebInstruct-Verified 0.0969 0.1181 0.0966 4330 4173 4185
GPQA-Diamond 0.1423 0.1653 0.1630 4833 4845 4796

OpenThinker-7B
MATH-500 0.2324 0.2443 0.2311 1899 1758 1785
WebInstruct-Verified 0.2367 0.2408 0.2094 3474 3303 3442
GPQA-Diamond 0.1858 0.1619 0.2126 4340 4155 4204

Qwen3-1.7B
MATH-500 0.1198 0.1312 0.1175 1998 1983 1982
WebInstruct-Verified 0.1091 0.1295 0.1062 3926 3889 3878
GPQA-Diamond 0.0709 0.0792 0.0774 4526 4567 4492

Bespoke-Stratos-7B
MATH-500 0.2832 0.2962 0.2747 1688 1537 1547
WebInstruct-Verified 0.1679 0.1949 0.2065 1532 1424 1507
GPQA-Diamond 0.2431 0.2682 0.1900 2695 2729 2587

Average 0.1664 0.1793 0.1686 3102 3026 3029

Targeted interventions improve accuracy without added tokens. Steering at semantic edges
consistently improves correction rates while leaving output length unaffected. On average, correc-
tion improves from 0.1664 to 0.1793 under soft steering, while false-token counts drop from 3102
to 3026. These results demonstrate that reasoning paths directly affect model performance: targeted
interventions can rescue failures by encouraging trajectories toward the transitions associated with
correct reasoning.
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Final-answer transitions are central to success. To identify which transitions matter most, we
analyze the most frequent top-1 edges across models, summarized in Table 7. At the global level, the
dominant transition is uncertainty and verification → final answer. Nemotron and Stratos strongly
favor this same transition, Qwen relies most on analysis and computation → final answer, while
OpenThinker frequently reinforces final answer → final answer.

Table 7: Most common top-1 semantic transitions
across models and datasets.

Scope Top-1 Edge

Global uncertainty and verification → final answer
Nemotron uncertainty and verification → final answer
OpenThinker final answer → final answer
Qwen analysis and computation → final answer
Stratos uncertainty and verification → final answer

This concentration shows that models succeed
through a set of decisive transitions rather than
distributing progress evenly across the reason-
ing graph. Typical patterns include resolv-
ing uncertainty by committing to a final an-
swer, concluding analysis with a decision, or
reinforcing an reached answer for consistency.
The steering experiments confirm: reasoning in
LMs is structured by a latent reasoning graph,
where specific edges serve as functional deci-
sion points that govern success or failure.

7 RELATED WORK

Recent studies highlight that reasoning models can exhibit unintended or deceptive behaviors, un-
derscoring the need for a deeper mechanistic understanding (Baker et al., 2025). Several works
examine which aspects of CoT steps matter. Madaan & Yazdanbakhsh (2022) disentangle the roles
of textual content and structural patterns, Wang et al. (2022) show that performance gains often per-
sist even with flawed step content, and Bogdan et al. (2025) find that a small set of “anchor” steps
disproportionately shape final outcomes.

Mechanistic analyses probe the internal processes behind reasoning. Cabannes et al. (2024) and
Dutta et al. (2024) show how architectural components enable stepwise reasoning. Latent multi-hop
phenomena are revealed by Yang et al. (2024b) and Shalev et al. (2024), while Venhoff et al. (2025)
demonstrate that steering vectors can capture functional directions in hidden space. Information-
theoretic perspectives provide a complementary lens: Ton et al. (2024) analyze CoT dynamics
through entropy and mutual information, while Punjwani & Heck (2025) explore how neural net-
work weights encode and constrain reasoning capacity. Beyond analysis, several works pursue
interventions. Chen et al. (2025a) introduce training-free latent steering to suppress over-reflection,
while Venhoff et al. (2025) show that representation-level modifications can modulate reasoning
style. Wang et al. (2025b) propose efficient post-training refinement of latent reasoning, enabling
reasoning improvements without full retraining. Reasoning efficiency survey (Sui et al., 2025) cat-
alog methods to mitigate “overthinking,” and token-level analyses (Wang et al., 2025a) identify
sparse high-entropy tokens as critical intervention points. Two concurrent works explicitly model
state-aware dynamics of reasoning. Wu et al. (2025) frame CoT as a latent-state MDP, training a
transition policy with RL to improve reasoning exploration. Yu et al. (2025) cluster final-layer em-
beddings of steps and construct a Markov chain to visualize reasoning motifs. Our work differs by
introducing a hierarchical HMM that integrates explicit semantic roles with hidden layer regimes.
This design ties what function a step serves to where it arises in the network, and further enables
HHMM-informed steering vectors that rescue failing trajectories through structured interventions.

8 CONCLUSION

We introduced a Hierarchical Hidden Markov Model (HHMM) that integrates semantic reason-
ing roles with latent depth regimes, linking what a step does to where it arises in the network.
This dual perspective reveals consistent dynamics: successful trajectories follow stable semantic
paths anchored by well-formed structural boundaries, while failures arise from hesitation loops,
unstable shifts, or missing anchors. Beyond providing an explanatory lens, HHMM also enables
control—steering vectors derived from transition patterns can nudge trajectories toward successful
reasoning paths and reliably rescue failing runs without increasing output length. Taken together,
these results position HHMM as both a framework for understanding reasoning and a foundation for
structured interventions that improve the robustness and reliability of reasoning models.
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Ethics Statement. This work adheres to the Code of Ethics. Our experiments use only open-
source models and publicly available datasets under their respective open licenses, with no involve-
ment of human subjects or sensitive data. We identify no foreseeable ethical risks.

Reproducibility Statement. We ensure reproducibility by providing experimental and implemen-
tation details in Section 3 and Appendices A–E. Full results with statistical significance are in Ap-
pendices C–E, and anonymous source code is included as supplementary material.
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A DATA PREPROCESSING AND EXPERIMENTAL SETUP

A.1 MODELS

We evaluate five open-source reasoning models, each paired with a classification model where ap-
plicable. All models are run with bfloat16 precision unless otherwise specified. Generation models
use standard reasoning hyperparameters, while classification models are configured with do sample
= False. Licenses are listed for reproducibility.

Qwen3-1.7B (Team, 2025) was used for both generation and classification, with “thinking mode”
enabled for generation and disabled for classification. The parameters were: temperature = 0.6,
top p = 1.0, top k = 20, and min p = 0; classification was run deterministically with do sample =
False. License: Apache 2.0.

Bespoke-Stratos-7B (Labs, 2025) was paired with Qwen2.5-7B-Instruct (Yang et al., 2024a) for clas-
sification. The configuration used temperature = 0.6, top p = 0.95, and deterministic classification
(do sample = False). License: Apache 2.0 (both models).

OpenThinker-7B (Guha et al., 2025) was paired with Qwen2.5-7B-Instruct (Yang et al., 2024a),
using the same settings (temperature = 0.6, top p = 0.95, and do sample = False for classification).
License: Apache 2.0 (both models).

Llama-3.1-Nemotron-Nano-4B-v1.1 (Bercovich et al., 2025) was used for both generation and clas-
sification. “Thinking mode” was enabled for generation and disabled for classification, with param-
eters temperature = 0.6, top p = 0.95, and deterministic classification (do sample = False). License:
NVIDIA Open Model License.

Besides above models, LLaMA-3.1-8B-Instruct (Meta, 2024) are used only for WebInstruct-
Verified, with Meta LLaMA 3.1 License.

A.2 DATASETS

Our experiments span 4 benchmarks. Splits, sizes, maximum token cutoffs and licenses are shown
in Table 8. AIME-2024 is excluded from steering analysis due to its small size and difficulty.

Table 8: Datasets used in experiments.

Dataset Split Train Size Test Size Max Tokens License
MATH-500 (Lightman et al., 2023) test 250 250 2000 MIT
GPQA-Diamond (Rein et al., 2024) test 100 98 5000 Apache 2.0
WebInstruct-Verified (Ma et al., 2025) test 144 144 5000 Apache 2.0
AIME-2024 (HuggingFaceH4, 2024) train 15 – 32768 Apache 2.0

For WebInstruct-Verified, we additionally filter by: answer types as Float, Multiple Choice, Integer,
Percentage and difficulties as Primary, Junior High, Senior High.

A.3 PROMPTING

Generation. - Multiple-choice tasks (GPQA) use:

You are answering a multiple-choice question.
Options are labeled A, B, C, and D.
Think step-by-step and show your reasoning.
At the very end, output ONE line exactly in this format:
Final Answer: \boxed{A}

- Open-ended tasks (MATH-500, AIME-2024, WebInstruct) use:

Answer the following question step-by-step.
At the very end, output exactly one line formatted as:
Final Answer: \boxed{...}
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Exception: For Stratos on MATH-500, no prompt is used, as this improved performance.

Classification. For sentence-level semantic tagging, all classification models use:

You are an expert in reasoning analysis.
Classify the function of each sentence into one of the following tags:
1. final_answer
2. setup_and_retrieval
3. analysis_and_computation
4. uncertainty_and_verification

A.4 PREPROCESSING PIPELINE

We segment each generated solution into reasoning steps using blank-line delimiters, and for every
step we store the hidden representation of its first token across all layers as the step-level hidden
state. Per-step reasoning sequences are constructed and anchored to semantic labels.

A.5 COMPUTING

All experiments were conducted with NVIDIA H100 and H200 GPUs.

B HHMM CONFIGURATIONS

B.1 TRAINING

Data Loading and Filtering Classification labels and step-level hidden states (extracted during
Appendix A) are loaded. Depending on the configuration, training uses either all samples, only
correct samples, or only incorrect samples.

Feature Preprocessing Step embeddings are standardized with a StandardScaler, then reduced via
PCA to a target dimension of 64 (dpca = 64). PCA is run with the solver option svd solver=”full”.

HHMM Fitting The HHMM is trained with four fixed top-level categories (C = 4) aligned to
semantic anchors, and seven bottom-level regimes (K = 7) per category. Unless otherwise specified,
training runs for 10 EM iterations (n iter = 10).

Anchored Top-Level Categories The HHMM is trained in anchored mode, where top-level cate-
gories are fixed by semantic labels. Each reasoning step is assigned one of four canonical categories:
final answer, setup and retrieval, analysis and computation, uncertainty and verification. These la-
bels are required for every sequence and are coerced into integer IDs (0–3). The top-level start and
transition probabilities are estimated directly from observed label sequences.

Bottom-Level HMMs For each category, a bottom-level HMM with K = 7 regimes is trained to
model the sequence of hidden states across layers. Emissions are diagonal Gaussians with parame-
ters (µk, σ

2
k), initialized from a pooled sample of step embeddings. Variances are lower-bounded to

10−3 for stability.

Expectation–Maximization (EM) Training proceeds via EM for niter = 10 iterations: (i) E-
step: For each step, given its fixed category, the bottom HMM runs forward–backward to compute
regime posteriors and sufficient statistics. (ii) M-step: Top-level parameters (start and transition)
are updated by normalized counts over fixed labels; bottom-level parameters are re-estimated from
sufficient statistics. Average per-step log-likelihood is monitored across iterations.

B.2 DECODING

Inputs and Preprocessing Restore Anchored decoding operates on two inputs: (1) preprocessed
records containing step-level hidden states and labels, and (2) a HHMM checkpoint that stores model
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parameters and preprocessing statistics. The original StandardScaler and PCA are reconstructed by
directly restoring their learned attributes, rather than refitting.

Anchored Decoding Bottom-level states are decoded with Viterbi under the fixed top-level cate-
gory path. Anchored decoding constrains the top-level HHMM categories using provided labels and
returns best regimes per step for each sequence, which is the fine-grained bottom-level regime path
assigned by model.

Table 9: Example.

Regime Layers

5 0–6
3 7–18
1 19–22
6 23–25
0 26–27
6 28

Consensus Layer Ranges To summarize regime allo-
cation across layers, we derive consensus ranges for each
top category:

1. Frequency pooling. For each category c, build
frequency tensors reg freq[c] ∈ NL×K , where
entry (i, r) counts how often regime r is as-
signed at layer i.

2. Dominant regime selection. At
each layer i, choose the regime with
the largest relative frequency: r∗ =
argmaxr reg freq[c]i,r

/∑
r′ reg freq[c]i,r′ .

3. Range consolidation. Merge consecutive layers
that share the same dominant regime into one in-
terval to obtain compact ranges.

C STEERING VECTOR CONSTRUCTION AND INTERVENTION

C.1 STEERING VECTOR CONSTRUCTION

We provide implementation details for the steering vector construction, which derives steering vec-
tors from HHMM transition matrix and hidden states. These vectors capture directional displace-
ments in representation space that distinguish correct from incorrect reasoning paths.

Input. The build script consumes three inputs: (1) model hidden state, (2) semantic level tran-
sition matrix, and (3) trained preprocessing models containing scaling statistics and optional PCA
components.

Preprocessing. Each hidden state H is standardized using a fitted StandardScaler, then reduced
with PCA to dimension dpca = 64. This yields a single step embedding vt ∈ Rdpca per reasoning
step.

Edge statistics. For each category transition (a → b) in correct runs, we compute the average
displacement ∆a,b = E[vt+1 − vt]. For incorrect runs, we maintain both edge-conditional and
source-marginal statistics, then construct a source-conditioned negative baseline. Subtracting this
baseline from correct displacements yields contrastive vectors ∆a,b that emphasize features predic-
tive of successful reasoning.

Baselines. A global baseline is computed by averaging hidden vectors across all steps of correct vs.
incorrect runs, independent of edge structure. This yields a steering direction vglobal for comparison.

Soft edge weighting. When choose short steering, a json file will be used to specify a combination
of multiple edges with normalized weights, allowing multi-edge steering vectors.

Output. Per-edge steering vectors, baseline vector, and soft steering configuration with normal-
ized probability.

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2026

C.2 STEERING AT INFERENCE TIME

This section describes how steering vectors are applied during generation.

Goal. Given a hidden-space steering vector v ∈ Rd (inverted back to the model’s hidden width
from the PCA/scaler space), we add a small vector α∗v at chosen transformer layers during decoding
to encourage trajectories associated with successful reasoning.

steering Vectors Steering operates by adding precomputed vectors in the model’s hidden space.
In the hard-steering mode, we load one vector; instead in the soft-steering mode, we instead build
a small bucket of edge-specific vectors, each associated with a probability weight. At inference,
one vector from this bucket is selected by random sampling, and the chosen vector is applied as an
intervention to steer the hidden states.

Injection Mechanism (Forward Hooks) During generation, we register lightweight forward
hooks on the selected blocks. Let h ∈ RB×T×d be the hidden state for last layer for a batch of
size B. When the gate fires (Sec. C.2), we update the last token representation for each active batch
slot b:

hb,T−1,: ← hb,T−1,: + α v.

Step-Aware Gating To make steering step-aware, we attach a logits-processor that arms a per-
batch gate when the generated text ends with a blank line. The next token after arming receives the
steering update and the gate resets.

Table 10: Correction rate (↑; fraction of originally incorrect predictions corrected after steering, with
standard deviations) and false-token count (↓; token counts of originally incorrect predictions, with
standard deviations), average and std over 3 independent runs.

Model Dataset Edge-Agnostic Soft Steering Hard Steering Baseline Soft Steering Hard Steering #False

Corr. Corr. Std Corr. Std Tokens Tokens Std Tokens Std

Llama-3.1-
Nemotron-Nano-

4B-v1.1

MATH-500 0.1081 0.1219 0.04 0.1383 0.04 1986 1949 14.71 1941 8.86 120
WebInstruct-Verified 0.0969 0.1181 0.04 0.0966 0.03 4330 4173 27.78 4185 65.18 69
GPQA-Diamond 0.1423 0.1653 0.03 0.1630 0.09 4833 4845 54.56 4796 77.11 106

OpenThinker-7B
MATH-500 0.2324 0.2443 0.07 0.2311 0.02 1899 1758 10.06 1785 29.00 80
WebInstruct-Verified 0.2367 0.2408 0.03 0.2094 0.04 3474 3303 283.88 3442 35.01 96
GPQA-Diamond 0.1858 0.1619 0.08 0.2126 0.04 4340 4155 88.74 4204 125.16 72

Qwen3-1.7B
MATH-500 0.1198 0.1312 0.01 0.1175 0.02 1998 1983 7.65 1982 10.09 100
WebInstruct-Verified 0.1091 0.1295 0.03 0.1062 0.01 3926 3889 97.23 3878 54.68 125
GPQA-Diamond 0.0709 0.0792 0.04 0.0774 0.02 4526 4567 55.88 4492 51.80 81

Bespoke-Stratos-7B
MATH-500 0.2832 0.2962 0.02 0.2747 0.06 1688 1537 44.92 1547 18.25 59
WebInstruct-Verified 0.1679 0.1949 0.03 0.2065 0.04 1532 1424 139.98 1507 46.69 87
GPQA-Diamond 0.2431 0.2682 0.12 0.1900 0.07 2695 2729 252.48 2587 101.64 76

Average 0.1664 0.1793 0.1686 3102 3026 3029

D SEMANTIC HHMM TRANSITION ANALYSIS

Goal. We summarize the top–level (semantic) dynamics of our HHMM by averaging start–state
probabilities and transition matrices across runs, and by contrasting correct vs. incorrect trajectories.

Aggregation. For any slice D, we compute

T̄ = meanr∈D T (r) ∈ RC×C , S̄ = meanr∈D S(r) ∈ RC ,

where T (r) and S(r) are the per–run transition matrix and start distribution. We additionally report
a difference view ∆T = T̄correct − T̄incorrect, ∆S = S̄correct − S̄incorrect.

Reading guide (key takeaways). (i) Starts. Most sequences start in setup and retrieval (≈0.49);
correct runs show a slightly higher chance to start in final answer (+1.5pp).
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(ii) Progress toward final answer. Correct runs are consistently more likely to move into final answer
from any state (row–wise ∆T to final answer is +2.1–3.9pp), with the largest lift from analy-
sis and computation (+3.9pp).

(iii) Stalls and detours. Incorrect runs show relatively higher self–loops or detours
into analysis and computation/uncertainty and verification (negative entries in the to analy-
sis and computation/uncertainty and verification columns of ∆T ).

E STRUCTURAL HHMM TRANSITION ANALYSIS

This section describes the procedure for aggregating layer “endpoints” (structural boundaries) across
models, subsets.

E.1 PERCENT-DEPTH BINS.

Each absolute endpoint e ∈ [0..L] is mapped to a bin k ∈ [0..B] (with B = 99):

k = round
(
e
L ·B

)
.

Boundary bins {0, B} are always included.

MODEL CAPS = {stratos = 29, openthinker = 29, qwen = 29, nemotron = 33}.

E.2 WITHIN-MODEL CONSENSUS VOTING

We compute per-file endpoint sets in [0..B] and then vote across runs. An endpoint u /∈ {0, B} is
kept if

#{runs containing u}
nf

≥ ENDPOINT THR,

where nf is the number of unique runs. We set ENDPOINT THR = 0.3.

E.3 ACROSS-MODEL VOTING

After within-model consensus, endpoints are aggregated across models. Let Em be the voted end-
points for model m. Then keep bins present in at least two models (out of four total).

E.4 CONSENSUS STABILITY SUMMARY (CORRECT VS. INCORRECT)

From the per-subset consensus, we compute stability statistics for each category:

(i) Splits: nsplits = |E| − 1 per subset, model, category, aggregated as averages and min–max across
models.

(ii) ∆ Splits: per model, ∆ = n
(inc)
splits − n

(cor)
splits ; reported as the extremal range [min∆,max∆].

(iii) Anchor overlap (Jaccard): anchors are interior endpoints A = E \ {0, B}. For each model:

J =
|Acor ∩ Ainc|
|Acor ∪ Ainc|

.

We report per-category averages, min–max, and bucket averages as Low (< 0.5), Medium
([0.5, 0.7)), or High (≥ 0.7).

E.5 HEATMAPS

To quantify similarity between models, we construct heatmaps of endpoint overlap. For each pair of
models (m1,m2), we compute the histogram overlap of their endpoint distributions in percent-depth
space.
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Table 11: Mean top–level transition matrices (T̄ ). Rows are sources; columns are destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.395 0.180 0.295 0.130
setup and retrieval 0.317 0.255 0.317 0.111
analysis and computation 0.299 0.179 0.390 0.132
uncertainty and verification 0.277 0.200 0.318 0.206

CORRECT
final answer 0.414 0.179 0.286 0.122
setup and retrieval 0.329 0.257 0.309 0.105
analysis and computation 0.323 0.173 0.382 0.122
uncertainty and verification 0.299 0.192 0.316 0.193

INCORRECT
final answer 0.378 0.179 0.309 0.135
setup and retrieval 0.308 0.257 0.320 0.115
analysis and computation 0.284 0.183 0.396 0.138
uncertainty and verification 0.263 0.205 0.321 0.211

Table 12: Difference matrix ∆T = T̄correct − T̄incorrect. Positive values indicate transitions that are
more likely in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.036 +0.000 -0.023 -0.013
setup and retrieval +0.021 -0.000 -0.010 -0.011
analysis and computation +0.039 -0.009 -0.013 -0.016
uncertainty and verification +0.036 -0.013 -0.005 -0.018

F USE OF LARGE LANGUAGE MODELS.

Large language models (LLMs) were used solely as assistive tools for proofreading and improving
clarity of writing.
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Table 13: Mean start distributions (S̄) and difference ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.191 0.201 0.186
setup and retrieval 0.494 0.492 0.498
analysis and computation 0.220 0.215 0.218
uncertainty and verification 0.095 0.092 0.098

Difference ∆S (Correct − Incorrect): [ +0.015, -0.006, -0.003, -0.006 ]

Table 14: AIME-2024 — Mean top–level transition matrices (T̄ ). Rows are sources; columns are
destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.377 0.177 0.329 0.116
setup and retrieval 0.305 0.251 0.344 0.099
analysis and computation 0.303 0.174 0.401 0.123
uncertainty and verification 0.265 0.197 0.339 0.199

CORRECT
final answer 0.399 0.172 0.321 0.108
setup and retrieval 0.327 0.237 0.338 0.097
analysis and computation 0.339 0.163 0.389 0.108
uncertainty and verification 0.271 0.199 0.347 0.183

INCORRECT
final answer 0.363 0.181 0.339 0.117
setup and retrieval 0.294 0.261 0.344 0.101
analysis and computation 0.288 0.178 0.405 0.129
uncertainty and verification 0.263 0.199 0.338 0.200

Table 15: AIME-2024 — Difference matrix ∆T = T̄correct−T̄incorrect. Positive values are more likely
in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.036 -0.009 -0.018 -0.009
setup and retrieval +0.033 -0.024 -0.006 -0.004
analysis and computation +0.051 -0.015 -0.015 -0.021
uncertainty and verification +0.008 +0.000 +0.009 -0.017

Table 16: AIME-2024 — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.228 0.231 0.217
setup and retrieval 0.506 0.527 0.486
analysis and computation 0.150 0.115 0.181
uncertainty and verification 0.117 0.126 0.116

Difference ∆S (Correct − Incorrect): [ +0.014, +0.041, -0.066, +0.011 ]
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Table 17: GPQA-Diamond — Mean top–level transition matrices (T̄ ). Rows are sources; columns
are destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.400 0.191 0.252 0.157
setup and retrieval 0.313 0.278 0.258 0.150
analysis and computation 0.280 0.202 0.337 0.181
uncertainty and verification 0.276 0.200 0.274 0.249

CORRECT
final answer 0.412 0.186 0.252 0.149
setup and retrieval 0.315 0.300 0.246 0.139
analysis and computation 0.287 0.200 0.344 0.169
uncertainty and verification 0.298 0.183 0.273 0.245

INCORRECT
final answer 0.400 0.191 0.251 0.158
setup and retrieval 0.313 0.273 0.261 0.154
analysis and computation 0.276 0.203 0.337 0.184
uncertainty and verification 0.268 0.207 0.274 0.251

Table 18: GPQA-Diamond — Difference matrix ∆T = T̄correct − T̄incorrect. Positive values are more
likely in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.012 -0.005 +0.001 -0.009
setup and retrieval +0.003 +0.027 -0.015 -0.014
analysis and computation +0.011 -0.003 +0.008 -0.015
uncertainty and verification +0.030 -0.023 -0.001 -0.006

Table 19: GPQA-Diamond — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.201 0.229 0.188
setup and retrieval 0.499 0.499 0.502
analysis and computation 0.207 0.191 0.212
uncertainty and verification 0.093 0.082 0.098

Difference ∆S (Correct − Incorrect): [ +0.041, -0.004, -0.021, -0.016 ]

Table 20: MATH-500 — Mean top–level transition matrices (T̄ ). Rows are sources; columns are
destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.389 0.196 0.317 0.097
setup and retrieval 0.309 0.264 0.353 0.074
analysis and computation 0.304 0.183 0.422 0.091
uncertainty and verification 0.272 0.225 0.353 0.150

CORRECT
final answer 0.414 0.194 0.301 0.092
setup and retrieval 0.332 0.253 0.347 0.068
analysis and computation 0.337 0.173 0.408 0.082
uncertainty and verification 0.305 0.214 0.347 0.134

INCORRECT
final answer 0.349 0.190 0.353 0.107
setup and retrieval 0.284 0.273 0.360 0.083
analysis and computation 0.268 0.192 0.437 0.103
uncertainty and verification 0.241 0.238 0.365 0.157
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Table 21: MATH-500 — Difference matrix ∆T = T̄correct− T̄incorrect. Positive values are more likely
in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.065 +0.003 -0.052 -0.015
setup and retrieval +0.048 -0.020 -0.013 -0.015
analysis and computation +0.069 -0.019 -0.029 -0.021
uncertainty and verification +0.064 -0.024 -0.018 -0.023

Table 22: MATH-500 — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.159 0.155 0.171
setup and retrieval 0.446 0.428 0.473
analysis and computation 0.310 0.334 0.273
uncertainty and verification 0.084 0.083 0.084

Difference ∆S (Correct − Incorrect): [ -0.016, -0.045, +0.061, -0.001 ]

Table 23: WebInstruct-Verified — Mean top–level transition matrices (T̄ ). Rows are sources;
columns are destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.412 0.155 0.283 0.149
setup and retrieval 0.342 0.227 0.311 0.120
analysis and computation 0.310 0.157 0.402 0.131
uncertainty and verification 0.293 0.176 0.303 0.228

CORRECT
final answer 0.430 0.164 0.269 0.138
setup and retrieval 0.342 0.237 0.306 0.115
analysis and computation 0.329 0.156 0.388 0.127
uncertainty and verification 0.323 0.172 0.297 0.208

INCORRECT
final answer 0.400 0.153 0.291 0.156
setup and retrieval 0.340 0.222 0.314 0.123
analysis and computation 0.304 0.156 0.405 0.135
uncertainty and verification 0.281 0.177 0.307 0.235

Table 24: WebInstruct-Verified — Difference matrix ∆T = T̄correct − T̄incorrect. Positive values are
more likely in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.030 +0.010 -0.022 -0.018
setup and retrieval +0.002 +0.015 -0.008 -0.009
analysis and computation +0.024 +0.000 -0.018 -0.007
uncertainty and verification +0.042 -0.005 -0.010 -0.027

Table 25: WebInstruct-Verified — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.177 0.191 0.169
setup and retrieval 0.524 0.513 0.531
analysis and computation 0.211 0.220 0.207
uncertainty and verification 0.088 0.077 0.093

Difference ∆S (Correct − Incorrect): [ +0.022, -0.018, +0.013, -0.017 ]
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Table 26: Nemotron — Mean top–level transition matrices (T̄ ). Rows are sources; columns are
destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.665 0.095 0.199 0.041
setup and retrieval 0.671 0.119 0.178 0.031
analysis and computation 0.548 0.102 0.300 0.050
uncertainty and verification 0.549 0.107 0.254 0.090

CORRECT
final answer 0.671 0.088 0.192 0.048
setup and retrieval 0.678 0.108 0.176 0.038
analysis and computation 0.583 0.088 0.277 0.053
uncertainty and verification 0.585 0.096 0.238 0.081

INCORRECT
final answer 0.659 0.099 0.204 0.038
setup and retrieval 0.663 0.125 0.182 0.030
analysis and computation 0.531 0.109 0.311 0.049
uncertainty and verification 0.528 0.119 0.264 0.090

Table 27: Nemotron — Difference matrix ∆T = T̄correct − T̄incorrect. Positive values are more likely
in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.012 -0.011 -0.011 +0.010
setup and retrieval +0.015 -0.017 -0.006 +0.008
analysis and computation +0.052 -0.021 -0.034 +0.003
uncertainty and verification +0.057 -0.023 -0.025 -0.009

Table 28: Nemotron — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.386 0.416 0.368
setup and retrieval 0.153 0.148 0.148
analysis and computation 0.309 0.299 0.317
uncertainty and verification 0.152 0.136 0.167

Difference ∆S (Correct − Incorrect): [ +0.048, -0.000, -0.017, -0.031 ]

Table 29: Openthinker — Mean top–level transition matrices (T̄ ). Rows are sources; columns are
destinations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.260 0.219 0.330 0.190
setup and retrieval 0.236 0.259 0.343 0.161
analysis and computation 0.244 0.206 0.373 0.176
uncertainty and verification 0.244 0.212 0.309 0.234

CORRECT
final answer 0.285 0.204 0.338 0.174
setup and retrieval 0.245 0.262 0.332 0.160
analysis and computation 0.267 0.200 0.371 0.162
uncertainty and verification 0.252 0.204 0.309 0.235

INCORRECT
final answer 0.241 0.230 0.330 0.199
setup and retrieval 0.230 0.259 0.349 0.163
analysis and computation 0.234 0.209 0.374 0.183
uncertainty and verification 0.238 0.220 0.314 0.227
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Table 30: Openthinker — Difference matrix ∆T = T̄correct − T̄incorrect. Positive values are more
likely in correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.044 -0.026 +0.008 -0.026
setup and retrieval +0.016 +0.004 -0.017 -0.003
analysis and computation +0.033 -0.009 -0.003 -0.021
uncertainty and verification +0.014 -0.016 -0.006 +0.008

Table 31: Openthinker — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.192 0.205 0.195
setup and retrieval 0.496 0.488 0.500
analysis and computation 0.198 0.189 0.200
uncertainty and verification 0.113 0.119 0.105

Difference ∆S (Correct − Incorrect): [ +0.009, -0.012, -0.011, +0.013 ]

Table 32: Qwen — Mean top–level transition matrices (T̄ ). Rows are sources; columns are destina-
tions.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.391 0.185 0.319 0.105
setup and retrieval 0.132 0.371 0.409 0.088
analysis and computation 0.174 0.182 0.522 0.123
uncertainty and verification 0.083 0.251 0.393 0.273

CORRECT
final answer 0.429 0.194 0.280 0.097
setup and retrieval 0.155 0.374 0.398 0.073
analysis and computation 0.196 0.178 0.517 0.109
uncertainty and verification 0.108 0.243 0.407 0.241

INCORRECT
final answer 0.359 0.173 0.358 0.110
setup and retrieval 0.110 0.385 0.410 0.096
analysis and computation 0.149 0.190 0.528 0.132
uncertainty and verification 0.068 0.255 0.386 0.292

Table 33: Qwen — Difference matrix ∆T = T̄correct − T̄incorrect. Positive values are more likely in
correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.070 +0.021 -0.078 -0.013
setup and retrieval +0.045 -0.010 -0.011 -0.023
analysis and computation +0.047 -0.013 -0.012 -0.023
uncertainty and verification +0.041 -0.011 +0.021 -0.051

Table 34: Qwen — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.003 0.000 0.003
setup and retrieval 0.836 0.832 0.853
analysis and computation 0.157 0.164 0.140
uncertainty and verification 0.005 0.004 0.004

Difference ∆S (Correct − Incorrect): [ -0.003, -0.021, +0.024, -0.000 ]
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Table 35: Stratos — Mean top–level transition matrices (T̄ ). Rows are sources; columns are desti-
nations.

final answer setup and retrieval analysis and computation uncertainty and verification
ALL
final answer 0.262 0.219 0.334 0.184
setup and retrieval 0.231 0.271 0.335 0.163
analysis and computation 0.231 0.225 0.367 0.177
uncertainty and verification 0.231 0.227 0.314 0.228

CORRECT
final answer 0.269 0.230 0.332 0.168
setup and retrieval 0.238 0.283 0.331 0.148
analysis and computation 0.245 0.227 0.366 0.163
uncertainty and verification 0.251 0.226 0.311 0.212

INCORRECT
final answer 0.253 0.214 0.342 0.191
setup and retrieval 0.227 0.261 0.339 0.173
analysis and computation 0.222 0.221 0.370 0.186
uncertainty and verification 0.219 0.227 0.321 0.234

Table 36: Stratos — Difference matrix ∆T = T̄correct − T̄incorrect. Positive values are more likely in
correct runs.

final answer setup and retrieval analysis and computation uncertainty and verification
final answer +0.016 +0.017 -0.010 -0.023
setup and retrieval +0.011 +0.022 -0.008 -0.025
analysis and computation +0.023 +0.006 -0.005 -0.024
uncertainty and verification +0.032 -0.001 -0.010 -0.022

Table 37: Stratos — Mean start distributions (S̄) and ∆S = S̄correct − S̄incorrect.

ALL CORRECT INCORRECT
final answer 0.184 0.185 0.178
setup and retrieval 0.490 0.498 0.491
analysis and computation 0.214 0.208 0.216
uncertainty and verification 0.112 0.109 0.115

Difference ∆S (Correct − Incorrect): [ +0.007, +0.007, -0.008, -0.006 ]
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Table 38: Per-model × category × subset consensus (bins 0..99).

subset model category name segments bins 0 99

all nemotron analysis and computation 0-38—39-41—42-63—64-84—85-93—94-96—97-99
all openthinker analysis and computation 0-71—72-82—83-85—86-89—90-92—93-96—97-99
all qwen analysis and computation 0-37—38-61—62-68—69-71—72-75—76-85—86-89—90-96—97-99
all stratos analysis and computation 0-37—38-71—72-75—76-82—83-85—86-89—90-92—93-96—97-99
all nemotron final answer 0-35—36-38—39-41—42-60—61-81—82-84—85-90—91-96—97-99
all openthinker final answer 0-68—69-71—72-78—79-82—83-85—86-89—90-92—93-96—97-99
all qwen final answer 0-37—38-40—41-61—62-71—72-78—79-85—86-89—90-96—97-99
all stratos final answer 0-47—48-71—72-75—76-82—83-85—86-89—90-92—93-96—97-99
all nemotron setup and retrieval 0-35—36-41—42-63—64-84—85-90—91-96—97-99
all openthinker setup and retrieval 0-68—69-71—72-78—79-82—83-89—90-92—93-96—97-99
all qwen setup and retrieval 0-40—41-61—62-65—66-75—76-78—79-85—86-89—90-96—97-99
all stratos setup and retrieval 0-37—38-71—72-75—76-82—83-89—90-92—93-96—97-99
all nemotron uncertainty and verification 0-41—42-96—97-99
all openthinker uncertainty and verification 0-68—69-71—72-78—79-82—83-85—86-89—90-92—93-96—97-99
all qwen uncertainty and verification 0-37—38-61—62-68—69-75—76-78—79-82—83-85—86-89—90-96—97-99
all stratos uncertainty and verification 0-37—38-68—69-71—72-82—83-89—90-92—93-96—97-99

correct nemotron analysis and computation 0-41—42-66—67-84—85-96—97-99
correct openthinker analysis and computation 0-37—38-71—72-82—83-85—86-89—90-92—93-96—97-99
correct qwen analysis and computation 0-37—38-40—41-61—62-75—76-78—79-85—86-89—90-96—97-99
correct stratos analysis and computation 0-68—69-75—76-78—79-82—83-89—90-92—93-96—97-99
correct nemotron final answer 0-38—39-96—97-99
correct openthinker final answer 0-37—38-68—69-71—72-82—83-85—86-89—90-92—93-96—97-99
correct qwen final answer 0-37—38-40—41-61—62-65—66-71—72-75—76-78—79-89—90-96—97-99
correct stratos final answer 0-71—72-75—76-82—83-89—90-92—93-96—97-99
correct nemotron setup and retrieval 0-38—39-41—42-63—64-84—85-96—97-99
correct openthinker setup and retrieval 0-71—72-75—76-82—83-92—93-96—97-99
correct qwen setup and retrieval 0-40—41-61—62-65—66-75—76-78—79-89—90-96—97-99
correct stratos setup and retrieval 0-71—72-75—76-82—83-85—86-89—90-92—93-96—97-99
correct nemotron uncertainty and verification 0-41—42-84—85-96—97-99
correct openthinker uncertainty and verification 0-71—72-75—76-82—83-89—90-92—93-96—97-99
correct qwen uncertainty and verification 0-40—41-61—62-65—66-75—76-78—79-85—86-89—90-96—97-99
correct stratos uncertainty and verification 0-37—38-71—72-82—83-89—90-92—93-96—97-99

incorrect nemotron analysis and computation 0-35—36-38—39-60—61-81—82-87—88-96—97-99
incorrect openthinker analysis and computation 0-71—72-78—79-85—86-89—90-92—93-96—97-99
incorrect qwen analysis and computation 0-37—38-61—62-68—69-75—76-82—83-89—90-96—97-99
incorrect stratos analysis and computation 0-71—72-75—76-82—83-85—86-89—90-92—93-96—97-99
incorrect nemotron final answer 0-41—42-57—58-78—79-87—88-90—91-96—97-99
incorrect openthinker final answer 0-37—38-68—69-71—72-75—76-82—83-85—86-89—90-92—93-96—97-99
incorrect qwen final answer 0-37—38-40—41-61—62-71—72-75—76-78—79-85—86-89—90-96—97-99
incorrect stratos final answer 0-30—31-68—69-78—79-82—83-85—86-92—93-96—97-99
incorrect nemotron setup and retrieval 0-38—39-63—64-84—85-96—97-99
incorrect openthinker setup and retrieval 0-68—69-75—76-78—79-85—86-89—90-92—93-96—97-99
incorrect qwen setup and retrieval 0-37—38-40—41-61—62-71—72-75—76-85—86-89—90-96—97-99
incorrect stratos setup and retrieval 0-71—72-82—83-89—90-92—93-96—97-99
incorrect nemotron uncertainty and verification 0-38—39-63—64-84—85-96—97-99
incorrect openthinker uncertainty and verification 0-71—72-75—76-85—86-89—90-92—93-96—97-99
incorrect qwen uncertainty and verification 0-37—38-40—41-61—62-65—66-71—72-82—83-89—90-96—97-99
incorrect stratos uncertainty and verification 0-71—72-82—83-92—93-96—97-99
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(a) final answer (b) setup and retrieval

(c) analysis and computation (d) uncertainty and verification

Figure 4: Percent-depth endpoint overlap.
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