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Abstract001

Prompt sensitivity, referring to the phenomenon002
where minor variations in phrasing lead to003
significant changes in large language model004
(LLM) performance, has been widely accepted005
as a core limitation of LLMs. In this work,006
we revisit this issue and ask: Is the widely re-007
ported high prompt sensitivity truly an inherent008
weakness of LLMs, or is it largely an artifact009
of evaluation processes? To answer this ques-010
tion, we systematically evaluate 7 LLMs (e.g.,011
GPT and Gemini family) across 6 benchmarks,012
including both multiple-choice and open-ended013
tasks on 12 diverse prompt templates. We014
find that much of the prompt sensitivity stems015
from heuristic evaluation methods, including016
log-likelihood scoring and rigid answer match-017
ing, which often overlook semantically correct018
responses expressed through alternative phras-019
ings, such as synonyms or paraphrases. When020
we adopt LLM-as-judge evaluations, we ob-021
serve a substantial reduction in performance022
variance and a consistently higher correlation023
in model rankings across prompts. Our findings024
suggest that modern LLMs are more robust to025
prompt templates than previously believed, and026
that prompt sensitivity may be more an artifact027
of evaluation than a flaw in the models.028

1 Introduction029

Large Language Models (LLMs) have achieved re-030

markable success across a wide range of tasks (Hua031

et al., 2024; Liévin et al., 2024). Moreover, LLMs032

are good at following diverse instructions, so that033

users are not required to follow a fixed template034

when asking a question. This has led to con-035

cerns about prompt sensitivity, where differences036

in prompt phrasing can substantially affect bench-037

mark performance, casting doubt on the reliability038

of evaluations (Polo et al., 2024; Mizrahi et al.,039

2024; Chatterjee et al., 2024; Sclar et al., 2023).040

More critically, the relative rankings of LLMs can041

shift substantially depending on the prompt tem-042

plate used (Polo et al., 2024; Mizrahi et al., 2024).043

For example, simply changing the option format 044

from letters (e.g., “A:”) to numbers (e.g., “(1)”), 045

completely reverses the ranking order of four evalu- 046

ated open-source models in ARC-Challenge (Clark 047

et al., 2018). 048

Although existing studies have reported that 049

LLMs are highly sensitive to prompt phrasing 050

(Voronov et al., 2024; Mizrahi et al., 2024), this 051

remains counterintuitive given that instruction- 052

tuned LLMs are explicitly optimized to handle 053

a wide range of input formats. For example, 054

instruction-tuning datasets such as FLAN (Longpre 055

et al., 2023) and Super-NaturalInstructions (Wang 056

et al., 2022) include a diverse collection of tasks 057

(e.g., question answering, summarization, classifi- 058

cation) with varying natural language prompt tem- 059

plates (Zhang et al., 2023). This contradiction 060

raises a critical question: 061

Is prompt sensitivity an inherent flaw in LLMs, 062

or merely an artifact of the evaluation process? 063

To investigate this, we find that previous stud- 064

ies (Voronov et al., 2024; Chatterjee et al., 2024) 065

typically rely on heuristic evaluation, such as 066

regular-expression-based answer extraction or log- 067

likelihood scoring over candidates. These heuristic 068

evaluation approaches, though historically popular 069

due to their simplicity (Zellers et al., 2019; Reddy 070

et al., 2019; Brown et al., 2020; Hendrycks et al., 071

2021a), may introduce errors when model outputs 072

deviate from expected formats. More specifically, 073

models may generate correct answers, but because 074

their outputs are not aligned with the rigid eval- 075

uation format, they are mistakenly marked as in- 076

correct. This issue becomes more pronounced as 077

models have become more open-ended and diverse 078

in their output formats (Hurst et al., 2024; Yang 079

et al., 2025), potentially leading to inflated esti- 080

mates of prompt sensitivity (Figure 1). 081

To rigorously assess whether LLMs truly suffer 082

from prompt sensitivity, we revisit this issue using 083

a more robust evaluation strategy: LLMs as judges. 084
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Question:
In what war did Rogers learn his battle knowledge?

Prompt Template 1:
Now, answer the question based on the story as concisely as you can, 
using a single phrase if possible. Do not provide any explanation.
Question: {question}

Heuristic

LLM Judge
Response:
First World War

Generate

Response

Incorrect

Correct

Prompt Template 2:
>>> QUERY:
Question: {question}

Heuristic

LLM Judge
Response:
World War 1

Generate

Response

Correct

Correct

Ground Truth:
World War 1, or The Great War

Figure 1: When provided with diverse prompt templates, LLMs provide different but semantically equivalent
responses. Heuristic evaluation fails to match the different answers with the ground truth, exaggerating prompt
sensitivity. In contrast, an LLM judge is able to identify the semantic equivalence consistently.1

Now widely adopted in recent benchmarks (Wei085

et al., 2024; Zheng et al., 2023), this approach shifts086

evaluation from rigid pattern-matching to semantic087

assessment, enabling a more reliable examination088

of prompt sensitivity. Compared to heuristics, LLM089

judges can better handle various output formats,090

paraphrasing, and ambiguous cases, making them091

more aligned with human evaluation (Liu et al.,092

2023; Kocmi and Federmann, 2023; Zheng et al.,093

2023; Wang et al., 2023).094

Using both heuristic methods and LLM-as-judge,095

we conduct a comprehensive evaluation of four096

open-source and three closed-source LLMs across097

12 prompt templates (without cherry-picking) and098

six diverse benchmarks, including both multiple-099

choice and open-ended generation tasks. We dis-100

cover that heuristic evaluation methods often exag-101

gerate the prompt sensitivity of LLMs. For in-102

stance, on ARC-Challenge, the performance of103

Gemma-2.0 varies widely across prompts, with104

accuracy ranging from 0.25 to 0.90 and a high stan-105

dard deviation of 0.28. In contrast, when evaluated106

using LLM-as-judge, its accuracy varies by only107

0.17 across the same set of prompt templates, with108

a much lower standard deviation of just 0.005. Fur-109

thermore, the Spearman rank correlation measur-110

ing model performance rankings across the four111

open-source models remarkedly improves from112

0.31 under heuristic evaluation to 0.92 with LLM-113

as-judge. These findings suggest that previously114

reported prompt sensitivity may be significantly115

overstated due to the limitations of heuristic evalu-116

ation. When evaluated with LLM-as-judge, models117

show far more consistent performance and stable118

rankings across prompts, indicating that prompt119

sensitivity is largely an artifact of the evaluation120

1This is an example from NarrativeQA. Heuristic method
uses word-level F1; “Incorrect” is shown here for illustration
purposes, indicating a lower score than a correct answer.

method rather than an inherent flaw in LLMs. 121

2 Method 122

Our method consists of three main components: (1) 123

diverse prompt template construction (Sec 2.1), (2) 124

LLM-as-judge evaluation (Sec 2.2), and (3) prompt 125

template sensitivity measurement (Sec 2.3). 126

2.1 Diverse Prompt Template Construction 127

To evaluate LLM sensitivity to prompt phrasing, 128

we construct diverse prompt templates for each 129

benchmark. These templates vary in instruction 130

wording, answer formatting (e.g., using letters vs. 131

numbers), and how responses are requested, while 132

keeping the task content unchanged (Appendix A). 133

In practice, we use GPT-4o to paraphrase the 134

original prompts. For multiple-choice datasets, we 135

create a shared pool of 12 diverse templates used 136

across all benchmarks. For open-ended generation 137

tasks, we generate 12 templates per benchmark to 138

better accommodate domain-specific styles. 139

2.2 LLM-as-judge evaluation 140

Heuristic evaluation methods often fail when model 141

outputs deviate from expected formats. To address 142

this limitation, we adopt LLMs as robust judges. 143

In this approach, an LLM judge is given the origi- 144

nal question, the correct answer, and the model’s 145

predicted response. The judge is prompted to deter- 146

mine whether the predicted response semantically 147

matches the correct answer (Appendix B). 148

While the overall format remains consistent, we 149

introduce minor benchmark-specific adjustments 150

to the judging prompt. For example, for GPQA, 151

the judge is instructed to “Ignore all explanation” 152

to ensure it focuses solely on the final answer. 153
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2.3 Prompt Sensitivity Measurement154

We measure sensitivity with two metrics: perfor-155

mance variation and ranking consistency.156

Performance Variation. For each model and157

dataset, we compute the accuracy under every158

prompt template and report the standard devi-159

ation across all prompt variants. Let P =160

{p1, p2, . . . , pn} denote the set of prompt templates161

for a given benchmark D, and let f be the model un-162

der evaluation. The performance of model f under163

prompt pi is denoted by Api
f,D. The prompt sensi-164

tivity of model f on dataset D is then quantified as:165

stdf = StdDev
({

Api
f,D

}n

i=1

)
. A lower standard166

deviation indicates that the model’s performance is167

stable across different prompt templates.168

Ranking Consistency. Beyond absolute perfor-169

mance, we also measure how model rankings vary170

across prompt templates. Given a set of K models,171

we rank them based on their performance under172

each prompt and compute pairwise Spearman’s173

rank correlation between all prompt pairs (Spear-174

man, 1904). Given two templates pi and pj , and the175

corresponding performance vectors {Api
fk,D

}Kk=1176

and {Apj
fk,D

}Kk=1, we calculate Spearman’s rank177

correlation coefficient ρij = 1− 6
∑K

k=1 d
2
k

K(K2−1)
, where178

dk is the difference in rankings of the k-th model179

under prompts pi and pj , and K is the number180

of models. The rank correlation coefficient, ρ,181

ranges from −1 to 1, with higher values indicating182

stronger agreement in ranking consistency.183

To measure overall ranking consistency, we com-184

pute the mean Spearman’s rank correlation coef-185

ficient, denoted as ρ̄, across all pairs of prompt186

templates. This mean score ρ̄ serves as a com-187

prehensive metric for evaluating the stability of188

model rankings under prompt variation. A higher ρ̄189

suggests that evaluations are more robust and less190

dependent on the specific prompt phrasing.191

3 Results and Discussion192

3.1 Experimental Setup193

Models. We evaluate LLaMA-3.1-8B-Instruct194

(LLaMA-3.1) (Dubey et al., 2024), Qwen2-7B-195

Instruct (Qwen-2) (Yang et al., 2024), Gemma-2-196

9B-it (Gemma-2) (Team et al., 2024), Ministral-8B-197

Instruct-v0.2 (Ministral) (MistralAI, 2024), GPT-198

4o-mini (July 2024), GPT-4.1-mini (April 2025),199

and Gemini 2.0 Flash (February 2025).200

Dataset ρ̄Heuristic ρ̄LLM

ARC-Challenge* 0.3036 0.9546 (0.9187)
OpenbookQA* 0.4212 0.9386 (0.7360)

GPQA Diamond* 0.1542 0.8960 (0.5048)
NarrativeQA† 0.5927 0.8662

MATH 0.9593 0.9647
SimpleQA – 0.8121

Table 1: Average Spearman rank correlation (ρ̄) across
prompt templates using heuristic evaluation vs. LLM-
as-judge. *Heuristic results are based on 4 open-source
models. LLM-as-judge uses all 7 models, with 4-model
subset scores shown in parentheses for comparison.
†Due to context length limitations, only LLaMA-3.1
and 3 proprietary models are used for NarrativeQA eval-
uation. – indicates heuristic evaluation is not applicable.

Benchmarks. We evaluate on six benchmarks 201

covering both multiple-choice and open-ended 202

tasks. The multiple-choice datasets include 203

ARC-Challenge (Clark et al., 2018), GPQA- 204

diamond (Rein et al., 2024), and OpenbookQA (Mi- 205

haylov et al., 2018), where answers are selected 206

from discrete options (e.g., A/B/C/D). For these 207

tasks, heuristic evaluation uses log-likelihood 208

scoring over answer options. The open-ended 209

datasets include NarrativeQA (Kočiskỳ et al., 210

2018), MATH (Hendrycks et al., 2021b), and Sim- 211

pleQA (Wei et al., 2024), where model responses 212

are free-form. For NarrativeQA and MATH, heuris- 213

tic evaluation applies format-specific extraction and 214

normalization (see Appendix C). For SimpleQA, 215

no rule-based parser is available, so we report re- 216

sults only under the LLM-as-judge framework. 217

All evaluations use greedy decoding to ensure 218

deterministic outputs. 219

3.2 Heuristic Evaluation Exaggerates Prompt 220

Sensitivity of LLMs 221

When comparing the performance of the model 222

under heuristic evaluation and LLM-as-judge, we 223

find that the heuristic methods exhibit significantly 224

greater sensitivity to prompt variation (Figure 2). 225

On ARC-Challenge, all open-source models ex- 226

cept Qwen-2 show much higher standard devia- 227

tions under heuristics. For instance, Gemma-2.0 228

yields a deviation of 0.28, versus just 0.005 with 229

LLM-as-judge. Its accuracy range spans 0.25–0.90 230

under heuristics, compared to only 0.17 with LLM- 231

as-judge. Additionally, mean accuracy improves 232

under LLM-as-judge, suggesting heuristic meth- 233

ods often miss valid answers due to overly rigid 234

extraction rules. 235

Beyond variance in accuracy, we also assess 236

3



Lla
ma-3

.1

Minis
tra

l

Qwen
-2

Gem
ma-2

GPT-
4.1

GPT-
4o

Gem
ini

0.50

0.75

1.00
Ac

cu
ra

cy
ARC-Challenge

Lla
ma-3

.1

Minis
tra

l

Qwen
-2

Gem
ma-2

GPT-
4.1

GPT-
4o

Gem
ini

0.20

0.40

0.60

Ac
cu

ra
cy

GPQA Diamond

Lla
ma-3

.1

Minis
tra

l

Qwen
-2

Gem
ma-2

GPT-
4.1

GPT-
4o

Gem
ini

0.40

0.60

0.80

1.00

Ac
cu

ra
cy

OpenbookQA

Lla
ma-3

.1

Minis
tra

l

Qwen
-2

Gem
ma-2

GPT-
4.1

GPT-
4o

Gem
ini

0.25

0.50

0.75

Ac
cu

ra
cy

NarrativeQA

Lla
ma-3

.1

Minis
tra

l

Qwen
-2

Gem
ma-2

GPT-
4.1

GPT-
4o

Gem
ini

0.25

0.50

0.75

Ac
cu

ra
cy

MATH

Lla
ma-3

.1

Minis
tra

l

Qwen
-2

Gem
ma-2

GPT-
4.1

GPT-
4o

Gem
ini

0.00

0.10

0.20

0.30

Ac
cu

ra
cy

SimpleQA

Heuristic Evaluation LLM-as-Judge

Figure 2: The mean and standard deviation of performance across different prompt templates. For all 6 datasets, we
show the statistics for all pairs of evaluation methods and models, excluding the cases when the model’s context
length is not enough for the task or when the heuristic evaluation method is not available. The standard deviation of
the LLM-as-judge method is always low.

ranking consistency across prompts (Sec 2.3). On237

ARC-Challenge, the average Spearman rank corre-238

lation across prompts among open-source models239

increases from 0.30 (heuristics) to 0.92 (LLM-as-240

judge), and further to 0.95 when proprietary mod-241

els are included. On NarrativeQA, the correlation242

rises from 0.40 (heuristics) to 0.87 (LLM-as-judge).243

These findings suggest that prompt sensitivity ob-244

served in prior work is largely an artifact of heuris-245

tic evaluation, not an inherent flaw of LLMs.246

Well-designed heuristic methods show low247

prompt sensitivity similar to LLM-as-judge.248

For MATH (Hendrycks et al., 2021b), the heuris-249

tic approach incorporates symbolic simplification,250

expression normalization, and equivalence check-251

ing using tools such as sympy. Under these condi-252

tions, we observe prompt sensitivity results that are253

comparable to those obtained via LLM-as-judge254

evaluation, with similarly low accuracy variance255

and high ranking consistency. These results indi-256

cate that, with sufficient domain-specific prompt257

engineering, heuristic methods can provide stable258

evaluations. This further supports the conclusion259

that modern LLMs exhibit less prompt-induced260

variance than previously reported.261

Recent benchmarks also exhibit low prompt262

sensitivity. We extend the evaluation to Sim-263

pleQA (Wei et al., 2024), a newly proposed bench-264

mark for factual and commonsense reasoning. As265

no official heuristic evaluation is available, we use266

LLM-as-judge by default. Applying our prompt267

sensitivity analysis, we observe a low standard de-268

viation and a high Spearman rank correlation of269

0.8121 across 12 prompt templates. These results270

indicate that model performance remains stable 271

across different prompt variations. 272

4 Related Work 273

The ranking inconsistency with diverse prompt tem- 274

plates has been widely reported (Polo et al., 2024; 275

Mizrahi et al., 2024; Chatterjee et al., 2024; Sclar 276

et al., 2023). Mizrahi et al. (2024) conducted a 277

large-scale study showing significant accuracy dif- 278

ferences across prompt variants. Voronov et al. 279

(2024) further showed that no prompt format con- 280

sistently performs best across models. To address 281

this, prior work often assumes that LLMs are in- 282

herently unstable to prompt changes. For example, 283

Polo et al. (2024) estimates the distribution of ac- 284

curacy across prompts to improve evaluation effi- 285

ciency. However, all existing methods attribute the 286

sensitivity to model behavior. In contrast, we show 287

that a key factor is the heuristic evaluation proto- 288

col itself, which often leads to misclassification of 289

correct outputs and overstates prompt sensitivity. 290

5 Conclusion 291

In this work, we demonstrate that much of the ob- 292

served prompt sensitivity in LLM evaluations is not 293

due to inherent model weaknesses, but rather an 294

artifact introduced by heuristic evaluation methods. 295

Through comprehensive experiments using LLM- 296

as-judge across multiple benchmarks and prompt 297

templates, we reveal that model performance and 298

rankings are substantially more stable and reliable 299

than previously reported. We hope this work sheds 300

light on prompt sensitivity in LLM evaluation and 301

encourages broader adoption of LLM-as-judge to 302

evaluate the true capabilities of LLMs. 303
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Limitations304

Due to computational constraints, we evaluate305

each benchmark using only 12 prompt templates.306

However, we find that results are stable across307

scales. For example, on ARC-Challenge, the rank-308

ing consistency and variance metrics using 12309

prompts closely match those obtained with over310

100 prompts, suggesting that our analysis is repre-311

sentative.312
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A Diverse Prompts 485

In this section, we list the diverse prompt templates 486

we use for each benchmark. 487

For ARC-Challenge, GPQA, and OpenbookQA, 488

we use the following 12 prompt templates: 489

1. Evaluate the choices and select the most 490

appropriate answer.\n{question}\nThe 491

options are as follows:\nOption A: 492

{first_option}\nOption B: 493

{second_option}\nOption C: 494

{third_option}\nOption D: 495

{fourth_option}\nYour answer should be 496

formatted as:\n’I have chosen option 497

[choice]’\nwhere [choice] is your selected 498

answer.\n 499

2. Review the available options and select the 500

one you think is 501

correct.{question}\nAvailable answers 502

include:\nA ) {first_option}\nB ) 503

{second_option}\nC ) {third_option}\nD ) 504

{fourth_option}\n\nResponse: 505

3. Select the correct answer based on your 506

understanding.\n{question}\nPick from the 507

following options:\n[A] {first_option}\n[B] 508

{second_option}\n[C] {third_option}\n[D] 509

{fourth_option}\nPlease respond with 510

’Option [choice]’.\n 511

4. Evaluate the options presented and select the 512

most suitable.{question}\nAvailable 513

answers:\n[A] {first_option}\n[B] 514

{second_option}\n[C] {third_option}\n[D] 515

{fourth_option}\n\nExpress your choice as: 516

’The answer is [choice].’\nwhere [choice] is 517

your selected option.\n 518
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5. Based on the question presented, choose the519

most fitting response.{question}\nAvailable520

answers are:\nA: {first_option}\nB:521

{second_option}\nC: {third_option}\nD:522

{fourth_option}\nPlease provide your523

response in the following format:\n’Your524

choice: [option]’\nwhere [option]525

corresponds to the letter or number you526

selected.\n527

6. From the options below, select the response528

that you believe is529

correct.{question}\nChoices to consider:\n1.530

{first_option}\n2. {second_option}\n3.531

{third_option}\n4.532

{fourth_option}\nResponse:533

7. Select your answer from the provided list of534

options.\n{question}\nOptions are:\nThe535

choice is A: {first_option}\nThe choice is B:536

{second_option}\nThe choice is C:537

{third_option}\nThe choice is D:538

{fourth_option}\n\nChoose your answer:539

8. After considering the options, choose the best540

possible answer.{question}\nThe following541

choices are available:\nA: {first_option}\nB:542

{second_option}\nC: {third_option}\nD:543

{fourth_option}\nState your answer544

as:\n’Answer: [choice]’\n545

9. Analyze the selections and provide your546

choice.\n{question}\nYour options are listed547

below:\nOption 1 - {first_option}\nOption 2 -548

{second_option}\nOption 3 -549

{third_option}\nOption 4 -550

{fourth_option}\n\nYour response:551

10. Consider the following question and552

determine the right553

response.\n{question}\nWhich of the554

following answers do you prefer?\nOption 1:555

{first_option}\nOption 2:556

{second_option}\nOption 3:557

{third_option}\nOption 4: {fourth_option}\nI558

select:559

11. Determine which option best answers the560

question asked.\n{question}\nPossible561

choices are as follows:\nOption [A]562

{first_option}\nOption [B]563

{second_option}\nOption [C]564

{third_option}\nOption [D]565

{fourth_option}\n\nFinal answer:566

12. Identify the option that best answers the 567

question posed.{question}\nConsider these 568

choices:\nSelect option 1: 569

{first_option}\nSelect option 2: 570

{second_option}\nSelect option 3: 571

{third_option}\nSelect option 4: 572

{fourth_option}\n\nChoice provided: 573

In the prompt templates, {question} is the 574

question, and {first_option}, {second_option}, 575

{third_option}, and {fourth_option} are the op- 576

tions. 577

For NarrativeQA, we use the following 12 578

prompt templates: 579

1. You are given a story, which can be either a 580

novel or a movie script, and a question. 581

Answer the question asconcisely as you can, 582

using a single phrase if possible. Do not 583

provide any explanation.\n\n Story: 584

{context}\n\n Now, answer the question based 585

on the story as concisely as you can, using a 586

single phrase if possible. Do not provide any 587

explanation.\n\n Question: {question}\n\n 588

Answer: 589

2. Below is an excerpt from a mystery or thriller 590

story, followed by a question. Provide the 591

most accurate answer you can in a single 592

phrase or sentence fragment. No elaboration 593

is needed.\n\nStory: {context}\n\nExamine 594

the situation carefully and 595

respond.\n\nQuestion: 596

{question}\n\nAnswer: 597

3. You are presented with a passage from 598

literary fiction or cinematic writing and a 599

comprehension question. Respond succinctly 600

with a phrase. Avoid any additional 601

commentary.\n\nStory: {context}\n\nAnalyze 602

and respond concisely.\n\nQuestion: 603

{question}\n\nAnswer: 604

4. A tale from a distant world or magical land is 605

told below, followed by a question from a 606

curious scholar. Give your answer using only 607

a few words. No need to explain the 608

lore.\n\nStory: {context}\n\nWhat say 609

you?\n\nQuestion: {question}\n\nAnswer: 610

5. You’re reading a gritty tale from the 611

backstreets of the city. A question follows. 612

Keep your answer clipped, clean, and under 613

the radar—just a phrase, no fluff.\n\nStory: 614
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{context}\n\nHere’s the case:\n\nQuestion:615

{question}\n\nAnswer:616

6. Welcome to *Plot Points*! We’ll give you a617

story snippet and a question—your job is to618

give the fastest, most precise answer possible.619

One phrase, no lifelines!\n\nStory:620

{context}\n\nLet’s play!\n\nQuestion:621

{question}\n\nAnswer:622

7. The record shows the following account. A623

question will now be entered into the record.624

Provide your answer in a short, factual phrase.625

No commentary permitted.\n\nStory:626

{context}\n\nDeposition627

Question:\n\nQuestion:628

{question}\n\nAnswer:629

8. Read the excerpt. Answer the question. Keep630

it short.\n\nStory: {context}\n\nQuestion:631

{question}\n\nAnswer:632

9. Accessing archive. . . Story fragment633

retrieved from Galactic Chronicles. A query634

follows. Respond with the most relevant635

concept or phrase. Do not explain.\n\nStory:636

{context}\n\n>>> QUERY:\n\nQuestion:637

{question}\n\n>>> RESPONSE:\n\nAnswer:638

10. Once upon a time, a story was told. Now a639

little question is asked. Answer it kindly and640

briefly—just a few words will do. No need to641

explain why.\n\nStory: {context}\n\nHere642

comes the question:\n\nQuestion:643

{question}\n\nAnswer:644

11. From the folds of a lyrical tale, a question645

emerges like morning light. Respond with a646

single phrase, a shard of truth—no more, no647

less.\n\nStory: {context}\n\nWhisper your648

reply:\n\nQuestion: {question}\n\nAnswer:649

12. Intel received. Narrative extracted. Stand by650

for situational query. Your task: deliver the651

answer in minimal terms. Do not652

elaborate.\n\nStory: {context}\n\nMission653

Query:\n\nQuestion: {question}\n\nAnswer:654

In the prompt templates, {context} is the context,655

and {question} is the question.656

For MATH, we use the prompt template657

{text1}{question}{text2}, where {text1} and658

{text2} are two strings that enclose the question.659

The following 12 pairs of ({text1}, {text2}) are660

used:661

1. ({empty_string}, \nAnswer:\n) 662

2. (Problem::\n, \nAnswer:\n) 663

3. (Problem::\n, \nAnswer:\n) 664

4. (Task:\n\n, \n\nSolution:) 665

5. (Solve the following math problem:\n\n, \nAn- 666

swer:\n) 667

6. (Solve the following math problem:\n\n, \nAn- 668

swer:\n) 669

7. (**Problem Statement**:\n\n, \n\nSolution:) 670

8. (Problem::\n, \n\nSolution:) 671

9. (Solve the following math problem:\n\n, 672

\n\nSolution:) 673

10. (**Problem Statement**:\n\n, \n\nSolution:) 674

11. (**Problem Statement**:\n\n, \nAnswer:\n) 675

12. ({empty_string}, \nAnswer:\n) 676

Since MATH uses few-shot prompting for evalu- 677

ation, we further change the examples provided 678

for each prompt template. Hence, while two pairs 679

of ({text1}, {text2}) could be the same, the actual 680

prompt template is different. 681

For SimpleQA, we use the prompt template {in- 682

struction}{question}, where {question} is the orig- 683

inal questions in the benchmark, and {instruction} 684

is one of the 12 following strings: 685

1. {empty_string} 686

2. Ready your reasoning—consider the chal- 687

lenge that follows.\n\n 688

3. Take a thoughtful pause, then craft your best 689

response to the prompt beneath this line.\n\n 690

4. Showcase your insight by addressing the up- 691

coming question.\n\n 692

5. Put your analytical lens on and dive into the 693

inquiry below.\n\n 694

6. Channel your inner detective: examine the 695

next question and present your findings.\n\n 696

7. Let your knowledge shine—respond thought- 697

fully to the statement that follows.\n\n 698

8. Engage your critical thinking skills and tackle 699

the question that appears next.\n\n 700
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You are an AI assistant that determines whether a model's prediction 
matches a given reference answer for a question. 
You will be given:
- A question
- A reference (correct) answer
- A model's predicted answer
Your task is to judge whether the prediction matches the reference 
answer. 
Ignore any explanation in the prediction—only the final selected 
answer matters.
Respond with a JSON object in the following format:
{'match': true, 'reason': '...'} if the prediction matches the reference
{'match': false, 'reason': '...'} if it does not match
Be specific and concise in your reasoning.
**Do not answer the question or provide any other information.**
Here is the input:
Question: {question}
Reference Answer: {reference_answer}
Model Prediction: {model_prediction}

Figure 3: An example of a judging prompt. After filling
in the question, reference answer, and model prediction,
we send the prompt to an LLM judge to get the result.

9. Apply the concepts you’ve mastered to answer701

the forthcoming inquiry.\n\n702

10. Use evidence and reasoning to construct your703

answer to the question below.\n\n704

11. Approach the next problem with curiosity and705

craft a clear solution.\n\n706

12. Demonstrate what you’ve learned by address-707

ing the prompt that follows.\n\n708

B Prompts for LLM-as-Judge709

Figure 3 shows the prompt we use for LLM-as-710

judge. For each benchmark, we make minor task-711

specific modifications to the judging prompt. For712

SimpleQA, we use the official prompt from Ope-713

nAI.714

C Heuristic Evaluation Details715

NarrativeQA. Following LongBench (Bai et al.,716

2024), we compute word-level F1 overlap between717

normalized predictions and references. Normaliza-718

tion includes lowercasing, removing punctuation719

and articles (a, an, the), and collapsing whitespace.720

For example, the prediction “Fifty years” and the721

reference “50 years” would result in a partial over-722

lap and an F1 score of 0.5.723

MATH. Heuristic evaluation typically extracts724

the final answer from LaTeX-formatted expres-725

sions such as \boxed{...} or \fbox{...}. This726

method assumes the model explicitly marks its727

answer with these delimiters. We follow this ap- 728

proach in our experiments. See Appendix A for 729

examples. 730

SimpleQA. No official heuristic parser is cur- 731

rently available, making rule-based evaluation in- 732

feasible. We therefore rely solely on the LLM-as- 733

judge method for this dataset. 734
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