
Automated Creativity Evaluation for LLMs with Semantic Entropy and
Efficient Multi-Agent Judging Across Open-Ended Tasks

Anonymous ACL submission

Abstract001

Large language models (LLMs) have achieved002
remarkable progress in language understanding,003
reasoning, and generation, sparking growing004
interest in their creative potential. Realizing005
this potential requires systematic and scalable006
methods for evaluating creativity across diverse007
tasks. However, most existing creativity met-008
rics are tightly coupled to specific tasks, embed-009
ding domain assumptions into the evaluation010
process and limiting scalability and general-011
ity. To address this gap, we introduce an auto-012
mated, domain-agnostic framework for quanti-013
fying LLM creativity across open-ended tasks.014
Our approach separates the measurement appa-015
ratus from the creative task itself, enabling scal-016
able, task-agnostic assessment. Divergent cre-017
ativity is measured using semantic entropy—a018
reference-free, robust metric for novelty and019
diversity, validated against LLM-based nov-020
elty judgments and baseline diversity measures.021
Convergent creativity is assessed via a novel022
retrieval-based multi-agent judge framework023
that delivers context-sensitive evaluation of task024
fulfilment with over 60% improved efficiency.025
We validate our framework across two distinct026
domains—physical reasoning and scientific re-027
search ideation—and with a broad suite of028
LLMs. Empirical results show our metrics reli-029
ably capture key facets of creativity—novelty,030
diversity, and task fulfilment—and reveal how031
model properties such as size, temperature, re-032
cency, and reasoning impact creative perfor-033
mance. Our work establishes a reproducible,034
generalizable standard for automated LLM cre-035
ativity evaluation, paving the way for scalable036
benchmarking and accelerating progress in cre-037
ative AI.038

1 Introduction039

Recent advances in large language models (LLMs)040

have led to major breakthroughs in language com-041

prehension, generation, and reasoning (Lewis et al.,042

2019; Manning, 2022; Cobbe et al., 2021). As043

LLMs become more adept at reasoning and plan- 044

ning, their creative potential has emerged as a key 045

area of interest (Ye et al., 2024; Sun et al., 2024). 046

Creative LLMs can accelerate scientific discovery 047

by proposing unconventional solutions (Ruan et al., 048

2024; Gu et al., 2024), uncovering novel patterns 049

(Si et al., 2024), and automating experiment design 050

(Liu et al., 2024), with far-reaching applications 051

in materials science (Centre), research methodol- 052

ogy (Boyko et al., 2023), and causal discovery (Li 053

et al., 2025). Understanding and quantifying these 054

creative capabilities is thus increasingly important. 055

However, most existing creativity evaluation 056

frameworks are tightly coupled to specific tasks 057

or domains, embedding strong domain assump- 058

tions into the assessment process (Krašovec, 2024; 059

Kroll and Kraus, 2024). These approaches rely 060

on curated answer sets, hand-crafted rubrics, or 061

extensive human annotation—rendering creativity 062

assessment subjective, resource-intensive, and dif- 063

ficult to scale, and leaving the field without auto- 064

mated, domain-general evaluation standards. 065

To address these challenges, we propose a fully 066

automated, domain-general framework for evaluat- 067

ing LLM creativity that is both robust and scalable 068

across open-ended tasks. Our framework decouples 069

evaluation from specific creative tasks, enabling 070

systematic, reference-free assessment of model cre- 071

ativity across domains. Building on cognitive sci- 072

ence, which characterizes creativity as encompass- 073

ing both divergent and convergent thinking (Guil- 074

ford, 1950), we deliberately design our framework 075

to evaluate both aspects through novel, automated 076

methods. 077

Divergent thinking is the ability to generate 078

diverse, novel, and innovative ideas. We argue 079

that hallucinations—often seen as a drawback in 080

LLMs—can, in fact, reflect divergent thinking by 081

producing unconventional ideas. To capture this, 082

we introduce Semantic Entropy, a sampling-based, 083

reference-free metric quantifying the variability of 084
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model-generated outputs. We further validate its085

utility by benchmarking semantic entropy against086

LLM-based novelty judgments and additional di-087

versity baselines, finding that it faithfully reflects088

core markers of divergent creativity.089

Convergent thinking involves synthesizing infor-090

mation to produce solutions tailored to specific091

goals and contexts (Kumar et al., 2024). Rec-092

ognizing the inherent subjectivity in evaluating093

this aspect (Li et al., 2023), we propose an adapt-094

able, autonomous multi-agent LLM judging frame-095

work, where agents collaboratively assess distinct096

facets of task fulfilment (Lu et al., 2024a). To ad-097

dress the computational inefficiency of traditional098

discussion-based evaluations (Wang et al., 2024a),099

we introduce a retrieval-based discussion frame-100

work that streamlines the review process, making101

large-scale benchmarking more feasible.102

To demonstrate the generality and practical value103

of our framework, we evaluate it on two distinct104

domains: physical reasoning using the MacGyver105

dataset (Tian et al., 2024), and scientific research106

ideation using the Hypogen dataset (O’Neill et al.,107

2025). We apply both methods to 300 problems108

per domain and benchmark diverse LLMs. We also109

analyze how model size, recency, temperature, and110

reasoning augmentation affect creativity.111

In summary, we: (1) introduce a reference-free,112

automated assessment of divergent creativity based113

on semantic entropy; (2) develop a more compute-114

efficient multi-agent LLM judging framework for115

convergent creativity; and (3) provide comprehen-116

sive empirical benchmarking of LLMs’ creativity117

across both MacGyver and Hypogen—together es-118

tablishing an automated, domain-general LLM cre-119

ativity evaluation framework.120

2 Related Work121

Human Creativity Tests. Classic human creativity122

assessments—such as the Torrance Tests of Cre-123

ative Thinking (TTCT) and the Consensual As-124

sessment Technique (CAT) (Torrance; Amabile,125

1982)—have been adapted to evaluate LLMs. How-126

ever, these methods depend on extensive human127

annotation, making them unscalable and ill-suited128

for automated evaluation. Moreover, while TTCT129

metrics like fluency and elaboration are meaning-130

ful in human settings, they are less reliable for131

LLMs, since idea count and output length can be132

trivially adjusted by sampling. Consequently, our133

framework focuses on originality and flexibility (di-134

vergent creativity), which remain robust indicators 135

for LLM generation tasks, and utilizes a separate, 136

automated judge for task fulfilment (convergent 137

creativity). 138

Domain-specific Creativity Evaluation. Beyond 139

classic human tests, a wide range of task-specific 140

creativity benchmarks have been developed for 141

LLMs, spanning mathematical reasoning, hard- 142

ware design, metaphor generation and code syn- 143

thesis (Ye et al., 2024; DeLorenzo et al., 2024; Paul 144

V. DiStefano and Beaty, 2024; Gómez-Rodríguez 145

and Williams, 2023). These frameworks typically 146

embed strong domain assumptions, require curated 147

answer sets or subjective metrics, and are closely 148

tied to the structure of their target tasks. As a re- 149

sult, they lack generalizability and are difficult 150

to apply systematically to the open-ended chal- 151

lenges tackled by modern LLMs. Our framework 152

overcomes these limitations by providing a task- 153

agnostic, reference-free, and fully automated ap- 154

proach to creativity evaluation. 155

Divergent Creativity Evaluation. Automated met- 156

rics for divergent creativity in LLMs—such as 157

semantic similarity, integration scores, and Lem- 158

pel–Ziv complexity—offer some insight into out- 159

put diversity, but often miss the nuance required for 160

complex, open-ended tasks (Mohammadi, 2024; 161

Chen and Ding, 2023; Summers-Stay et al., 2023; 162

Peeperkorn et al., 2024; Bellemare-Pepin et al., 163

2024). Recent work has instead used uncertainty to 164

detect hallucinations in LLM outputs (Huang et al., 165

2024; Chen et al., 2025; Zhang et al., 2023; Srira- 166

manan et al., 2024), including one based on Seman- 167

tic Entropy (SE)(Farquhar et al., 2024). We build 168

on this by repurposing Semantic Entropy, originally 169

for hallucination detection, as a robust, reference- 170

free measure of divergent creativity. 171

Convergent Creativity Evaluation. For conver- 172

gent creativity, traditional tests like the Remote As- 173

sociates Test (RAT) (Mednick and Mednick, 1967) 174

are not well suited to LLMs, as they were designed 175

for humans. Recent pipelines leverage LLMs as 176

judges (Rabeyah et al., 2024; Dubois et al., 2024; 177

Li et al., 2024; Zheng et al., 2023), with multi-agent 178

discussion frameworks shown to provide more nu- 179

anced and comprehensive evaluation of candidate 180

solutions (Liang et al., 2024; Chan et al., 2023). 181

However, these methods are computationally inten- 182

sive and hard to scale (Lv et al., 2024; Luo et al., 183

2023). Our novel retrieval-based discussion frame- 184

work addresses this, enabling scalable, robust eval- 185

uation of task fulfilment. 186
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Figure 1: Semantic Entropy: LLM-generated steps clustered by similarity, with entropy computed over cluster
probabilities. Naive entropy (middle) uses raw probabilities; Semantic Entropy (right) clusters by meaning for a
more reliable measure.

3 Divergent Creativity187

3.1 Background on Semantic Entropy188

Semantic Clustering. Following Farquhar et al.189

(2024), Step generations (s1...sn) are clustered us-190

ing bi-directional entailment, where a greedy algo-191

rithm assigns each generation to an existing class192

Ca if sufficiently similar, or creates a new class193

otherwise.194

Semantic Entropy. For a query x, the probability,195

P (s|x), of a generated steps, comprising tokens196

(t1, ..., ti) is given by the product of its conditional197

token probabilities. For computational efficiency,198

we use log-probability logP (s|x).199

logP (s|x) =
∑
i

logP (ti|t<i, x) (1)200

The probability of a semantic class c is the sum201

of all generated samples s belonging to the class:202

P (c|x) =
∑
s∈c

P (s|x) (2)203

Semantic Entropy is computed as the entropy of204

the class probability distribution over all classes C:205

H(x) = −
|C|∑
i=1

P (Ci|x) logP (Ci|x) (3)206

3.2 Automated Divergent Creativity207

Evaluation with Semantic Entropy208

Hallucination-like processes in humans reflect as-209

sociative thinking, a key mechanism underlying210

creativity (Jiang et al., 2024; Raffaelli et al., 2024;211

Ritter and Dijksterhuis, 2014). By making unex-212

pected connections, associative thinking enables213

the generation of multiple, varied, or unconven-214

tional ideas—a hallmark of divergent thinking215

(Guilford, 1950). We hypothesize that, in LLMs,216

generation uncertainty—where the model produces217

unpredictable or surprising outputs—similarly sig- 218

nals divergent creativity by reflecting an ability to 219

explore novel solution paths. 220

Motivation. To robustly quantify this breadth and 221

novelty in model outputs, we use Semantic Entropy 222

(Farquhar et al., 2024), which measures the unpre- 223

dictability and diversity of generated solutions at 224

the semantic level. Unlike word-level entropy or 225

surface-level diversity metrics, semantic entropy 226

captures true conceptual differences, identifying 227

outputs that are novel in substance rather than just 228

rephrasings. This reference-free and scalable ap- 229

proach enables automated creativity assessment 230

across domains. Because unpredictability and di- 231

versity are closely linked to creativity markers like 232

originality and flexibility, we will further investi- 233

gate how semantic entropy aligns with established 234

creativity metrics, leveraging both LLM-based nov- 235

elty judgments and diversity baselines. 236

Implementation. For each task, we generate solu- 237

tions step by step: at each stage, we sample n = 10 238

candidate solutions per step, cluster them by seman- 239

tic equivalence, and compute Semantic Entropy 240

over the resulting class probabilities. The highest- 241

probability sample is iteratively appended to build 242

a full solution, and this repeats until majority of the 243

samples indicate completion ("STOP"). 244

Table 1: Entailment models.

Model Accuracy

DeBERTa NLI 90.9%
GPT-4o 72.7%

Entailment Model. 245

We use the De- 246

BERTa NLI model 247

to cluster gener- 248

ated samples into 249

semantic classes by assessing semantic equivalence. 250

Its performance was validated on 50 manually an- 251

notated pairs, benchmarked against GPT-4o (zero- 252

shot) for entailment. DeBERTa’s accuracy and 253

efficiency make it ideal for clustering (Table 1). 254
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Figure 2: Retrieval-based multi-agent judging framework for automated convergent creativity evaluation. Supports
flexible, metric-specific assessment across diverse tasks using structured agent roles and retrieval-augmented
discussion.

4 Convergent Creativity255

Motivation. Evaluating convergent creativity in256

LLMs requires assessing how well generated so-257

lutions fulfil diverse goals and constraints across258

domains. LLM-as-a-judge frameworks are a widely259

adopted, robust approach for automating open-260

ended evaluation, enabling large-scale, accurate,261

consistent assessment while overcoming limita-262

tions of human annotation (Badshah and Sajjad,263

2024; Gu et al., 2025). Unlike single-task or264

fixed-rubric benchmarks, our framework supports265

configurable, metric-specific evaluation that flex-266

ibly captures domain-specific criteria—essential267

for creative tasks where “success” is context-268

dependent. Our automated approach enables scal-269

able, reference-free quantification of task fulfilment270

across a broad range of open-ended problems.271

Figure 3: ChatEval (One-by-one) framework and its
information flow, implemented for our benchmark.

Current challenges. Multi-agent judge frame-272

works (Liang et al., 2024; Chan et al., 2023) yield273

more nuanced, context-aware assessments by hav-274

ing LLMs engage in discussion—outperforming275

one-shot or few-shot judging, as each agent can276

identify distinct aspects and subtleties in a solution.277

However, appending the full discussion history at278

each turn is highly resource-intensive, quickly in-279

flating token usage and computation, and making280

it impractical for large-scale benchmarks.281

4.1 Automated Convergent Creativity 282

Evaluation 283

Retrieval-based Framework. To address the in- 284

efficiency of standard multi-agent LLM judging, 285

we introduce a retrieval-based framework that pre- 286

serves nuanced evaluation while drastically reduc- 287

ing token usage (by 63% vs. ChatEval; see Ap- 288

pendix). Agents attend only to the most relevant 289

prior discussion fragments, with early stopping and 290

confidence scoring further limiting redundant delib- 291

eration, making scalable, context-aware assessment 292

feasible across diverse datasets. 293

Implementation. Our framework structures eval- 294

uation in three main phases, as well as an early 295

stopping mechanism (see appendix E.4): 296

Initialisation. Each agent generates initial insights 297

(fragments Fi) about the problem, solution, and 298

domain-specific criteria, stored in a database D 299

with their embeddings E(Fi). Agents retrieve the n 300

most relevant fragments for a query Q using cosine 301

similarity: 302

GET(Q,n) = Top-n
(
Sim(E(Q), E(Fi))

)
where Fi ∈ D

(4) 303

Discussion. Agents retrieve relevant fragments 304

with query Qa, answers peer questions R
response
a , 305

offer opinions Ropinion
a , and raise new queries qnew

a , 306

updating the fragment database. 307

(Rquestions
a , Ropinion

a , qnew
a )

= Ja(qothers,a,GET(Qa ⊕ qothers,a, k),B)
(5) 308

Verdict. The agent with the highest confidence 309

uses relevant fragments GET(Qmax, l) to deliver a 310

binary verdict for each criterion Ci. 311

See appendix for full prompt templates and imple- 312

mentation details. 313
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Figure 4: Overview of our semantic entropy-based automated creativity evaluation, for both the Macgyver and
HypoGen datasets.

5 Experimental Setup314

Datasets and Evaluation Metrics.315

• MacGyver: Real-world physical reasoning316

problems requiring creative, unconventional317

use of everyday objects. Models are prompted318

to generate step-by-step solutions.319

Metrics: Feasibility, Safety, Effectiveness320

• Hypogen: Open-ended scientific ideation321

tasks(O’Neill et al., 2025). Each prob-322

lem presents a standard “Bit” and a target323

“Flip”(see Fig. 4); models must generate a324

novel chain of reasoning from Bit to Flip with-325

out being shown the ground-truth explanation.326

Metrics: Feasibility, Scientific Accuracy,327

Relevance328

See appendix E.1 for sample prompts, generations329

and full metric definitions.330

Divergent Creativity Verification. We bench-331

mark Semantic Entropy against relative novelty332

and diversity baselines. For novelty, a pairwise333

LLM judge ranks solution originality for 50 Mac-334

Gyver problems per model across four LLMs; reli-335

ability was validated against the average rankings336

from five human annotators, each ranking 30 solu-337

tions (Spearman and Pearson correlation of 0.80).338

Pipeline and annotation details are in the appendix339

D.5. For diversity, we investigate average cosine340

similarity between clusters against Semantic En-341

tropy, with other metrics (e.g., self-BLEU) in the 342

appendix D.3. 343

Convergent Creativity Verification. To assess 344

the reliability of our automated Multi-Agent Judge 345

framework, we compare its verdicts to a “golden 346

truth” obtained by majority vote from five human 347

annotators on a randomly sampled set of 50 prob- 348

lems on the Macgyver dataset. We report accuracy 349

as Accuracy-Rejection Curve (AUARC)(Nadeem 350

et al., 2009), and detail the annotation protocol and 351

inter-annotator agreement in the appendix. 352

Detailed Pipeline. We benchmark LLMs on the 353

MacGyver and HypoGen datasets using our unified 354

framework. For each model, 300 problems per 355

domain are solved step by step: at each stage, 10 356

candidate next steps are generated and clustered 357

to compute semantic entropy, then the most likely 358

candidate is selected (greedy search) and appended 359

to the solution. Divergent creativity is reported as 360

the average entropy across all steps in the solution, 361

reflecting overall exploration. 362

Convergent creativity is assessed on all 300 gen- 363

erated solutions using our Multi-Agent Judge and 364

domain-specific metrics. Final model scores in- 365

clude both Divergent (Semantic Entropy) and Con- 366

vergent (Multi-Agent Judge accuracy) results. 367

All experiments used 4 NVIDIA A100 GPUs, 368

with API access for large models. Further details 369

are in the appendix. 370
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Figure 5: Semantic entropy’s relationship with response and model parameters.

6 Results and Discussion371

6.1 Divergent Creativity372

Semantic entropy robustly captures the breadth373

and flexibility of idea generation in LLMs. We374

find that semantic entropy, computed over seman-375

tically distinct clusters, is strongly correlated with376

the number of unique idea categories (Fig. 5a), indi-377

cating that it reliably reflects flexibility—one of the378

four TTCT metrics (Torrance). Semantic entropy379

is also highly responsive to temperature: as temper-380

ature increases, models generate more varied and381

less repetitive outputs, resulting in higher entropy382

across architectures (Fig. 5b), consistent with find-383

ings that increased temperature enhances diversity384

by reducing repetition and encouraging creative385

risk-taking (Chen and Ding, 2023; Roemmele and386

Gordon, 2018). Notably, while semantic entropy387

rises rapidly with temperature at first, it plateaus at388

higher values, likely reflecting saturation in gener-389

ating meaningful, distinct outputs (Chen and Ding,390

2023). Overall, these results establish semantic391

entropy as a robust and scalable metric for quanti-392

fying the generative range and creative flexibility of393

LLM solutions—key markers of creative potential.394

Semantic entropy meaningfully tracks core cre-395

ative attributes, aligning with both novelty and396

diversity baselines. To further validate semantic397

entropy as a practical proxy for divergent creativity,398

we benchmarked it against an LLM-based pairwise 399

novelty judge (validated with strong agreement to 400

human annotators) and established diversity met- 401

rics, such as average cosine similarity between so- 402

lutions. Our results show that semantic entropy is 403

positively associated with both judged novelty (Fig. 404

5d) and lower cosine similarity (Fig. 5c), indicating 405

that models with higher entropy not only produce 406

more diverse ideas, but also outputs considered 407

more original. These findings reinforce semantic 408

entropy’s utility as an automated, reference-free, 409

and domain-general indicator for core creative at- 410

tributes—enabling principled evaluation of LLM 411

creativity at scale. 412

The advancement and size of LLMs does not 413

correlate with divergent creativity. As shown in 414

the appendix G, semantic entropy remains largely 415

stable—and sometimes even decreases—as models 416

become larger or newer, both across Llama genera- 417

tions (3, 3.1, 3.3; 8B to 405B) and Vicuna model 418

sizes (7B to 33B). This is likely due to training that 419

prioritises convergent solutions (Yu et al., 2024), 420

potentially limiting divergent output in larger mod- 421

els and suggesting a developmental trajectory for 422

creativity that is distinct from general advances 423

in problem-solving or reasoning. Notably, Ruan 424

et al. (2024) also found that less advanced and 425

state-of-the-art models generate comparable levels 426

of creative ideas in scientific contexts. 427
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Figure 6: The impact of various parameters (left: model size, center: model recency, right: reasoning capabilities)
on the convergent creativity of LLMs on the MacGyver dataset. In this and subsequent figures, (T) and (NT) refers
to (Thinking) and (Non-thinking) respectively.

6.2 Convergent Creativity

Framework Accuracy AUARC
Baselines
One-shot 64.7% 0.693
CoT 67.3% 0.697
Few-shot 65.3% 0.720
Few-shot w/CoT 66.0% 0.725
ChatEval 76.7% -
Our framework
GPT-4o-mini 55.3% 0.635
GPT-4o 84.7% 0.907
Human
Annotator1 82.7% -
Annotator2 84.7% -
Annotator3 81.3% -
Annotator4 80.0% -
Annotator5 81.3% -

Table 2: Performance of different evaluation frameworks and
human annotators, judging 50 solutions to Macgyver Dataset.

Our retrieval-based multi-agent judge enables428

robust, scalable assessment of convergent cre-429

ativity across diverse domains. We demonstrate430

that our retrieval-based multi-agent framework431

achieves accuracy and AUARC comparable to in-432

dividual human annotators (see Table 2), and con-433

sistently outperforms all single-agent and baseline434

LLM judging pipelines, highlighting its effective-435

ness in capturing nuanced, context-dependent as-436

pects of task fulfilment. By leveraging retrieval437

and confidence-based stopping, our method re-438

duces computational cost by over 60% (see Ap-439

pendix) compared to traditional multi-agent discus-440

sions (Chan et al., 2023), making large-scale evalu-441

ation feasible. These results show that automated,442

discussion-based LLM judges can match or exceed443

the reliability of human raters, while enabling effi-444

cient, repeatable assessment of LLM performance445

in open-ended, multi-criteria tasks across domains.446

Larger, more recent and reasoning LLMs447

achieve higher task fulfilment. Larger and448

more recent models like GPT-4o and Llama 3.1449

70B consistently outperform earlier models such as450

GPT-3.5 and Llama 3.1 8B on convergent creativ- 451

ity metrics (Fig. 6a, 6b), which reflect a model’s 452

ability to generate solutions that meet explicit task 453

requirements. This pattern is consistent with prior 454

work demonstrating GPT-4o's advantages in code 455

generation (Lu et al., 2024b), reasoning (Minaee 456

et al., 2024), and Llama 70B's edge in instruction 457

following (Kovalevskyi, 2024), largely attributed to 458

scaling laws and advanced training strategies like 459

instruction tuning and dataset diversification (Zhao 460

et al., 2024). Reasoning-focused models such as 461

R1-70B also outperform their non-reasoning base 462

versions (e.g., Llama 3.3, Fig. 6c), reinforcing the 463

value of reasoning for enhancing LLMs’ abilities 464

to tackle complex, multi-criteria tasks (DeepSeek- 465

AI et al., 2025; Huang and Chang, 2023). Overall, 466

these results show that scaling, recency, and im- 467

proved reasoning directly boost LLMs’ capacity 468

for task fulfilment in automated convergent creativ- 469

ity evaluation. 470

Divergent and Convergent creative ability in 471

LLMs arise from distinct mechanisms. The 472

relationship between divergent and convergent cre- 473

ativity is model-dependent, not strictly antagonistic. 474

As shown in Figure 7, some LLMs (like GPT-4o) 475

show a mild trade-off—higher semantic entropy 476

can correspond to lower task fulfilment—while oth- 477

ers (like Llama 8B) maintain more balanced perfor- 478

mance. Our findings suggest that the mechanisms 479

supporting divergent and convergent creativity can 480

be at least partially decoupled, with the potential 481

for both to be improved in tandem.Thus, maximiz- 482

ing creative potential does not necessarily require 483

sacrificing convergent abilities. 484

Apart from the findings above, we also analysed 485

the effect of: (1) temperature on convergent cre- 486

ativity, (2) sample size on semantic entropy, (3) 487

effect of step number on semantic entropy and (4) 488

varying confidence thresholds on our framework’s 489

accuracy. The detailed analyses are in appendix G. 490
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Figure 7: Semantic Entropy compared to different convergent creativity metrics (Y-axis) on the MacGyver dataset.
Each point represents the mean Y value at the median X value of a unique set of 15 data points (fixed-interval
binning). Similar trends were observed on the Hypogen dataset(see Appendix 19).

Table 3: Performance of various LLMs on our benchmark using the MacGyver dataset.

Model Divergent Creativity Convergent Creativity
Semantic Entropy Feasibility Safety Effectiveness Overall

Vicuna 7B 2.19 0.20 0.45 0.00 0.217
Vicuna 13B 1.96 0.25 0.48 0.01 0.248
Vicuna 33B 2.17 0.26 0.53 0.01 0.257

Llama 3 70B Instruct 2.10 0.39 0.65 0.02 0.356

Llama 3.1 8B Instruct 2.13 0.25 0.53 0.02 0.266
Llama 3.1 70B Nemotron Instruct 2.19 0.36 0.57 0.06 0.33
Llama 3.1 405B Instruct 2.08 0.66 0.75 0.12 0.51

Llama 3.3 70B Instruct 2.10 0.45 0.68 0.04 0.391
Deepseek R1 70B Distilled 2.10 0.58 0.75 0.07 0.468

GPT 3.5 Turbo 2.02 0.51 0.71 0.03 0.416
GPT 4o mini 2.05 0.62 0.76 0.12 0.497
GPT 4o 2.08 0.82 0.86 0.21 0.629
Qwen3 32B (Thinking) 2.02 0.65 0.78 0.12 0.517
Qwen3 32B (Non-thinking) 2.08 0.49 0.74 0.08 0.436

Model Divergent Creativity Convergent Creativity
Semantic Entropy Feasibility Relevance Scientific Accuracy Overall

GPT-4o 2.07 0.28 0.61 0.17 0.353
Llama 3.1 8B Instruct 2.04 0.21 0.56 0.12 0.293
Qwen3 32B (Thinking) 1.72 0.41 0.78 0.21 0.467
Qwen3 32B (Non-thinking) 1.66 0.50 0.76 0.26 0.506

Table 4: Performance of various LLMs on our benchmark using the HypoGen dataset.

7 Conclusion491

Key findings and Broader Impact. We intro-492

duce a fully automated, domain-general framework493

for evaluating LLM creativity, leveraging seman-494

tic entropy as a reference-free metric for divergent495

thinking and a retrieval-based multi-agent judge for496

convergent evaluation. Our experiments across the497

MacGyver and Hypogen benchmarks demonstrate498

several key findings: semantic entropy robustly499

quantifies the generative breadth and diversity of500

model outputs, correlating with established cre-501

ativity markers like flexibility, novelty, and diver-502

sity. Our multi-agent judging framework achieves503

human-level reliability with over 60% improved504

computational efficiency, enabling practical, large-505

scale assessment of LLM task fulfilment in diverse,506

open-ended settings. In contrast to convergent per-507

formance, we find that model size and recency do508

not reliably increase divergent creativity, suggest-509

ing that current advances are more aligned with op-510

timizing for correct answers than for creative explo- 511

ration. By establishing a scalable and reproducible 512

automated benchmark for creativity evaluation, our 513

work provides a foundation for the principled de- 514

velopment and rigorous comparison of creative AI 515

systems. 516

Future Work. Our results suggest that diver- 517

gent and convergent creativity can be optimized 518

independently, motivating further study of training 519

strategies that enhance both without trade-offs. Fu- 520

ture work will systematically investigate the effects 521

of fine-tuning, instruction-following, and special- 522

ized training regimes on creativity, as well as the 523

role of human-in-the-loop validation in aligning 524

LLM outputs with human standards of originality 525

and usefulness. We also plan to extend our frame- 526

work to new domains and tasks, enabling deeper 527

understanding of how model architectures and in- 528

terventions shape the creativity spectrum in LLMs. 529
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8 Limitations530

Despite the demonstrated robustness and scalabil-531

ity of our proposed framework, several limitations532

merit consideration.533

Computational Overhead. The semantic entropy-534

based evaluation, while effective in capturing nov-535

elty and diversity, remains computationally inten-536

sive. It requires the generation and clustering of537

multiple outputs per task, which may limit scala-538

bility when applied to large datasets or in environ-539

ments with constrained computational resources.540

Evaluation Limitations and Subjectivity. Our541

current methodology assesses feasibility and task542

fulfilment using retrieval-based, context-sensitive543

LLM judgments. While this enables automated544

evaluation, it inherently relies on the subjective in-545

terpretation and prior knowledge encoded in the546

LLMs. As a result, unconventional or novel so-547

lutions that deviate from known patterns may be548

incorrectly deemed infeasible. Furthermore, the549

lack of real-world validation means that theoret-550

ically viable but unorthodox responses could be551

undervalued. Consequently, the framework may552

not fully capture the practical applicability or inge-553

nuity of certain creative outputs.554

Domain Coverage and Generalizability. The555

framework demonstrates strong performance556

across two diverse and cognitively demanding do-557

mains—physical reasoning (MacGyver) and sci-558

entific ideation (Hypogen)—and has validated its559

adaptability to distinct task formats. This breadth560

of evaluation suggests promising potential for ex-561

tension to other forms of creativity. Tasks such562

as linguistic creativity, artistic generation, and so-563

cially grounded problem-solving offer natural next564

steps. Applying the framework to these domains565

could deepen our understanding of LLM creative566

capacities and refine our understanding of model567

performance across more open-ended generative568

contexts.569
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A Appendix939

B Model Selection940

Our framework encompasses models941

of varying sizes, ages, and families.942

The open-source models comprise 5943

Llama models (Llama-3.1-8B-Instruct,944

Llama-3.1-Nemotron-70B-Instruct-HF,945

Llama-3.1-405B-Instruct,946

Llama-3-70B-Instruct,947

Llama-3.3-70B-Instruct) (Grattafiori et al.,948

2024; Wang et al., 2024b) and 3 models949

from the Vicuna family (vicuna-7b-v1.5,950

vicuna-13b-v1.5, vicuna-33b-v1.3) (Chiang951

et al., 2023; Zheng et al., 2023). In addition, we952

also evaluate OpenAI's gpt-4o, gpt-3.5-turbo953

and gpt-4o-mini closed-source models (Brown954

et al., 2020; OpenAI, 2023). Furthermore, we eval-955

uate DeepSeek R1 70B Distilled (DeepSeek-AI956

et al., 2025), and Qwen3 32B (Team, 2025) in957

both its thinking and non-thinking modes. The958

open-source models were obtained using Hugging959

Face.960

C Code Availability961

Our code is available at the URL:962

https://anonymous.4open.science/r/MacGyverSemanticProbing-963

7DFD/. Our benchmark is intended exclusively964

for research purposes, and is not aimed for965

commercialisation, making it compatible with966

original access conditions.967

D Semantic Entropy968

In practice, not all possible responses from all pos-969

sible semantic classes can be sampled from the970

LLM to compute semantic entropy. Therefore, we971

follow Farquhar et al. (2024) and estimate the se-972

mantic entropy using a Rao-Blackwellized Monte973

Carlo integration over the semantic classes C:974

H(x) ≈ −
∑|C|

i=1 P (Ci|x) logP (Ci|x)975

Where P (Ci|x) = P (ci|x)∑
c
P (c|x) . This normalises976

the semantic class probabilities by taking the se-977

mantic classes as a categorical distribution.978

To account for disparities in output sequence979

length, which inherently affect the combined likeli-980

hood, we employ length normalization during the981

computation of log-probabilities for generated se-982

quences. This procedure addresses the principle983

of conditional independence in token probability984

distributions (Malinin and Gales, 2021), wherein985

the probability of a sequence diminishes exponen- 986

tially with its length. Consequently, without nor- 987

malization, the negative log-probability increases 988

linearly with sequence length, leading to a bias 989

where longer sequences disproportionately con- 990

tribute to the measured entropy. Therefore, we 991

calculate the joint log-probability of a sequence as 992

the arithmetic mean of the sequence instead of the 993

sum: 994

logP (s|x) = 1
N

∑N
i=1 logP (ti|t<i, x) 995

D.1 Sampling Solutions from LLMs 996

When sampling generations, we set a default tem- 997

perature of 1.0 (unless stated otherwise), with nu- 998

cleus sampling (top_p = 0.9). 999

D.2 Semantic Clustering Entailment Model 1000

We use tasksource/deberta-base-long-nli as 1001

our DeBERTa model to cluster samples into seman- 1002

tic classes. The details for the greedy entailment 1003

algorithm, retrieved from Farquhar et al. (2024), 1004

are as follows: 1005

For each sample sa, we obtain the bidirectional 1006

entailment between it and a sample from an exist- 1007

ing semantic class Ck ; if entailment is found, sa 1008

is appended to the class; if its semantic meaning 1009

differs from those of all existing classes, it forms 1010

its own class. Iterating through all samples s1...sn, 1011

we obtain the set of semantic classes wherein the 1012

samples are fully clustered. 1013

In other words, if two outputs sa and sb mutu- 1014

ally entail one another, they are considered part of 1015

the same semantic class. For each sample sa, we 1016

obtain the bidirectional entailment between it and 1017

a sample from an existing semantic class Ck ; if 1018

entailment is found, sa is appended to the class; 1019

if its semantic meaning differs from those of all 1020

existing classes, it forms its own class. 1021

D.3 Analysis of Semantic Entropy 1022

Existing literature has proposed various means of 1023

quantifying the diversity or semantic consistency 1024

of a set of LLM generations in order to probe its 1025

creativity. This includes cosine similarity (Li et al., 1026

2016a; Yang et al., 2025), the Self-BLEU metric 1027

(Zhu et al., 2018), and distinct-n scores (Li et al., 1028

2016b). By computing the aforementioned metrics 1029

for samples generated from our benchmark, we ex- 1030

plore the relationship between them and semantic 1031

entropy, as shown in figures 8 and 9, as well as 1032

tables 5 and 6. 1033
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Figure 8: Comparison between semantic entropy and various diversity metrics on the Macgyver dataset.

Figure 9: Comparison between semantic entropy and various diversity metrics on the HypoGen dataset.
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Metric Model ρ p-value

Average Cosine Similarity
GPT-4o −0.436 6.72× 10−58

Llama 3.1 8B Instruct −0.048 3.95× 10−2

Vicuna 7B −0.236 1.24× 10−29

Qwen3 32B Thinking −0.246 6.09× 10−22

Self-BLEU
GPT-4o −0.374 3.25× 10−43

Llama 3.1 8B Instruct 0.119 3.58× 10−7

Vicuna 7B −0.385 6.77× 10−80

Qwen3 32B Thinking −0.149 7.44× 10−9

Distinct-1
GPT-4o 0.285 3.23× 10−21

Llama 3.1 8B Instruct −0.238 5.19× 10−25

Vicuna 7B 0.213 2.34× 10−24

Qwen3 32B Thinking 0.048 6.49× 10−2

Distinct-2
GPT-4o 0.349 5.35× 10−36

Llama 3.1 8B Instruct −0.140 1.92× 10−9

Vicuna 7B 0.325 6.36× 10−56

Qwen3 32B Thinking 0.118 5.39× 10−6

Table 5: Spearman correlation (ρ) between semantic entropy and diversity metrics across models for the Macgyver dataset.

Metric Model ρ p-value

Average Cosine Similarity
GPT-4o −0.396 1.34× 10−108

Llama 3.1 8B Instruct −0.343 9.41× 10−92

Qwen3 32B Non-thinking −0.463 2.40× 10−158

Qwen3 32B Thinking −0.564 4.11× 10−181

Self-BLEU
GPT-4o −0.346 2.01× 10−81

Llama 3.1 8B Instruct −0.174 2.02× 10−21

Qwen3 32B Non-thinking −0.440 1.89× 10−141

Qwen3 32B Thinking −0.438 7.30× 10−102

Distinct-1
GPT-4o 0.415 9.87× 10−120

Llama 3.1 8B Instruct 0.180 9.27× 10−23

Qwen3 32B Non-thinking 0.516 2.03× 10−202

Qwen3 32B Thinking 0.570 2.28× 10−186

Distinct-2
GPT-4o 0.405 7.93× 10−114

Llama 3.1 8B Instruct 0.206 1.95× 10−29

Qwen3 32B Non-thinking 0.496 3.38× 10−185

Qwen3 32B Thinking 0.529 5.49× 10−156

Table 6: Spearman correlation (ρ) between semantic entropy and diversity metrics for the HypoGen dataset.

Notably, there is a significant moderate correla-1034

tion between semantic entropy and multiple met-1035

rics such as average cosine similarity (as mentioned1036

previously), and self-BLEU for both datasets, with1037

weak-to-moderate correlations to the distinct-1 and 1038

distinct-2 scores. Since semantic entropy correlates 1039

with multiple independent diversity metrics, we can 1040

robustly verify that it does accurately quantify the 1041
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diversity of LLM outputs, and is a suitable metric1042

to measure divergent creativity with.1043

However, it is noted that the correlations be-1044

tween semantic entropy and the other metrics are1045

not very strong (i.e. >0.6). This could be due to1046

the differing granularities or resolutions of each1047

metric. Distinct-1 and distinct-2 metrics are word-1048

level and evaluate diversity based on the number1049

of unique n-grams in a sentence (Li et al., 2016b).1050

They see differences at the phrase level, but might1051

not consolidate these into a coherent conceptual1052

understanding to compute true semantic diversity.1053

Self-BLEU, which operates at the n-gram level,1054

also cannot truly resolve whether the lack of n-1055

gram overlap corresponds to a genuine difference1056

in meaning or just different wording.1057

Cosine similarity is sentence-level and com-1058

presses each sample into a single embedding vec-1059

tor. It provides an average sense of dissimilarity1060

across the entire semantic space occupied by the1061

responses, but could face difficulties in identifying1062

distinct clusters of meaning; it may highlight two1063

distinct but related outputs as very similar but not1064

distinct.1065

On the other hand, semantic entropy explicitly1066

groups outputs into discrete categories based on1067

shared underlying meaning or ideas using the se-1068

mantic clustering algorithm outlined previously.1069

This provides a clearer "resolution" focused on1070

distinct concepts, enabling the metric to capture1071

the true semantic diversity of generations.1072

D.4 Comparison to Existing Creativity1073

Frameworks1074

A popular and established framework to evaluate1075

human creativity is the Torrance Tests of Creative1076

Thinking (TTCT) (Torrance). In this section, we1077

compare it against our benchmark, and highlight1078

why our benchmark is more applicable and suited1079

for evaluating LLM creativity.1080

The TTCT consists of 4 metrics: originality,1081

flexibility, fluency and elaboration.1082

Firstly, we specifically address originality by1083

adding an LLM novelty judge to our evaluation, in1084

addition to our semantic entropy (SE) metric. We1085

first validated this judge by comparing its novelty1086

ratings to those from human annotators and found1087

high agreement. Using this setup, we showed that1088

SE is strongly correlated with LLM-assessed nov-1089

elty scores on our datasets. This directly demon-1090

strates that SE robustly captures the originality as-1091

pect of creativity, as intended by TTCT.1092

Next, flexibility is measured through the diver- 1093

sity of semantic classes produced by the model for 1094

each problem. As already shown in our original 1095

paper, we included a graph illustrating a strong 1096

positive correlation between SE and the number 1097

of unique semantic classes generated. This pro- 1098

vides quantitative evidence that our framework re- 1099

flects flexibility in the TTCT sense, by capturing 1100

the range of different categories of solutions pro- 1101

duced by the model. 1102

In addition, we recognize that fluency —the 1103

sheer number of ideas produced — is a key com- 1104

ponent of TTCT’s evaluation of human creativity, 1105

particularly because, in human-administered tests, 1106

generation protocols are tightly standardized and 1107

ideation is effortful. For LLMs, however, fluency 1108

is governed by sampling parameters and can be 1109

trivially increased or decreased, making it less in- 1110

dicative of genuine creative ability in automated 1111

settings. Thus, we do not foreground fluency as a 1112

core metric in our framework, but acknowledge its 1113

value in structured human creativity tasks.* 1114

Finally, while elaboration — the detail and de- 1115

velopment of ideas — is valuable in human TTCT 1116

tasks (where added depth reflects genuine effort 1117

and cognitive engagement), we do not account for 1118

elaboration as a core metric in our framework. In 1119

LLMs, elaboration can be easily manipulated by 1120

prompting for longer or more detailed responses, 1121

meaning that output length is decoupled from sub- 1122

stantive creativity. Instead, we focus on task ful- 1123

filment through our convergent creativity evalua- 1124

tion, which provides a more relevant and robust 1125

assessment of whether a model’s response meets 1126

the requirements and constraints of the task. 1127

D.5 Evaluation of Solution Novelty 1128

D.5.1 Creation of Ground Truth Dataset 1129

We had 5 human annotators rank a set of 30 1130

problem-solution pairs from the Macgyver dataset 1131

based on their novelty, and compared their rank- 1132

ings, finding moderate agreement between them. 1133

The golden ground truth was obtained by taking 1134

the average ranking of problem-solution pair by the 1135

5 annotations. The inter-annotator spearman rank 1136

correlation is shown below in table 7. Owing to 1137

general agreement between annotators, the ground 1138

truth for novelty is sufficiently robust. 1139

The 30 problem-solution pairs for the ground 1140

truth are sampled from GPT-4o, Llama 3.1 8B In- 1141

struct, Vicuna 7B. 1142
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Annotator 1 2 3 4
5

1 NA 0.34 0.50 0.55
0.57

2 0.34 NA 0.33 0.57
0.50

3 0.50 0.33 NA 0.49
0.53

4 0.55 0.57 0.49 NA
0.55

5 0.57 0.50 0.53 0.55
NA

Table 7: Average Pairwise Spearman Rank Correlation for
Annotator Agreement

Figure 10: The correlation between LLMJudge novelty
rankings and the ground truth ranks.

D.5.2 Automated Novelty Evaluation1143

To automate novelty evaluation, we use an LLM1144

Judge to determine novelty using pairwise compar-1145

isons between problem-solution pairs, integrated1146

into a bubble sort algorithm. To compare its per-1147

formance to human annotators, it evaluated the 301148

problem-solution pairs in the ground truth dataset.1149

As shown above in Fig. 10, the LLM Judge used1150

for pairwise novelty has strong agreement (from1151

Spearman ρ and Kendall’s τ ) with human annota-1152

tion, and thus can reliably serve as an automated1153

method for gauging the novelty of LLM responses.1154

E Retrieval-based LLM Discussion1155

Framework1156

We use dunzhang/stella_en_1.5B_v5 as our em-1157

bedding model for the retrieval-basd evaluation1158

framework, and use a ChromaDB database to store1159

the fragment embeddings. We set j = 4, k =1160

5, l = 8 with confidence threshold T = 0.5. The 1161

agents were prompted to limit their responses to a 1162

maximum of 150 words. 1163

E.1 Metrics 1164

The definitions for the metrics used for the Mac- 1165

gyver dataset are below: 1166

• Feasibility measures whether a solution is 1167

practical and can be realistically implemented. 1168

• Safety assesses the potential for harm or risks 1169

associated with the solution, ensuring that it 1170

adheres to ethical and practical guidelines. 1171

• Effectiveness evaluates how well the solution 1172

achieves the desired outcome, focusing on ef- 1173

ficiency and accuracy. 1174

The definitions for the metrics used for the Hy- 1175

poGen dataset are below, and are inspired from the 1176

original HypoGen paper as well as the Google’s AI 1177

Co-scientist. (O’Neill et al., 2025; Gottweis et al., 1178

2025): 1179

• Feasibility: The solution and reasoning chain 1180

is practical and likely to succeed. 1181

• Relevance: The generated solution must pre- 1182

cisely align with the research goals, prefer- 1183

ences and constraints defined by the problem 1184

(bit and flip). 1185

• Scientific Accuracy: The approaches, con- 1186

cepts, measurements, and models mentioned 1187

in the solution correctly represent the true na- 1188

ture or behavior of the phenomenon under 1189

investigation. 1190

E.2 Compute Costs for LLM Discussion 1191

Frameworks 1192

As demonstrated in table 8, our retrieval-based dis- 1193

cussion framework can consistently perform eval- 1194

uations at a fraction of the token consumption of 1195

ChatEval (a more traditional one-by-one frame- 1196

work), with the most significant reduction occuring 1197

in input token quantity. 1198

E.3 Evaluation of LLM-as-a-Judge 1199

frameworks 1200

To gauge performance of the tested LLM-as-a- 1201

judge frameworks, 5 students were approached, 1202

with each being given 50 randomly sampled prob- 1203

lems from the problem set and their corresponding 1204
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Token type Mean token con-
sumption

Standard De-
viation

ChatEval
Input 66944 4622.4
Output 8634 489.1

Ours
Input 23758 2605.4
Output 3796 148.0

Table 8: The averages and standard deviations of the token
consumption of the baseline ChatEval discussion framework,
compared to our retrieval-based discussion framework, to
evaluate one problem-solution pair. The values were computed
by calculating token consumption from evaluating a set of 50
problem-solution pairs.

solutions from either Vicuna 33B, Llama 3.1 8B1205

Instruct or GPT-4o, and asked to give binary ver-1206

dicts on each problem-solution pair for the criteria1207

of feasibility, safety and effectiveness. This is to1208

ensure diversity of the quality of the solutions, as1209

these models exhibit varying levels of convergent1210

creativity. They were informed that their responses1211

would be used to determine a ground truth for LLM-1212

as-a-judge evaluation.1213

The ChatEval framework was slightly modified1214

such that each LLM response was immediately ap-1215

pended to the discussion history to facilitate greater1216

engagement between LLM analysts, instead of only1217

being appended at the end of a full round.1218

The kappa coefficients between each pair of an-1219

notators for each metric are presented in table 9.1220

Annotator 1 2 3 4
5

1 NA 0.113 0.221 0.244
0.118

2 0.113 NA 0.194 0.209
0.302

3 0.221 0.194 NA 0.311
0.244

4 0.244 0.209 0.311 NA
0.346

5 0.118 0.302 0.244 0.346
NA

Table 9: Average Pairwise Cohen’s Kappa for Annotator
Agreement

The proportions of binary verdicts in the golden1221

(consolidated) ground truth are in table 10.1222

Feasibility Safety Effectiveness

0.52 0.90 0.22
Table 10: Proportions of positive verdicts for each metric in
the ’golden truth’.

E.4 Analysis of confidence threshold for 1223

retrieval-based discussion framework 1224

At the end of each discussion round, each discus- 1225

sion agent is prompted to provide its confidence 1226

in the correctness of its judgement. Based on the 1227

average confidences of the agents, the discussion is 1228

either concluded immediately (at high confidence) 1229

or allowed to proceed for a second round (at low 1230

confidence). 1231

We evaluated the performance of our discussion 1232

framework at different confidence thresholds from 1233

0.3 to 0.9, with intervals of 0.1 (Fig. 11), and found 1234

that a threshold of 0.5 demonstrated the highest 1235

performance. This could stem from 0.5 being a 1236

natural threshold at which humans (and LLMs) 1237

determine binary verdicts, such as the early exit 1238

flag. Therefore, we use our discussion framework 1239

with an early exit confidence threshold of 0.5 in 1240

our experiments. 1241

E.5 Examples of evaluation 1242

Fig. 12 demonstrates an example of the interactions 1243

and mechanisms in the retrieval-based discussion 1244

framework. Specifically, it illustrates fragments 1245

and displays a round of interaction between LLM 1246

agents. 1247

F HypoGen Dataset 1248

The HypoGen dataset (O’Neill et al., 2025) consists 1249

of a bit and a flip, as well as a chain of reasoning: 1250

• The bit identifies the prevailing belief or as- 1251

sumption in the research domain that you aim 1252

to challenge. 1253

• The flip articulates the novel approach or 1254

counterargument that you introduce to ad- 1255

vance the field. 1256

• The chain of reasoning refers to the intellec- 1257

tual process of a scientist in a comprehensive 1258

cycle of analysis, summarizing, exploration, 1259

reassessment, reflection, backtracing, and it- 1260

eration to develop a well-considered thinking 1261

process as they understand how to go from the 1262

Bit to the Flip. 1263
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Figure 11: Performance of our discussion framework at different confidence thresholds for early exit.

Figure 12: Example of various parts of the retrieval-based discussion framework.

In our benchmark, we provide the LLM with both1264

the bit and flip and prompt it to generate a cre-1265

ative chain-of-reasoning to arrive at the flip from1266

the bit. The flip serves to constrain the model’s1267

outputs, such that it does not generate uncontrol-1268

lably diverse ideas when prompted with solely the1269

bit; this makes divergent creativity evaluation less1270

effective, as each sample generated by all of the1271

LLMs would be diverse enough to be clustered into 1272

its own semantic class (shown in Figure 13). 1273

This structure tests the creative reasoning capa- 1274

bilities of LLMs - its ability to find a logical path 1275

to deduce an unconventional finding given initial 1276

context. 1277

Infeasibility of Ground Truth 1278

The dataset, characterized by its inher- 1279
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Figure 13: Using the flip adds a constraint to the LLM and rigorously tests its divergent creativity - it becomes
more demanding on the LLM for it to generate diverse reasoning approaches. Each "box" is a semantic class. Each
generation begins with "I...".

ently sophisticated and technically demanding1280

nature—comprising research concepts sourced1281

from leading, peer-reviewed academic confer-1282

ences—posed significant obstacles to the construc-1283

tion of a human-adjudicated ground truth. The1284

primary challenge we faced stemmed from the pro-1285

found interdisciplinary scope of the data. Specifi-1286

cally, the evaluation of conceptual elements ("bits")1287

and their innovative paradigm shifts ("flips") across1288

such a multiplicity of diverse research domains1289

would necessitate an almost unattainable breadth1290

and depth of specialized expertise. It is highly im-1291

probable that individual human annotators, even1292

those possessing expert knowledge within their re-1293

spective, necessarily limited fields, could consis-1294

tently and accurately assess the nuanced validity1295

or implications of contributions originating from1296

numerous, disparate scholarly areas.1297

Consequently, the creation of a definitive nov-1298

elty ground truth dataset was also determined to1299

be impracticable. This infeasibility arises not only1300

from the aforementioned challenges of expert eval-1301

uation across diverse domains but is further com- 1302

pounded by the intrinsic nature of the "flips". Given 1303

that these "flips" inherently represent novel intel- 1304

lectual contributions, often at a nascent stage of 1305

development, establishing a consistent and objec- 1306

tive ranking schema for their relative degrees of 1307

novelty would be an exceptionally complex, if not 1308

intractable, task. 1309

In contrast, the numerous parameters of LLM 1310

Judges enables them to store latent, synthesized 1311

understandings across these varied fields (Cai et al., 1312

2024), enabling them to potentially contextualize 1313

and assess the conceptual "bits" and innovative 1314

"flips" from disparate domains with a breadth that 1315

is practically unattainable for any single human 1316

or potentially even a diverse committee of human 1317

experts. Thus, we believe that LLM Judges could 1318

still be suitable for evaluating convergent creativity 1319

on this dataset. 1320

20



Figure 14: The effect of model recency on semantic
entropy.

G Additional Parameter Analysis1321

G.1 Effect of temperature on convergent1322

creativity1323

Temperature has little impact on convergent creativ-1324

ity in LLMs. Figure 16 reveals no discernible cor-1325

relation between temperature and convergent cre-1326

ativity in LLMs. This suggests that convergent cre-1327

ativity, based on structured reasoning and problem1328

solving, is not directly influenced by temperature,1329

a finding supported by Peeperkorn et al. (Peep-1330

erkorn et al., 2024) who observed no significant1331

correlation between temperature and cohesion.1332

G.2 Effect of sample size on semantic entropy1333

In order to analyse the effect of the quantity of sam-1334

ples generated by the LLM (referring to the single1335

steps we prompt it to generate in the benchmark)1336

per step, we doubled the sample size (n=20) and1337

ran the benchmark on GPT-4o at temperature 0.71338

and 1.1339

From Fig. 17, it can be observed that the quan-1340

tity of steps at different semantic class quantities1341

within the step increases with higher semantic class1342

quantity, up until the largest quantities of potential1343

semantic classes, where the quantity decreases in-1344

stead. This trend is consistent for both 10 and 201345

samples, indicating a similar distribution of steps1346

with respect to semantic class quantity, regardless1347

Figure 15: The effect of model size on semantic entropy.

Figure 16: The effect of temperature on convergent
creativity.
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Figure 17: Distribution of steps w.r.t. number of semantic classes generated while sampling that step.

of sample quantity (at least at smaller quantities).1348

This result is interesting, as increasing sample1349

size ought to cause a more obvious peak to be ob-1350

served as the LLM approaches the boundaries of its1351

divergent creativity capabilities, potentially invit-1352

ing further research into the area. Nevertheless,1353

owing to similar trends being seen at both sam-1354

ple sizes, we sampled 10 times in the interest of1355

computational efficiency.1356

G.3 Effect of step number on semantic1357

entropy1358

Based on Fig. 18, there appears to be no strong1359

correlation between the step number of the solution1360

(i.e. if it is the first or last step) and its semantic1361

entropy, for a diverse range of LLMs. This indi-1362

cates that the step number of a solution does not1363

have a significant impact on its semantic entropy.1364

Therefore, we can discount the varying number of1365

steps in different solutions to problems as a vari-1366

able which significantly influences semantic en-1367

tropy and our measurement of divergent creativity.1368

G.4 Relationship between Convergent and1369

Divergent Creativity for HypoGen1370

Dataset1371

As shown in Fig. 19, there is little correlation be-1372

tween the semantic entropy of LLM responses and1373

their convergent creativity scores. This further re-1374

inforces the hypothesis that a divergent-convergent1375

tradeoff does not inherently exist in LLMs, and that 1376

it would be possible to enhance LLMs’ divergent 1377

creativity without compromising on their conver- 1378

gent thinking abilities. 1379

H Assessment of artifacts and data 1380

anonymity 1381

The MacGyver and HypoGen dataset we are using 1382

(Tian et al., 2024; O’Neill et al., 2025) consists of 1383

LLM-generated problem statements, without obvi- 1384

ous or deliberate references to specific people and 1385

personal information. Given its explicit purpose 1386

to evaluate LLM creativity, it also does not con- 1387

tain sensitive/harmful information. The Macgyver 1388

dataset is available under the Apache-2.0 License. 1389

Our usage of the dataset has been consistent with 1390

its intended use; to measure the creativity in LLMs 1391

in research contexts. 1392

I Evaluation of potential risks of the work 1393

Deploying our framework in broader applications 1394

involves several risks that necessitate careful man- 1395

agement and proactive mitigation strategies. Firstly, 1396

the inadvertent propagation of biases present in 1397

training datasets is a significant concern, as it could 1398

result in biased or ethically problematic evaluations 1399

of creativity. These biases might disproportionately 1400

impact evaluations related to sensitive topics such 1401

as race, gender, socioeconomic status, or cultural 1402
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Figure 18: Average semantic entropy for different steps of solutions for different LLMs.

contexts, leading to unfair or discriminatory out-1403

comes.1404

Moreover, since the semantic entropy sampling1405

encourages diversity and novel output generation,1406

there exists an inherent risk of producing content1407

that could be misleading, harmful, or inappropri-1408

ate, especially when models are prompted in less1409

restricted or open-ended contexts. Without appro-1410

priate monitoring and moderation systems in place,1411

this could inadvertently lead to the dissemination of1412

misinformation, harmful stereotypes, or offensive1413

material.1414

To mitigate these risks, it is crucial to incorporate1415

robust safeguards such as continuous bias detection1416

and mitigation processes, comprehensive content1417

moderation policies, regular auditing of evaluation1418

outputs, and adherence to responsible AI princi-1419

ples. Transparent documentation and stakeholder1420

involvement in the design and deployment stages1421

can further ensure ethical and socially responsi-1422

ble implementation of the framework in diverse1423

creative applications.1424
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Figure 19: Semantic Entropy compared to different convergent creativity metrics (Y-axis) from the HypoGen dataset.
The figure uses fixed-number-of-points intervals to plot the data, with each point representing the mean Y value at
the median X value of a unique set of 15 data points.
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J Instructions given to human annotators1425

Instructions for human annotators for convergent creativity ground truth

Instructions: Read the problems(first column) and the corresponding generated solution(2nd column),
and give a binary score on the generation for these 3 metrics: Feasibility, Safety and Effectiveness;
Scoring: Give "0" if it is False(i.e. infeasible, unsafe or ineffective), Give "1" if it is True.
Important: Assume ideal scenario, that a well-trained human who can take precautions against possible
risks is carrying out the task (ie Do not score something as infeasible, unsafe or ineffective just because
a solution sounds complicated/wierd, but only if there are clear reasons)
Definitions for the metrics(please read!):
Feasibility: - A solution is Infeasible if the average human would be unable to carry out the solution
given only the materials used in the solution. - A solution is Feasible if the average human would
be able to carry the solution given only the materials used in the solution. -Example: Usually
infeasible solutions have a)Clearly using items outside of specified limitations b)Usage of items that
are not available(listed in the problem) c)Illogical, incoherent flow of steps d)Obviously impractical
steps/methods
Safety: - A solution is Safe if a normal human would not suffer any bodily harm from carrying out the
solution. - A solution is Unsafe if a normal human would suffer bodily harm from carrying out the
solution. -Example: a)Clear significant risks b)Clearly inappropriate use of items(like boiling beer to
obtain alcohol fumes to ignite a fire)
Efficiency: - A solution is Effective if the solution, as presented in the response, is able to FULLY
resolve the issue faced by the user. - A solution is Ineffective if the solution, as presented in the
response, only partly or does not resolve the problem faced by the user. -Additional guidelines: A
solution that is infeasible might still be considered effective(eg effective if the given items were not a
limitation).
General estimate for percentage of solutions that fulfill each metric from our own experience: 50%
are feasible, 80-90% are safe, 30-40% are effective.
Submission of the annotated problems and solutions should be in an excel file.

1426
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Instructions for human annotators for novelty ground truth

Hi team! We need your help to annotate these 30 problem-solution pairs for novelty. The goal is to
rank the 30 given solutions to the macgyver dataset from 1-30; We know this can be subjective(and
some solutions are just confusing), but we try our best to define some guidelines here, please read
carefully and try to follow. Thank you!
Novelty definition: How inventively each answer utilises the tools provided, even when some steps
are ordinary.
-Focus only on unexpected tool applications; Ignore feasibility, safety, grammar, length or constraint
compliance.
You may find it helpful to go through the 30 questions first and assign them by tier, before zooming
into individually ranking them!
Eg of tiers:
1. Stand-out original - Tools used in a way you’d never imagine: Toothbrush bristles spun in a drill to
make an instant micro-sander for polishing scratched eyeglass lenses.
2. Clearly novel - Clear twist or clever combo beyond common hacks: Coat-hanger bent into a crank
to link two broken fan blades.
3. Slight twist - Mostly normal; one small inventive tweak: Duct-tape a flashlight to a roller handle
for ceiling painting.
4. Conventional - Straight, textbook use of the tool: Knife simply cuts rope to length.
You may also find it helpful to judge using this way:
1. Skim question and answer to get rough idea of main goals.
2. Scan answer more closely; identify uses/combinations of tools(verbs, can ignore the elaboration).
3. Pick out 1-2 uses that seem the most unconventional, novel.
4. Using these 1-2 uses, tier list. If torn between two levels, drop down to lower tier.
5. Rank individual solutions within each tier with gut feeling I guess.

1427
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In the following sections, italicised text in the1428

prompts refers to variables.1429

K Prompt for Novelty Judge1430

Novelty Judge Prompts

System Prompt Template:
You are an expert judge. Your task is to compare two Question/Answer (Q/A) pairs based on a
specific definition of novelty provided in the user message. You must respond with ONLY ’QA1’ if
the first Q/A pair is more novel, OR ’QA2’ if the second Q/A pair is more novel. Do not provide any
explanations or other text. Do not respond with ’EQUAL’.
User Prompt Template:
Novelty Definition: How inventively each answer utilises tools, even when some steps are ordinary.
Focus on unexpected tool applications. Ignore feasibility, safety, grammar, length, or constraint
compliance of the answer.
You are comparing the following two Q/A pairs:
QA1: Question 1: q1 Answer 1: a1
QA2: Question 2: q2 Answer 2: a2
Based on the novelty definition provided, which Q/A pair is more novel (QA1 or QA2)? You must
choose either QA1 or QA2.

1431

L Prompts for Retrieval-based discussion1432

framework1433

Problem Analyst Initialisation Prompt

You are an impartial but critical ’problem analyst’, partaking in a discussion to examine the problem,
solution and a list of criteria given.
Here is the problem: problem
Here is the proposed solution: solution
Here is the list of criteria and their definitions: criterialist
Your task is to:

- List the explicit constraints and infer the implicit constraints of the problem.

- Deduce resonable desired outcomes from resolving the problem.

- Identify nuances of the problem, including specific properties of the materials provided.

- Identify and explore the main difficulties that a solution would have to overcome.

**Take note:** Be as concise/succinct, critical and analytical as possible, raising the most pertinent
and relevant points. Include short evidence/examples to substantiate your points whenever necessary.
When certain properties of the objects affect the solution’s ability to fulfil a criterion in the list, you
MUST clarify these properties (e.g. determining the likely height of a ladder) through querying or
by making reasonable assumptions based on the provided problem. Do NOT raise repetitive points.
Limit your response to a MAXIMUM of 300 words.
In your response, present each new idea as a new point. Begin each new point with the
header [[POINT]]. For example, [[POINT]] Explicit constraints: <list explicit
constraints>...

1434
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Solution Analyst Initialisation Prompt

You are an impartial but critical ’solution analyst’, partaking in a discussion to examine the problem,
solution and a list of criteria given.
Here is the problem: problem
Here is the proposed solution: solution
Here is the list of criteria and their definitions: criterialist
Your task is to:

- Clearly describe the solution’s steps and mechanisms (and how they work in the problem context).

- Identify the specific properties of the objects used and how they are employed.

- Examine the coherence and logical flow of the solution, and highlight vague, unclear or strange
parts.

- Determine whether the solution can meet various requirements in relation to the list of criteria.

**Take note:** Be as concise/succinct, critical and analytical as possible, raising the most pertinent
and relevant points. Include short evidence/examples to substantiate your points whenever necessary.
When certain properties of the objects affect the solution’s ability to fulfil a criterion in the list, you
MUST clarify these properties (e.g. determining the likely height of a ladder) through querying or
by making reasonable assumptions based on the provided problem. Do NOT raise repetitive points.
Limit your response to a MAXIMUM of 300 words.
In your response, present each new idea as a new point. Begin each new point with the header
[[POINT]]. For example,[[POINT]] Specific properties of objects : <discuss specific
properties>...

1435
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Criterion Analyst Initialisation Prompt

You are an impartial but critical ’criterion analyst’, partaking in a discussion to examine the problem,
solution and criterion given.
Here is the problem: problem
Here is the proposed solution: solution
The criterion is criterion, defined as: definition
Your task is to:

- Evaluate the extent to which the solution needs to satisfy the criterion (e.g. fully, mostly, partially
etc.) for it to be considered as REASONABLY fulfiling the criterion, based on the problem
context.

- Outline and justify the characteristics of a solution which fulfils the criterion criterion given the
context of the problem, as well as its desired outcomes.

- Be evaluative and analytical, focusing on the alignment between the solution’s characteristics
and the desired outcomes defined by the criterion criterion.

- Identify specific evidence from the solution which relates to your analysis of the criterion in the
context.

**Take note:** Be as concise/succinct, critical and analytical as possible, raising the most pertinent
and relevant points. Include short evidence/examples to substantiate your points whenever necessary.
When certain properties of the objects affect the solution’s ability to fulfil a criterion in the list, you
MUST clarify these properties (e.g. determining the likely height of a ladder) through querying or
by making reasonable assumptions based on the provided problem. Do NOT raise repetitive points.
Limit your response to a MAXIMUM of 300 words.
In your response, present each new idea as a new point. Begin each new point with the header
[[POINT]]. For example, [[POINT]] Extent: <elaboration>

1436

29



Problem Analyst Discussion Prompt

You are a impartial but critical ’problem analyst’, partaking in a discussion with a criterion and a
solution analyst to examine the problem, solution and criterion given to determine whether the solution
fulfils the criterion reasonably. Your main responsibility is to analyse whether the solution fulfils
the criterion, paying particular attention to the problem, by breaking it down and comprehensively
understanding it.
Here is the problem: problem
Here is the proposed solution: solution
Here is the criterion we are evaluating: criterion Definition: definition
**Take note:** Be as consise, critical and analytical as possible.
When answering other agents, present the response/information as established knowledge or a highly
probable estimation based on your nuanced understanding of the scenario by considering your focus;
provide only direct, factual answers which would be likely given the provided problem. Do not include
opinions, conditionals, subjective judgments, or analyses. If details are missing, fill them in with
reasonable assumptions.
Only generate queries for other agents regarding important areas for them to focus on to advance the
discussion and successfully evaluate the criterion. They should only be about the provided problem,
solution and criterion, and NOT potential actions which are not included in them. Do not adapt/suggest
changes to the provided details.
When certain properties of the objects affect the solution’s ability to fulfil the criterion, you MUST
clarify these properties (e.g. determining the likely height of a ladder) through querying or by making
reasonable assumptions based on the provided problem. STRICTLY limit your response to maxwords
words maximum. Do NOT raise repetitive points.
**Response Format:**

1. **Clearly answering all questions/uncertainties from other agents in the discussion history, IF
ANY: (format STRICTLY in this way: To <analyst name>’s question about <topic>:
<answer>...)**

2. **General thoughts/opinion on whether the solution fulfils the criterion criterion (succinctly)
w.r.t. your main responsibility, with reference to the criterion definition:**

3. **Queries for other agents: (format in this way: To <analyst name>: <query>...)**

Begin each part of your response with [[label of part]]. E.g. [[Answering questions from other
agents]]: <part of response>
Relevant discussion is below: relevantdiscussion
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Solution Analyst Discussion Prompt

You are an impartial but critical ’solution analyst’, partaking in a discussion with a criterion and
a problem analyst to examine the problem, solution and criterion given to determine whether the
solution fulfils the criterion reasonably. Your main responsibility is to analyse whether the solution
fulfils the criterion, paying particular attention to the solution, by understanding and articulating its
details and nuances.
Here is the problem: problem
Here is the proposed solution: solution
Here is the criterion we are evaluating: criterion Definition: definition
**Take note:** Be as consise, critical and analytical as possible.
When answering other agents, present the response/information as established knowledge or a highly
probable estimation based on your nuanced understanding of the scenario by considering your focus;
provide only direct, factual answers which would be likely given the provided problem. Do not include
opinions, conditionals, subjective judgments, or analyses. If details are missing, fill them in with
reasonable assumptions.
Only generate queries for other agents regarding important areas for them to focus on to advance the
discussion and successfully evaluate the criterion. They should only be about the provided problem,
solution and criterion, and NOT potential actions which are not included in them. Do not adapt/suggest
changes to the provided details.
When certain properties of the objects affect the solution’s ability to fulfil the criterion, you MUST
clarify these properties (e.g. determining the likely height of a ladder) through querying or by making
reasonable assumptions based on the provided problem. STRICTLY limit your response to maxwords
words maximum. Do NOT raise repetitive points.
**Response Format:**

1. **Clearly answering all questions/uncertainties from other agents in the discussion history, IF
ANY: (format STRICTLY in this way: To <analyst name>’s question about <topic>:
<answer>...)**

2. **General thoughts/opinion on whether the solution fulfils the criterion criterion (succinctly)
w.r.t. your main responsibility, with reference to the criterion definition:**

3. **Queries for other agents: (format in this way: To <analyst name>: <query>...)**

Begin each part of your response with [[label of part]]. E.g. [[Answering questions from other
agents]]: <part of response>
Relevant discussion is below: relevantdiscussion
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Criterion Analyst Discussion Prompt

You are an impartial but critical ’criterion analyst’, partaking in a discussion with a problem and a
solution analyst to examine the problem, solution and criterion given to determine whether the solution
fulfils the criterion reasonably. Your main responsibility is to analyse whether the solution fulfils the
criterion by examining the criterion and understanding how it should be defined in the context of the
problem.
Here is the problem: problem
Here is the proposed solution: solution
Here is the criterion we are evaluating: criterion Definition: definition
**Take note:** Be as consise, critical and analytical as possible.
When answering other agents, present the response/information as established knowledge or a highly
probable estimation based on your nuanced understanding of the scenario by considering your focus;
provide only direct, factual answers which would be likely given the provided problem. Do not include
opinions, conditionals, subjective judgments, or analyses. If details are missing, fill them in with
reasonable assumptions.
Only generate queries for other agents regarding important areas for them to focus on to advance the
discussion and successfully evaluate the criterion. They should only be about the provided problem,
solution and criterion, and NOT potential actions which are not included in them. Do not adapt/suggest
changes to the provided details.
When certain properties of the objects affect the solution’s ability to fulfil the criterion, you MUST
clarify these properties (e.g. determining the likely height of a ladder) through querying or by making
reasonable assumptions. STRICTLY limit your response to maxwords words maximum. Do NOT
raise repetitive points.
**Response Format:**

1. **Clearly answering all questions/uncertainties from other agents in the discussion history, IF
ANY: (format STRICTLY in this way: To <analyst name>’s question about <topic>:
<answer>...)**

2. **General thoughts/opinion on whether the solution fulfils the criterion criterion (succinctly)
w.r.t. your main responsibility, with reference to the criterion definition:**

3. **Queries for other agents: (format in this way: To <analyst name>: <query>...)**

Begin each part of your response with [[label of part]]. E.g. [[Answering questions from other
agents]]: <part of response>
Relevant discussion is below: relevantdiscussion
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Confidence Prompt

You are the impartial but critical role in the
discussion provided, rolefocus.
Problem: problem
Solution: solution
Criterion: criterion Definition: definition
Discussion points: discussion
Given the problem, solution, criterion defini-
tion, and the discussion points above, to what
extent are you certain that you can reach an ac-
curate and correct conclusion ONLY regarding
whether the solution fulfils the specific criterion
of criterion?
Note that the conclusion could be that the solu-
tion fulfils the criterion, OR that it does not ful-
fil the criterion. Give a 20 word maximum ex-
planation for your certainty level, and then pro-
vide a certainty score between 0 and 1 (0 being
complete uncertainty, 1 being full certainty),
STRICTLY in this format: [[Score]], and then
provide your current stance on whether the so-
lution fulfils the criterion, formatted like this:
([YES/NO]) Your current stance is STRICTLY
INDEPENDENT from the certainty score.
For example: <explanation for moderate
confidence in the accuracy of the
conclusion that the solution does not
fulfil the criterion> Thus, [[0.6]].
([NO]) STRICTLY provide your certainty
score to 1 decimal place (e.g. 1.0 or 0.1). Be
analytical.

1440

Verdict Prompt

You are the role in the discussion provided,
with the relevant focuses, rolefocus. Act as
an impartial but critical judge. Based on the fol-
lowing problem, solution, criterion definition,
and relevant points brought up during a discus-
sion, provide a final binary verdict of whether
the solution fulfils the criterion. Heavily con-
sider the specific phrasing of the criterion defi-
nition.
Problem: problem
Solution: solution
Criterion: criterion Definition: definition
Discussion: discussion
Provide your verdict in the format: [[YES]] or
[[NO]], accompanied with a 1-sentence expla-
nation justifying it. Be strict but fair in your
judgement.

1441

M Prompts for Baseline Evaluation 1442

Frameworks 1443

Oneshot Prompt

SYSTEM: You will be provided with a user’s
problem and an assistant’s solution.
Please act as a critical judge and evaluate the
quality of the solution.
Note the following definitions: - definition
Provide your judgement of whether
the solution fulfils the criterion of
criterion STRICTLY as follows:
[[criterionfulfilled/criterionnotfulfilled]]
(or otherwise for other criteria) - Provide the
probability that the solution is feasible (from
0 to 1) to 1 decimal place, STRICTLY in this
format: ([probability]). E.g. ([0.5]) Do not
write any text before or after this response.
USER: [The Start of User’s Problem]
problem
[The End of User’s Problem]
[The Start of Assistant’s Answer]
answer
[The End of Assistant’s Answer]
Determine the criterion of the answer.
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Chain-of-Thought Prompt

SYSTEM: You will be provided with a user’s
problem and an assistant’s solution.
Please act as an impartial but critical judge and
evaluate the quality of the solution.
Note the following definitions: - definition
Provide a 20 word summary/explanation justi-
fying your judgment.
After this, provide your final judgment as fol-
lows:
- If the solution if criterionnotfulfilled, an-
swer [[criterionnotfulfilled]].
- If the solution is criterionfulfilled, answer
[[criterionfulfilled]].
- Provide the probability that the solution is
feasible (from 0 to 1) to 1 decimal place, in
this format: ([probability]). E.g, Probability:
([0.5]).
Be strict but fair in your assessment.
USER: [The Start of User’s Problem]
problem
[The End of User’s Problem]
[The Start of Assistant’s Answer]
answer
[The End of Assistant’s Answer]
Determine the criterion of the answer.

1445

Fewshot + Chain-of-Thought Prompt

SYSTEM: You will be provided with a user’s
problem and an assistant’s solution.
Please act as a critical judge and evaluate the
quality of the solution.
Note the following definitions: - definition
Provide a 20 word summary/explanation justi-
fying your judgement.
After this, provide your final judgement of
whether the solution fulfils the criterion of
criterion STRICTLY as follows:
[[criterionfulfilled/criterionnotfulfilled]]
Then, provide the probability that the solution
is feasible (from 0 to 1) to 1 decimal place, in
this format: ([probability]). E.g, Probability:
([0.5]).
Example conversation:

[The Start of User’s Problem]
exampleproblem
[The End of User’s Problem]
[The Start of Assistant’s Answer]
examplesolution
[The End of Assistant’s Answer]
[The Start of Your Judgement]
reasoning [[criterionnotfulfilled]] Proba-
bility: ([0.3]).
[The End of Your Judgement]

USER: [The Start of User’s Problem]
problem
[The End of User’s Problem]
[The Start of Assistant’s Answer]
answer
[The End of Assistant’s Answer]
Determine the criterion of the answer.
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Fewshot Prompt

SYSTEM: You will be provided with a user’s
problem and an assistant’s solution.
Please act as a critical judge and evaluate the
quality of the solution.
Note the following definitions: - definition
After this, provide your final judgement of
whether the solution fulfils the criterion of fea-
sibility STRICTLY as follows:
[[criterionfulfilled/criterionnotfulfilled]]
Provide the probability that the solution is feasi-
ble (from 0 to 1) to 1 decimal place, in this for-
mat: ([probability]). E.g, Probability: ([0.5]).
Do not provide any text before or after your
judgement.
Example conversation:

[The Start of User’s Problem]
exampleproblem
[The End of User’s Problem]
[The Start of Assistant’s Answer]
examplesolution
[The End of Assistant’s Answer]
[The Start of Your Judgement]
[[criterionnotfulfilled]] Probability:
([0.3]).
[The End of Your Judgement]

USER: [The Start of User’s Problem]
problem
[The End of User’s Problem]
[The Start of Assistant’s Answer]
answer
[The End of Assistant’s Answer]
Determine the criterion of the answer.
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Multi-agent Debate - Debater Prompt

SYSTEM: You are a skilled expert, Debater
number, studying solutions to a problem. As
a task, you will be provided with a problem,
solution, and a criteria to judge it on. You are
to produce a 50 word argument for how the
solution meets the criterion of criterion, with
reference to the definition of the criterion.
Assume that the items used are all of good qual-
ity, unless stated otherwise in the problem. If
you cannot generate a convincing, pertinent and
logical argument, you may respond that "I can-
not produce any significant points which fulfill
the specified requirements." Note the following
definitions: criterion: definition
earlierdiscussion
USER: [Problem]
problem
[The Start of Assistant’s Answer]
answer
[The End of Assistant’s Answer]
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Multi-agent Debate - Judge Prompt

You are a wise judge studying the solutions to a
problem. As a task, you will be provided with
a transcript of a debate between two LLMs.
By only considering probable, pertinent and
logical points from either side, while referenc-
ing the definition of the criterion, conclude
whether or not the solution to the problem ful-
fils the criterion of criterion.
Be mindful of the constraints and specifics of
the problem. Assume that the items used are
all of good quality unless stated otherwise in
the problem.
Provide a summary (50 words maximum) jus-
tifying your judgement on why the solution
does or does not fulfil the criterion definition
based on the arguments given, and then present
your verdict STRICTLY as follows: criterion:
[[YES/NO]].
Then, provide the probability that the solution
fulfils the criterion of criterion (from 0 to 1) to
1 decimal place, in this format: ([probability]).
E.g, Probability: ([0.5]).
For example: (explanation). Therefore,
[[YES]]. Probability: ([0.9])
Recall the following definition: criterion:
definition

transcriptofdebate

USER: [Problem]
problem
[The Start of Assistant’s Answer]
answer
[The End of Assistant’s Answer]
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