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Abstract001

We present a culturally-grounded multimodal002
benchmark of 1,060 traditional recipes crowd-003
sourced from rural communities across remote004
regions of Eastern India, spanning 10 endan-005
gered languages. These recipes, rich in lin-006
guistic and cultural nuance, were collected us-007
ing a mobile interface designed for contrib-008
utors with low digital literacy. Our bench-009
mark Endangered Indic Indigenous Recipes010
(EIIR) – captures not only culinary practices011
but also the socio-cultural context embedded012
in indigenous food traditions. We evaluate the013
performance of several state-of-the-art large014
language models (LLMs) on translating these015
recipes into English and find that, despite their016
capabilities, these models struggle with low-017
resource, culturally-specific language. How-018
ever, we observe that providing targeted con-019
text – including background information about020
the languages, translation examples, and guide-021
lines for cultural preservation – leads to signifi-022
cant improvements in translation quality. Our023
results underscore the need for benchmarks024
that cater to underrepresented languages and025
domains to advance equitable and culturally-026
aware language technologies. As part of this027
work, we release the EIIR benchmark to the028
NLP community, hoping it motivates the de-029
velopment of language technologies for endan-030
gered languages.1031

1 Introduction032

Indian natural language processing communities033

have seen a renewed wave of digitization of consti-034

tutional languages (Chopra et al., 2019; Abraham035

et al., 2020; Madaan and Agrawal, 2022; Doddapa-036

neni et al., 2023; Khan et al., 2024; Bhat et al.,037

2024). However, most datasets focus on high-038

resource or officially recognized languages, over-039

looking India’s tribal and indigenous diversity. This040

1Link to the dataset will be provided in the camera-ready
version of the paper

exclusion limits access to digital tools and infor- 041

mation, deepening inequalities and endangering 042

linguistic heritage. 043

Due to this gap, speakers of non-standardized, 044

underrepresented, or endangered languages remain 045

excluded from digital services, and educational re- 046

sources. This technological gap compounds exist- 047

ing inequalities and accelerates the obsolescence of 048

their languages. Such marginalization contributes 049

not only to cultural erasure but also to the loss of 050

generational knowledge – particularly in domains 051

like agriculture, medicine, and food systems, where 052

knowledge is embedded in oral traditions. These 053

languages are repositories of unique cultural epis- 054

temologies, and their extinction implies the loss of 055

irreplaceable linguistic and ecological knowledge. 056

Incorporating these low-resource languages into 057

mainstream NLP systems can help bridge informa- 058

tion access gaps, supporting community agency, 059

digital inclusion, and long-term linguistic preserva- 060

tion. 061

From a technical perspective, neural machine 062

translation (NMT) for low-resource languages has 063

historically underperformed due to limited paral- 064

lel corpora and limited annotated data. Recent 065

advances, however, have shown promise. Large 066

language models (LLMs) have begun to show sig- 067

nificantly improved performance even in zero-shot 068

or few-shot translation settings. Models like GPT 069

4o (OpenAI et al., 2024), LLaMa (Touvron et al., 070

2023) and Gemini (Comanici et al., 2025) demon- 071

strate emergent capabilities in translating low- 072

resource languages. The development of domain- 073

specific (Zheng et al., 2024) or culturally relevant 074

corpora (Yakhni and Chehab, 2025) further en- 075

hances translation quality, making such initiatives 076

doubly impactful. 077

Our project documents 1,060 traditional recipes 078

across 10 tribal languages, collected through a 079

community-based approach from 368 rural women 080

and 26 men who are native speakers of these lan- 081
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guages. This dataset, grounded in indigenous culi-082

nary knowledge, not only contributes to linguistic083

resource development but also serves as a cultural084

archive for future generations. Most importantly,085

a subset of this data is also is parallel data, where086

each recipe has been translated manually into En-087

glish. Through this work, we aim to demonstrate088

a replicable model for ethical data collection, an-089

notation, and deployment of AI tools for severely090

underrepresented language communities.091

While many datasets for low-resource languages092

exist, they often rely on translations from high-093

resource languages, lacking cultural grounding.094

For example, the Flores-101 benchmark (Goyal095

et al., 2022) covers 101 languages but is based en-096

tirely on English Wikipedia content. In contrast,097

our dataset is community-authored by speakers of098

low-resource and tribal languages, using content099

rooted in daily life, especially food practices. This100

makes it one of the few datasets that offer both101

linguistic and cultural representation.102

The main contributions of this work are as fol-103

lows:104

• We release EIIR – a benchmark composed of105

1,060 recipes in 10 endangered languages of106

Eastern Indic languages.107

• Translation of a representative subset of this108

corpus into English in the form of a parallel109

corpus for LLM-enabled translation.110

• Evaluating LLM capabilities in translating tra-111

ditional recipes, focusing on cultural authen-112

ticity and factual accuracy. Highlighting cur-113

rent strengths and limitations in handling nu-114

anced, culturally specific content.115

2 Related Work116

Previous research has mainly examined the in-117

tersection between multimodality and cultural di-118

versity, or between multilingualism and cultural119

knowledge. However, recent efforts indicate a120

growing shift toward unifying these perspectives121

– exploring models and benchmarks that simulta-122

neously span multilingual, multimodal, and multi-123

cultural dimensions. Benchmarks such as CVQA124

(Romero et al., 2024), ViMUL-Bench (Shafique125

et al., 2025), ALM-Bench (Vayani et al., 2025),126

M5-VGR and M5-VLOD (Schneider and Sitaram,127

2024) have been designed to evaluate the perfor-128

mance of models across modalities, languages, and129

cultures.130

While efforts to benchmark cultural knowledge 131

and low-resource or endangered languages have 132

evolved independently, especially in a culturally 133

and linguistically diverse country like India, they 134

rarely intersect. For instance, works like SAN- 135

SKRITI (Maji et al., 2025) and DOSA (Seth et al., 136

2024) focus on evaluating LLMs’ understanding 137

of Indian culture and cultural artifacts, whereas 138

efforts like PARIKSHA (Watts et al., 2024), IN- 139

DICGENBENCH (Singh et al., 2024), Indic-QA 140

(Singh et al., 2025), and MILU (Verma et al., 2025) 141

provide multilingual benchmarks for Indic lan- 142

guage understanding. However, these works re- 143

main largely confined to high-resource languages, 144

leaving endangered Indic languages unrepresented. 145

Therefore, in our work, we introduce a cultural 146

knowledge benchmark covering 10 endangered lan- 147

guages of Eastern India. This enables us to evaluate 148

the performance of LLMs on low-resource, cultur- 149

ally grounded tasks, and to highlight the challenges 150

and opportunities in extending language technolo- 151

gies to underrepresented linguistic communities. 152

Our work most closely relates to the follow- 153

ing: FoodieQA (Li et al., 2024), WorldCuisines 154

(Winata et al., 2025), CulturalRecipes (Cao et al., 155

2023) and CARROT (Hu et al., 2024). They focus 156

on cuisine-centered reasoning and cross-cultural 157

recipe adaptation and retrieval. In the Indian con- 158

text, IndiFoodVQA (Agarwal et al., 2024) covers 159

several aspects of Indian cuisine and culinary diver- 160

sity. Even though IndiFoodVQA (Agarwal et al., 161

2024) introduces culturally relevant visual ques- 162

tion answering grounded in Indian food, it – like 163

other global food datasets – largely targets high- 164

resource settings and fails to represent endangered 165

or minoritized language communities. 166

Recipes not only encode procedural knowledge 167

but also serve as inter-generational vessels for trans- 168

mitting language, values, and identity. In many 169

Eastern Indic communities, making and sharing 170

indigenous recipes sustains linguistic practices en- 171

dangered in formal or educational settings – mak- 172

ing them a rich and practical source for cultural 173

benchmarking. Hence, in this work, we propose 174

a multilingual benchmark, Endangered Indic In- 175

digenous Recipes (EIIR), for Endangered Eastern 176

Indic Languages through Indigenous Recipes that 177

simultaneously targets cultural competence and en- 178

dangered language preservation. 179
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Language Recipes Words Vocabulary Recordings Total Duration (s) Images

Bodo 95 26745 3958 3043 34076 1532
Assamese 113 29648 757 1888 7034 1415
Meitei 100 18277 3474 2133 16808 580
Kaman-Mishmi 128 21334 3159 3036 27207 1129
Khortha 126 24398 656 3131 14733 1129
Santhali 120 20878 380 2892 12116 1004
Ho 91 13767 395 2300 6726 875
Sadri 107 13257 528 2785 9139 1103
Mundari 82 15243 1785 2378 13432 703
Khasi 98 30166 1194 4534 24460 1928

Total 1060 213713 16286 28120 165731 11398

Table 1: Recipe Dataset Statistics by Language (Duration in Seconds)

3 Endangered Indic Indigenous Recipes180

(EIIR)181

3.1 Pilot Study182

The pilot study served to validate our research183

approach and methodology through engagement184

with rural women from the Sadri-speaking com-185

munity. Sadri, classified as an under-resourced186

language, is spoken by approximately 5.1 million187

people primarily in the eastern regions of India.188

This linguistic community was strategically se-189

lected for our pilot experiments because of the190

first author’s established relationships within these191

communities and familiarity with the Sadri lan-192

guage, which facilitated authentic engagement and193

reduced potential barriers to participation. After194

receiving a positive response from the participants,195

[REDACTED]2 organized a demonstration session196

with approximately 30 Sadri-speaking women from197

3 remote tribal villages in Jharkhand. In this ses-198

sion, each participant recorded one recipe using the199

[REDACTED] application. Notably, all of these200

women were new to digital work and represented201

communities with limited access to technology and202

digital literacy programs. The positive response203

and successful completion of this pilot study moti-204

vated us to expand the project.205

3.2 Language Selection206

Based on the successful completion of the pilot207

project, we selected ten endangered languages208

from the UNESCO Endangered Languages list.3209

2We redact the name of the organization to follow the rules
of double-blind review

3https://unesdoc.unesco.org/ark:/48223/
pf0000192416.locale=en

Of these, five are majorly spoken in Jharkhand 210

and Bihar, and the rest are from Northeast In- 211

dia. We aimed to balance high-resource and low- 212

resource languages to ensure a representative sam- 213

pling. These languages are characterized by their 214

geographic isolation, with speakers concentrated in 215

remote tribal areas having negligible digital pres- 216

ence or technological resources. The selected lan- 217

guages allowed for regional and linguistic diversity. 218

Thereby the resulting dataset reflected variations in 219

cooking techniques, local crop varieties, ingredient 220

naming conventions, and cultural traditions that 221

differ significantly across Indias ecological zones – 222

offering an inclusive and representative portrait of 223

the country’s rich food heritage. Table 1 shows the 224

collected dataset statistics. 225

The selected languages were: 226

• Languages from Jharkhand and Bihar: Ho 227

(spoken by approximately 1.04 million peo- 228

ple in remote tribal areas), Khortha (limited 229

to specific districts with minimal written doc- 230

umentation), Sadri (scattered across isolated 231

mining regions), Santhali (primarily in rural 232

tribal communities), and Mundari (concen- 233

trated in remote forest areas with limited con- 234

nectivity) 235

• Languages from North Eastern region of 236

India: Assamese, Meitei, Khasi, Bodo (con- 237

centrated in isolated areas of Assam), and 238

Kaman Mishmi (critically endangered with 239

speakers in extremely remote border regions) 240

The demographic we targeted were mostly 241

women and were important in our context for two 242

main reasons: (1) they are the primary custodians 243

3

https://unesdoc.unesco.org/ark:/48223/pf0000192416.locale=en
https://unesdoc.unesco.org/ark:/48223/pf0000192416.locale=en


20%
40%

60%
80%

100%

Recipes

WordsUnique
Words

Audio
Files

Images Audio
Duration

Metadata Comparison

Bodo
Assamese
Meitei
Kaman-Mishmi
Khortha
Santhali
HO
Sadri
Mundari
Khasi

Figure 1: Comprehensive Metadata Comparison across Languages

of traditional culinary knowledge that has been244

passed down orally for generations, they repre-245

sent communities whose languages and cultural246

practices are disappearing due to urbanization and247

modernization pressures (2) they possess authentic,248

unfiltered knowledge that has not been influenced249

by mainstream media or commercial food culture.250

3.3 App Design & Usability Considerations251

The [REDACTED] mobile application was de-252

signed for rural, often first-time digital workers253

with limited education or smartphone experience.254

To support varied literacy levels, the app used a255

minimal-text interface with clear audio-visual cues256

in local languages. Instructions for each record-257

ing step were delivered via simple icons and audio258

guidance to reduce cognitive load and accommo-259

date non-literate users.260

Importantly, the design allowed participants to261

review and edit their text or audio entries before262

final submission allowing them to correct mistakes263

independently. To avoid interrupting cooking, the264

application separated media capture from annota-265

tion: users first took photos, then added text or au-266

dio explanations later at their own pace. To handle267

poor connectivity in remote areas, the application268

also supported offline data entry, letting users save 269

sessions locally and upload them when internet was 270

available. 271

3.4 Capacity Building Trainings 272

To ensure effective community engagement, we 273

recruited one local coordinator per language – each 274

a native speaker residing in their respective area 275

– with the help of local Non-Governmental Orga- 276

nization (NGOs) working in each region. These 277

coordinators then mobilized 30-50 rural women 278

participants per language (aged 15-45), targeting 279

individuals who were fluent in reading, writing, and 280

speaking in their native language and had smart- 281

phone access. 282

After recruitment, [REDACTED] held in-person 283

training and application demos to guide coordina- 284

tors and participants on effective recording. We 285

also explained the projects goal of preserving tradi- 286

tional recipes in native languages. The local coordi- 287

nators played a crucial role in bridging the gap be- 288

tween us and the community members, by explain- 289

ing tasks to participants, and providing ongoing 290

support when people faced challenges with record- 291

ing in the application. Participants were asked to 292

provide their informed consent before starting the 293
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data collection tasks.294

Each recipe submission was reviewed and vali-295

dated by the local coordinator. As many contribu-296

tors were first-time digital workers, the validation297

step was crucial for maintaining quality. Once vali-298

dated, contributors received transparent payments299

via the [REDACTED] application, with each recipe300

earning them $8.68. Most participants submitted301

25 recipes, earning between $17.50 and $43.50 for302

their contributions.303

3.5 Addressing Multimodal Data304

Heterogeneity305

The data collection framework prioritized contribu-306

tor authenticity over structural consistency, allow-307

ing participants the freedom to document culinary308

practices in their own style using the [REDACTED]309

platform. This intentional flexibility captured310

rich cultural and epistemic representations of food311

knowledge but introduced substantial structural het-312

erogeneity across the dataset. Figure 1 compares313

the metadata across all languages.314

Participants used different strategies to con-315

tribute – some provided detailed text with images,316

others relied heavily on audio narration – resulting317

in variable completeness across modalities. This318

created a complex, un-standardized dataset requir-319

ing systematic normalization.320

To handle this, we implemented a modular, array-321

based structure separating text, image, and audio322

content. Each recipe step was decomposed and323

stored in parallel directories, with pre-processing324

steps to address null values and corrupted media.325

Quantitative analysis revealed diverse documenta-326

tion patterns: 54% of recipe steps included all three327

modalities, 29% used image-text, and 83.4% had328

featured text. Notably, 64.5% included audio narra-329

tion, underscoring the cultural significance of oral330

knowledge. These patterns demonstrate that when331

unconstrained, contributors favored multimodal for-332

mats that reflect oral traditions and the limitations333

of purely textual expression.334

4 Challenges Faced During the Collection335

of EIIR336

A key contribution of this project lies in document-337

ing data collection challenges. And this can inform338

future efforts. These challenges fall into the follow-339

ing broad categories:340

Demographic & Socio-Cultural Challenges341

Digital literacy among participants varied widely,342

with many experiencing structured documentation 343

and in-app recording for the first time. This called 344

for intensive, culturally sensitive training to ensure 345

comfort and understanding. 346

Trust building Some communities were initially 347

skeptical about sharing traditional knowledge and 348

our project’s goals. To build trust, local coordina- 349

tors explained the project in familiar terms, and 350

we maintained transparency around payments, data 351

use, and cultural preservation goals. 352

Seasonality of Food Practices A key challenge 353

in documenting tribal and rural recipes was their 354

seasonality and reliance on foraged ingredients. 355

Some dishes couldnt be recorded year-round due to 356

ingredient unavailability. For example, some forest 357

greens or wild fruits are harvested only during the 358

monsoon or winter seasons. To address this, we 359

encouraged participants to note seasonal variants 360

and substitutions in the cultural context section. 361

Ensuring Fair Payment A nuanced challenge 362

was ensuring fair compensation across recipes of 363

varying complexity. While some involved exten- 364

sive effort and ancestral techniques, others were 365

simple but equally authentic. Paying a fixed rate 366

felt unfair to those doing more work, yet dismissing 367

simple dishes was not culturally appropriate. We 368

addressed this by setting a minimum step require- 369

ment to ensure baseline documentation quality. 370

Maintaining Data Quality & Consistency 371

Given the diversity of languages, cooking styles, 372

and literacy levels, ensuring consistency and qual- 373

ity in the recordings was another major challenge. 374

Recipe steps varied in granularity, and the local 375

names of ingredients often lacked standardized 376

spellings. To manage this, we implemented a two- 377

layer validation system: local coordinators first 378

reviewed entries for completeness and clarity, and 379

project managers conducted spot checks across lan- 380

guages for cross-regional consistency. 381

Resolution through Iterative Feedback & Capac- 382

ity Building One-time training was not sufficient, 383

so we adopted an iterative support model. Coor- 384

dinators regularly assisted participants, resolved 385

issues, and encouraged re-recordings – crucial for 386

maintaining motivation and improving quality. 387

5 Experimental Design and Methodology 388

Research Motivation The primary motivation 389

for this research was to assess the current capabil- 390
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ities of large language models (LLMs) regarding391

cultural relevance in the food or recipe domain,392

specifically for communities that speak and write393

under resourced East Indic languages. The goal is394

to determine the effectiveness of current language395

models in handling linguistically diverse and cultur-396

ally nuanced content from these under-represented397

communities. To this end, the experiment was de-398

signed to evaluate LLM translations of traditional399

recipes into English. The evaluation specifically400

focused on the models’ ability to maintain cultural401

authenticity and factual correctness, process local402

dialects, and preserve the original instructional for-403

mat of the recipes.404

5.1 Experimental Framework405

To structure our experiments, we divided the eval-406

uation based on the capabilities of different ma-407

chine learning models. Neural Machine Translation408

(NMT) models typically have sentence-level con-409

text windows, while LLMs possess much longer410

context windows that enable them to understand411

recipe structures and contextual information within412

the prompt, even when direct translation capabili-413

ties may be limited.414

5.1.1 Neural Machine Translation (NMT)415

Evaluation416

The majority of languages in our dataset are417

not supported by state-of-the-art NMT systems,418

whether proprietary or open-source. Since As-419

samese is a relatively resource-rich language com-420

pared to others in our study, many leading NMT421

systems did provide support for it. However, both422

BLEU and chrF scores were significantly lower423

than expected, which we attribute to the special-424

ized domain of traditional recipes and the limited425

training data for such culturally specific content.426

An additional challenge emerged from script varia-427

tions. While NMT models typically support only428

Devanagari script for certain languages, some par-429

ticipants in our data collection process provided430

recipes in Latin script. This occurred because we431

prioritized authentic cultural expression over stan-432

dardized orthography, allowing participants com-433

plete freedom in their creative expression to capture434

genuine traditional recipes.435

5.2 Large Language Model (LLM) Evaluation436

5.2.1 Model Selection and Setup437

Since the primary objective of this study was to438

evaluate translation quality, model selection fo-439

cused on their documented strengths in handling 440

multilingual inputs, contextual understanding, and 441

cultural relevance in translation outputs. To ensure 442

a balanced evaluation, we selected an equal number 443

of proprietary and open-source models three pro- 444

prietary models (Gemini 2.5 Flash, GPT-4o, and 445

Claude Sonnet 4) and three open-source models 446

(Llama 4 Scout 17B-16E, Mistral Small 3.1 (25.03), 447

and CohereLabs Aya Expanse 8B). This approach 448

allowed us to maintain fairness in comparing mod- 449

els across different licensing types, avoiding any 450

inherent bias towards either commercial or open 451

alternatives. Additionally, we prioritized models 452

that represent the best publicly accessible options 453

in their respective categories. Care was taken to 454

avoid comparisons between models of vastly dif- 455

ferent capacities (e.g., large reasoning models ver- 456

sus small open models) to ensure that the evalua- 457

tion remains meaningful, relevant, and reflective 458

of practical use cases. We evaluated six state-of- 459

the-art LLMs using Gemini 2.5 Flash (on default 460

settings) as the evaluation judge. LLMs possess 461

longer context windows and often contain cultural 462

and demographic information about endangered In- 463

dic languages within their training data. However, 464

most top-performing models do not possess direct 465

capabilities to translate these specific languages 466

into English. 467

5.2.2 Experimental Conditions 468

We conducted two experiments for each LLM: 469

No Context Condition We assessed baseline 470

model performance by providing only the com- 471

plete recipe in the source language and requesting 472

translation to English. This condition evaluated 473

the models’ inherent knowledge and translation 474

capabilities without additional guidance. 475

Contextual Condition We enhanced the trans- 476

lation context by providing four things: (1) Back- 477

ground information about the source language and 478

the communities which speak them (2) Few-shot 479

translation examples. (3) Specific guidelines for 480

cultural preservation in translation (4) Instructions 481

for maintaining recipe structure and terminology. 482

The results showed significantly improved per- 483

formance across all models in the contextual con- 484

dition, with particularly dramatic improvements 485

for models like Mistral that exhibited hallucination 486

behaviors without context. 487
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Figure 2: Impact of Contextual Information on Model
Performance

5.3 Evaluation Methodology488

5.3.1 Human-in-the-Loop Evaluation Protocol489

Our evaluation followed a rigorous three-stage pro-490

cess and the metrics used are in Appendix A:491

• Human Translation: We first obtained high-492

quality human translations for all test recipes493

from native speakers of each language.494

• LLM Translation Generation: We pro-495

cessed the raw recipe data through each LLM496

under both experimental conditions (no con-497

text and contextual).498

• Hybrid Evaluation: We employed Gemini499

2.5 Flash as an automated judge to evaluate500

LLM translations against human reference501

translations, chosen for its speed and cost-502

efficiency in handling high-volume evalua-503

tions, while maintaining strong multilingual504

understanding for simpler tasks. Human over-505

sight was applied to verify and validate each506

evaluation, adjusting the LLM judge scores507

where needed to ensure accuracy.508

5.4 Results509

5.4.1 Overall Model Performance510

Analysis across all ten languages reveals distinct511

performance tiers among the evaluated models.512

The provision of context was universally critical,513

dramatically separating useful translations from514

unusable ones.515

5.4.2 Top Performers516

Gemini 2.5 Flash consistently emerged as the most517

capable and reliable model, achieving the highest518

average scores in both experimental conditions. In519

the contextual setting, it frequently received perfect520

or near-perfect ratings, demonstrating exceptional521

strength in handling complex cultural translations522

across languages such as Santhali, Meitei, and As- 523

samese. 524

Claude Sonnet 4 and Llama-4-Scout-17B 525

formed the second performance tier in contex- 526

tual conditions. Both models showed significant 527

improvement with context, with Llama-4-Scout 528

demonstrating particular strength in Sadri and Ho 529

translations, while Claude Sonnet 4 excelled in 530

Khortha and Ho recipe translations. 531

5.4.3 Most Improved Models 532

Mistral-Small-2503 exhibited the most dramatic 533

improvement with contextual information, gaining 534

1.37 points on average. However, its baseline per- 535

formance without context was among the lowest, 536

indicating heavy reliance on provided examples to 537

produce coherent translations. 538

5.4.4 General Performance Patterns 539

Without context, most models struggled signif- 540

icantly, with average scores indicating transla- 541

tions were largely unusable for practical applica- 542

tions. With contextual information, performance 543

improved across all models, though the degree 544

of improvement varied substantially, suggesting 545

different architectural approaches to incorporating 546

contextual information. 547

6 Discussion & Analysis 548

6.1 The Paradox of Fluent Falsehood 549

The most salient observation from our analysis re- 550

veals a critical disconnect between translation flu- 551

ency and content accuracy. Across nearly all mod- 552

els and languages, “Fluency” and “Comprehensibil- 553

ity” scores consistently exceeded “Adequacy” and 554

“Cultural Appropriateness” scores. This pattern 555

indicates that models excel at generating grammat- 556

ically correct, readable English output that often 557

bears minimal resemblance to the source text’s ac- 558

tual meaning. 559

This phenomenon, which we term "fluent false- 560

hood", creates a dangerous illusion of successful 561

translation. For the most challenging languages 562

such as Bodo and Kaman Mishmi, models did not 563

simply mistranslate; they systematically halluci- 564

nated entirely different recipes. Traditional ingre- 565

dients like silkworms or specific regional vegeta- 566

bles were replaced with generic instructions for 567

mushrooms, chicken curry, or completely unrelated 568

dishes. 569
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6.2 Context as a Critical Success Factor570

Context provision emerged as the single most im-571

portant factor determining translation success or572

failure. For models like Mistral, contextual infor-573

mation represented the difference between nonsen-574

sical output (scoring 1.0) and usable translations575

(scoring 4.0 or higher).576

Context proved especially vital for cultural ap-577

propriateness. Models without context consistently578

failed to translate traditional tool names, culturally579

specific cooking practices, or unique ingredients,580

instead opting to omit them or substitute generic581

Western equivalents. Gemini 2.5 Flash’s cultural582

handling in Santhali and Meitei translations im-583

proved to near perfect scores when provided with584

appropriate context in fluency and comprehensibil-585

ity metrics. Figure 2 shows how context improves586

different LLMs’ performance on our benchmark.587

6.3 Cultural Blindness and Systematic Errors588

Our analysis revealed profound model limitations589

in understanding and preserving cultural and mate-590

rial context:591

• Systematic Ingredient Misidentification:592

Models repeatedly misidentified key recipe593

components. “Jhingi” was consistently mis-594

translated as “prawns/shrimp”, while Bodo595

silkworm recipes were altered to feature mush-596

rooms or conventional meat. These errors597

fundamentally alter the dish’s cultural and nu-598

tritional identity.599

• Loss of Traditional Methods: Cultural nu-600

ances related to traditional cooking methods,601

specialized utensils, and embedded cultural602

narratives were lost in translation, particularly603

without contextual guidance.604

6.4 Language-Specific Performance605

Variations606

Model performance varied noticeably across lan-607

guage families. Translation quality was notably608

better for languages such as Khortha and Sadri,609

while languages including Kaman Mishmi, Bodo,610

Ho, Santhali and Mundari prompted near-complete611

translation failures across most models. This vari-612

ation suggests that latent linguistic knowledge613

from pre-training data may provide differential sup-614

port for certain languages, even within the “low-615

resource” category.616

6.5 Implications for Endangered Language 617

Documentation 618

This comprehensive analysis reveals that while 619

LLMs possess sophisticated text generation capa- 620

bilities, their application to endangered language 621

translation presents significant challenges. The 622

models frequently function as “fluent fabricators” 623

rather than faithful translators, emphasizing the 624

critical need for contextual information, evaluation 625

beyond surface-level fluency metrics, and human 626

oversight in endangered language NLP efforts. 627

7 Conclusion 628

This study addresses the need for culturally 629

grounded and linguistically inclusive benchmarks 630

in NLP, particularly for endangered and low- 631

resource languages. By using traditional recipes as 632

a rich, multimodal lens into language and culture, 633

we present a dataset that bridges computational 634

research with community-driven knowledge preser- 635

vation. Our findings reveal the limitations in cur- 636

rent translation models, especially their tendency 637

to generate fluent yet culturally inaccurate outputs 638

in the absence of contextual guidance. These pat- 639

terns highlight the inadequacy of standard evalua- 640

tion metrics and stress the importance of human- 641

in-the-loop methodologies and culturally sensitive 642

prompts. As large language models continue to ex- 643

pand their reach, our work offers a foundation for 644

building more equitable, ethical, and context-aware 645

AI systems. We also document the unique chal- 646

lenges faced during data collection and validation 647

as a practical guide for others seeking to build sim- 648

ilar community-rooted, multimodal datasets. We 649

see this dataset as a vital intervention in preserv- 650

ing the linguistic and cultural heritage embedded 651

in everyday food practices. It also advances more 652

meaningful evaluation of translation systems for un- 653

derrepresented languages before such knowledge 654

disappears from both community memory and the 655

digital world. 656

Limitations 657

There are several limitation given the fact that this 658

is only the beginning of what we believe should be 659

a much larger community-authored effort. We list 660

some of the limitations of our work below 661

• Translations were not possible for the full 662

dataset in this phase, as recruiting bilingual 663

speakers was not the focus of this study – 664
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our primary aim was to document knowledge665

from native speakers, many of whom were666

monolingual. As a result, only a three recipes667

per language were translated and used for eval-668

uation. This limits the generalizability of con-669

clusions.670

• In this work, we work on building resources671

for 10 endangered languages. While we be-672

lieve this to be a great beginning, especially673

considering that all of these languages are en-674

dangered, we would like to scale our efforts to675

cover more such languages in the future. We676

believe that there is a great scope in this direc-677

tion given the diversity of languages present678

in Eastern part of India.679

• We collect approximately 100 recipes per lan-680

guage and release it in EIIR. This may be suf-681

ficient for benchmarking existing LLMs but682

may not enough to improve the LLMs to work683

better in this domain and language. In the684

future, we would like to work with more ru-685

ral communities to crowdsource more recipes686

so that the collected dataset can be used to687

improve the abilities of LLMs in this domain.688

• In this project, we limited ourselves to the cui-689

sine domain. We did this so that the collected690

dataset is culturally relevant to the communi-691

ties we worked with. However, the cuisine692

is not the only topic that could help us col-693

lect culturally relevant data. Some other such694

topics could be the agricultural and livestock695

farming practices that these communities fol-696

low. Covering many diverse topics like this697

could make the collected benchmark more698

valuable. In the future, we would like to ex-699

pand our efforts in this direction as well.700

• Finally, although our dataset is multimodal –701

including audio, text, and images – it is not702

aligned to support benchmarking LLMs for703

advanced tasks such as knowledge graph con-704

struction or multimodal reasoning.705
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A Evaluation Metrics891

We employed a comprehensive 5-point Likert scale evaluation across four critical dimensions:892

1. Adequacy (Meaning Preservation):893

• 1: No meaning preserved894

• 2: Minimal meaning preserved895

• 3: Moderate meaning preserved896

• 4: Mostly preserved with minor omissions897

• 5: Fully preserved meaning898

2. Fluency (Grammatical Correctness):899

• 1: Extremely poor fluency900

• 2: Poor fluency with multiple errors901

• 3: Acceptable fluency, some errors902

• 4: Good fluency, few errors903

• 5: Excellent fluency, no errors904

3. Comprehensibility (Target Language Understanding):905

• 1: Completely incomprehensible906

• 2: Difficult to understand907

• 3: Understandable with effort908

• 4: Mostly comprehensible909

• 5: Fully comprehensible910

4. Cultural and Contextual Appropriateness:911

• 1: Inappropriate or offensive912

• 2: Significant cultural inaccuracies913

• 3: Some inaccuracies but generally acceptable914

• 4: Mostly appropriate with minor issues915

• 5: Fully appropriate and well-adapted916

Each translation pair received scores across all four metrics, with human evaluators providing justifica-917

tions for scores to ensure consistency and reliability in the evaluation process.918

B Prompts919

This section contains the system and generation prompts used in our experiments and the evaluation920

prompts for the LLM Judge.921

B.1 Context Free System Prompt922

You are an expert language translator. Please translate the given text from {lang} to English.
923

B.2 Context Aware System Prompt924

You are a specialized linguist and cultural translator with expertise in endangered languages that
have minimal digital documentation. Your mission is to provide accurate, culturally sensitive
translations from {lang} to English while preserving the linguistic and cultural integrity of
the source material.

925
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Language Background: Understanding {lang}

Geographic and Cultural Context
{lang} (also known as Nagpuri or Kurukh Sadri) is an Indo-Aryan language primarily spoken in:

• Jharkhand (main concentration in Ranchi, Gumla, Simdega districts)

• West Bengal (Purulia district)

• Odisha (Sundargarh district)

• Assam (tea garden communities)

Speaker Communities and Cultural Significance
• Primary Speakers: Kurukh/Oraon tribal communities, Munda speakers, and other Adivasi groups

• Total Speakers: Approximately 2-3 million (declining)

• Cultural Role: Language of inter-tribal communication, traditional storytelling, folk songs,
and cultural ceremonies

• Social Context: Often used as a lingua franca among different tribal communities in the
region

Linguistic Characteristics Affecting Translation
Script and Writing System

• Traditional: Devanagari script (as seen in examples)

• Status: Limited standardized orthography; oral tradition predominant

• Challenge: Spelling variations common due to lack of standardization

Key Grammatical Features

1. Word Order: Subject-Object-Verb (SOV) structure

2. Agglutination: Suffixes attached to root words for grammatical meaning

3. Case System: Nominative, accusative, genitive, and locative markers

4. Verb Conjugation: Complex tense-aspect system with evidentiality markers

5. Honorific System: Respectful and familiar speech levels

Vocabulary Characteristics

• Core Vocabulary: Mix of Indo-Aryan base with significant tribal language borrowings

• Cultural Terms: Rich vocabulary for:

– Traditional foods and cooking methods

– Forest products and gathering practices

– Agricultural terms and seasonal activities

– Kinship and social relationships

– Religious and ceremonial concepts

• Code-Switching: Frequent mixing with Hindi, local tribal languages

Cultural Translation Considerations
Traditional Knowledge Systems

• Ecological Wisdom: Deep knowledge of forest ecosystems, medicinal plants, seasonal cycles

• Food Culture: Traditional recipes using indigenous ingredients (drumsticks, forest
vegetables, tribal cooking methods)

• Social Structures: Extended family systems, community decision-making, age-based hierarchy

• Spiritual Practices: Animistic beliefs, ancestor veneration, nature worship elements
926
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Common Cultural Concepts Requiring Careful Translation

• ’Hau ants’: Specific type of edible ant collected seasonally - cultural delicacy

• ’Hari flower’: Specific flora with cultural/medicinal significance

• Market vs. Forest gathering: Distinction between purchased and traditionally collected
items

• Seasonal activities: Many terms tied to agricultural and gathering calendars

• Community practices: Collective cooking, sharing, and food preparation methods

Translation Challenges Specific to {lang}
Linguistic Challenges

1. Limited Documentation: Few dictionaries or grammatical resources available

2. Dialectal Variation: Regional differences in vocabulary and pronunciation

3. Oral Tradition: Many concepts exist only in spoken form

4. Compound Words: Complex formations requiring cultural knowledge to parse

5. Implicit Cultural Knowledge: Meanings embedded in cultural practices

Semantic Challenges

1. Time Concepts: Indigenous calendar systems and seasonal markers

2. Spatial Relationships: Land-based orientation systems

3. Social Deixis: Complex system of relationship-based pronouns

4. Cultural Metaphors: Nature-based imagery and traditional comparisons

5. Ceremonial Language: Formulaic expressions for rituals and celebrations

Recognition Patterns for Translation Success
• Food/Cooking contexts: Look for ingredient lists, preparation methods, storage practices

• Market/Economic contexts: Distinguish between purchased goods and gathered resources

• Temporal markers: Seasonal and daily activity references

• Social contexts: Community activities, family relationships, traditional practices

• Natural world: References to specific plants, animals, ecological relationships

Your Role and Responsibilities
You understand that {lang} is an endangered language with limited digital presence, meaning:

• Standard translation resources may not exist

• Cultural context is crucial for accurate interpretation

• Each text may represent irreplaceable linguistic heritage

• Community knowledge and oral traditions inform meaning

• Dialectical variations may exist without standardized documentation

Translation Methodology

Primary Translation Approach
1. Semantic Accuracy: Focus on conveying the core meaning rather than word-for-word translation

2. Cultural Preservation: Maintain cultural concepts even when English equivalents don’t exist

3. Contextual Interpretation: Use linguistic patterns and cultural knowledge to interpret
ambiguous passages

4. Transparent Limitations: Clearly indicate when meaning is uncertain or interpretative
927
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Handling Linguistic Challenges
• Unique Grammar: {lang} may have grammatical structures absent in English (complex
evidentiality, agglutination, tonal meaning)

• Cultural Concepts: Preserve terms that represent unique worldviews or practices

• Oral Tradition Elements: Recognize formulaic phrases, ceremonial language, and storytelling
conventions

• Temporal/Aspectual Systems: Navigate complex verb systems that may not map to English tenses

Output Structure

Standard Translation Format:
English Translation: [Your translation]
Confidence Level: High/Medium/Low

When Additional Context Required:
English Translation: [Your translation]
Confidence Level: High/Medium/Low

For Uncertain or Complex Content:
English Translation: [Best interpretation]
Alternative Interpretations: [Other possible meanings]
Uncertainty Factors: [What makes translation ambiguous]
Confidence Level: Low

Few-Shot Examples

Example 1:
English Translation: Agasti flowers, rice, salt, garlic, chili, turmeric, tomato are needed
Confidence Level: High

Example 2:
English Translation: Grind the soaked rice and put it in a jar
Confidence Level: High

Example 3:
English Translation: Store flowers in soup/water, rest of the ingredients in containers
Confidence Level: High

Example 4:
English Translation: Bhadur saag chutney is ready to serve
Confidence Level: High

Example 5:
English Translation: Till then wash Jirhul flowers and peel the skin of the potatoes and cut 2
onions.
Confidence Level: High

Example 6:
English Translation: You can eat this recipe with chapati or rice (based on your preference).
Confidence Level: High

Ethical Guidelines and Best Practices

Cultural Sensitivity
• Treat all content as potentially sacred or culturally significant

• Avoid imposing Western concepts on indigenous worldviews

• Preserve proper nouns and culturally specific terms when appropriate

• Acknowledge when content may require community consultation for full understanding
928
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Linguistic Integrity
• Resist over-interpretation when evidence is limited

• Clearly distinguish between certain translation and educated inference

• Maintain scholarly objectivity while respecting cultural values

• Document linguistic patterns that might inform future translation work

Transparency and Humility
• Acknowledge the limitations of working with under-documented languages

• Be explicit about confidence levels and areas of uncertainty

• Recognize that community speakers may have insights unavailable through text alone

• Frame translations as interpretations rather than definitive meanings when appropriate

Final Reminders
Every text in {lang} represents irreplaceable cultural and linguistic heritage. Approach each
translation as both a linguistic challenge and a cultural responsibility. Your work may be among
the few digital records of this language’s richness and complexity.
When in doubt, err on the side of preservation - maintain original terms with explanation
rather than forcing inadequate English substitutes. Honor both the linguistic sophistication and
cultural depth of {lang} in every translation.

929

B.3 Generation Prompt930

Translate the given recipe text in triple back ticks: “‘ “‘
931

B.4 LLM Judge Evaluation Prompt932

You are tasked with evaluating translations produced by a machine learning model against human
translations. For each translation pair (human vs. machine), please provide a score between 1
and 5 based on the following qualitative metrics:

1. Adequacy: Evaluate whether the translation preserves the meaning of the source text. Rate
how much of the source content is accurately conveyed in the translation.

– 1: No meaning preserved

– 2: Minimal meaning preserved

– 3: Moderate meaning preserved

– 4: Mostly preserved with minor omissions

– 5: Fully preserved meaning

2. Fluency: Assess the grammatical correctness and naturalness of the translation in the target
language. Consider syntax, idiomatic expressions, and stylistic appropriateness.

– 1: Extremely poor fluency

– 2: Poor fluency with multiple errors

– 3: Acceptable fluency, some errors

– 4: Good fluency, few errors

– 5: Excellent fluency, no errors

3. Comprehensibility: Determine if a monolingual speaker of the target language can understand
the translation. This is crucial for end-user applications.

– 1: Completely incomprehensible

– 2: Difficult to understand

– 3: Understandable with effort

– 4: Mostly comprehensible

– 5: Fully comprehensible

4. Cultural and Contextual Appropriateness: Evaluate whether cultural references, idioms, and
context are translated appropriately or adapted for the target audience.

933
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– 1: Inappropriate or offensive

– 2: Significant cultural inaccuracies

– 3: Some inaccuracies but generally acceptable

– 4: Mostly appropriate with minor issues

– 5: Fully appropriate and well-adapted

Please provide your scores for each translation pair along with a brief justification for each
score based on the criteria defined above.
<HUMAN TRANSLATIONS>
Drumstick recipe Pan, stirring spoon, knife None It can be cooked anytime Taught by my
grandfather Drumstick, tomato, cooking oil, turmeric powder, spices, salt, onion, chilly Plucked
drumstick from the tree Heated the pan Poured oil Put two chillies in the oil I cut one onion I
put the drumstick in the pan After two minutes, I added turmeric powder and spices to the pan.
After one minute, I sprinkled salt I added three tomatoes After five minutes, the drumstick
is ready Yes, it is good It is eaten with rice It can be eaten with rice and rice beer. Yes,
everyone can eat it Yes, children like to eat drumstick no Can be found at home and in the local
market too After purchasing from the market, we store it in the house no </HUMAN TRANSLATIONS>

<MACHINE TRANSLATIONS>
**Sujani (Vegetable Curry)**
**Ingredients:** - Wok/pan, spatula, knife - Oil - Soap nuts (for washing) - Wait for the elderly
to wake up - Boil for one hour - Sujani (vegetables), salt, turmeric, cumin, spices, onions,
green chilies
**Instructions:** 1. Clean the sujani vegetables thoroughly 2. Heat oil in the wok 3. Add
turmeric powder 4. Add finely chopped green chilies 5. Add chopped onions and fry 6. Add the
sujani vegetables and cook 7. Cook with cumin and spices for a few minutes 8. Add onions and
cook for a few minutes 9. Finally add salt and cook 10. Cook the sujani until tender for a
few minutes 11. Now it’s ready to eat 12. Serve with rice 13. Eat hot rice with this curry 14.
Everyone can enjoy eating this 15. This dish is very tasty
**Notes:** - Prepare this when you have time - This vegetable curry goes well with rice - Enjoy!
*Note: "Sujani" appears to be a local term for certain vegetables or greens commonly used in Ho
cuisine.*
</MACHINE TRANSLATIONS>

934

C Instructions for Participants for recording Recipes 935

• Images:
-Take as many pictures as possible
-Take pictures of ingredients before and after chopping, peeling or cleaning
-Take pictures after chopping or processing
-Take pictures of utensils, vessels if any traditional vessels are used
-Take pictures at each step, after adding each ingredient

• Recipe Steps:
-Try to have at least 5-7 steps for each recipe.
-Exclude the name of the recipe and ingredients name here

• Audio or text recording:
-After every picture, add a caption in either audio or text format.
-Ensure you are speaking in your native language
-Record from not more than 6-7 inches away from the mouth of the speaker.
-Try to avoid background noise or overlapping speech.
-One audio clip should have the voice of only one person.

• Additional note:
-Once you have finished taking up the photos, audios and text, please review the data and
then do the final submission.

936
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