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1 INTRODUCTION

Summarization is an established text generation task in NLP, this involves extracting the most im-
portant parts or sections that can describe the important or general section of the whole document.
There are two popular types of text summarization (Dalal & Malik, 2013): (1) extractive sum-
marization and (2) abstractive summarization. Extractive summarization focues on concatenating
extracts or excerpts of a document as summary while abstractive summarization focuses on para-
phrasing or reframing and information compression which capture the main key points in the doc-
ument. Abstractive summarization is popular these days because of its ability to generate diverse
and coherent summary of the document being summarized with the application of Neural network
architectures (Shukla et al.l [2023). In this paper, we focus on news headline generation—which
can be regarded as a special type of abstractive summarization as it involves carving out information
that can serve as the headline of the news or a one-line summary. We created AFRIHG— a new
dataset with article-headline pair obtained from popular news articles like BBC, VOA, and Isolezwe
covering 16 widely spoken languages in Africa. We evaluated the performance of this news headline
generation task on two multilingual T5 models: mT5 (Xue et al.l 2021)) and AfriTeVa V2 (Oladipo
et al., [2023)). Our evaluation shows a very good performance similar to text summarization, and
AfriTeVa V2 performing better than mT5 since it has been pre-trained on many more African lan-
guages. However, languages with non-Latin script have a very low (< 4.0 Rouge (Lin, [2004) score
1) on news headline generation unlike the news summarization task where they achieved very good
results (> 20.0 Rouge score 1). Lastly, we evaluated Aya LLM (Ustiin et al.,[2024)—an instruction-
tuned mT5-XXL model on several tasks including summarization and headline generation of XL-
SUM (Hasan et al., [2021)). Our findings shows that AfriTeVa V2 with 313M is competitive to Aya
with 13B parameters.

2 DATA AND LANGUAGES COVERED

This paper utilizes news articles and their respective headlines as published by BBC News, a divi-
sion of the British Broadcasting Corporation (BBC). Founded on November 14, 1922, BBC News
has evolved into the world’s largest broadcast news organization, renowned for its comprehensive
global coverage and journalistic integrity. It offers a blend of radio, internet, and television broad-
casts, making it an ideal source for diverse and high-quality news content. Notably, BBC News
extends its reach beyond high-resource languages like English, French and Arabic, offering con-
tent in 10 African languages namely: Amharic, Hausa, Igbo, Kirundi, Nigerian-Pidgin, Oromo,
Somali, Kiswabhili, Tigrinya, and Yoruba. Other news sources are Isolezwe for isiXhosa and isiZulu
language, and VOA for Shona language.

Benchmark data We collected summarization data from XL-Sum (Hasan et al.,2021)—a dataset
containing 1 million news article-summary pairs in 44 languages scraped from BBC news, is the
first publicly available abstractive summarization dataset. This dataset also included the headline
information for each article. We merged this data with the corpus used for creating MasakhaNEWS
corpus (Adelani et al., 2023)—a news topic classification dataset covering 16 languages widely
spoken in Africa. We merged these two datasets together and removed duplicates. We retained the
development and test split of the original XL-SUM dataset for a fair comparison between the tasks
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summary headline generation

Data size mT5-base mT5-base AfriTeVa V2 (base) Aya
Language script train / dev / test R1/R2/RL R1/R2/RL R1/R2/RL R1/R2/RL
Ambharic (amh)  Ge’ez 16915/719/719 | 20.0/7.4/18.1 2.7/0.1/2.6 33/0.1/33 34/0.1/3.4
Arabic (arb) Arabic 37,519/4,689/4689 | 35.0/14.8/29.2 1.3/0.0/1.2 2.0/0.1/2.0 2.1/01/21
English (eng) Latin 311,694 /11,535/11,535 | 37.6/15.2/29.9 | 36.1/13.5/31.9 37.9/14.5/334 323/11.7/282
French (fra) Latin 15,377/1,086/1,086 | 35.3/16.2/28.2 | 30.6/13.7/27.2 33.8/15.7/29.8 359/17.5/31.0
Hausa (hau) Latin 17,174/ 802 /802 | 39.4/17.7/31.7 | 30.2/11.1/26.9 35.0/14.9/31.5 34.5/14.8/30.1
Igbo (ibo) Latin 8,877/522/522 | 31.6/10.2/24.5 | 28.5/11.2/24.6 31.0/12.7/272 33.4/14.9/28.7
Oromo (orm) Latin 16,417 /7571757 18.7/6.2716.2 15.7/4.7/14.8 18.8/6.5/17.6  19.6/6.7/18.3
Pidgin (pcm) Latin 18,214 /1,151 /1,151 | 39.0/15.1/29.9 | 31.5/10.9/27.0 33.8/12.2/29.1 30.5/10.5/26.2
Kirundi (run) Latin 9,930/718/718 | 32.0/14.4/258 | 252/89/225 29.2/11.0/25.7 279/10.5/25.1
Shona (sna) Latin 9,573 /1,064 / 1,064 -/-1-1| 22.6/8.1/22.1 25.5/9.6/247 23.5/82/22.7
Somali (som) Latin 10,508 /745/745 | 31.6/11.6/242 | 24.1/7.0/21.2 28.2/9.6/24.7 28.6/10.5/24.9
Swahili (swa) Latin 18,914 /987/987 | 37.7/17.9/30.9 | 33.0/13.4/29.1 37.6/15.8/33.1 38.9/16.7/33.9
Tigrinya (tir) Ge’ez 12,351/681/681 | 253/8.0/21.2 2.6/0.1/2.5 34/0.3/33 4.0/0.1/4.1
Xhosa (xho) Latin 10,440/ 1,305/ 1,305 -1-1- 13.0/4.0/ 12.7 152/55/149  16.1/5.3/15.2
Yoruba (yor) Latin 15,172/793/793 | 31.7/11.7/25.1 | 40.0/14.8/31.4 42.0/16.2/33.1 36.0/13.5/28.3
Zulu (zul) Latin 14,209/ 1,776 / 1,776 -/-1- 16.0/5.0/15.5 17.8/5.5/17.4 17.0/49/16.2
Average - - | -/-/-| 2217/79/19.6 247/9.4/219 24.0/9.1/21.2

Table 1: Rouge score (R1/R2/RL) comparing news summarization and news headline genera-
tion. The baseline summarization model results were obtained from (Hasan et al.l 2021). -/ -/ -
indicates the evaluation values that are not available in the XL-Sum

of news summarization and headline generation while also maintaining the 80%-10%-10% TRAIN-
DEV-TEST split for the languages not covered by BBC/XL-SUM i.e. chiShona, isiXhosa, and
isiZulu. After combining the datasets, we filtered very short articles that are less than 10 characters.

AfriHG dataset We refer to our new dataset as AfriHG—it covers 16 languages spoken in Africa,
13 are from the BBC websites, including 10 African languages, Arabic, English, and French. The
rest of the languages covered are from the MasakhaNEWS corpus: Shona (obtained from Voice of
America)|[] isiXhosa and isiZulu. The last two are from the Isolezwe website ]

3 BASELINE MODELS

We fine-tune two T5 (Raffel et al.,|2020) sequence-sequence models on the news headline generation
tasks: mT5-base Xue et al.| (2021) and AfriTeVa V2-base (Oladipo et al.| [2023)). We fine-tune the
models using a batch size of 4, number of epochs 3, and the default learning rate of 5e — 5. All
models are fine-tuned on Nvidia A10 single GPU using the HuggingFace framework (Wolf et al.,
2020). We provide detailed information about the T5-models below:

mtS-base mT5-base is a multilingual TS model with S80M parameters. It was pretrained on the
mC4 corpus with 6.63 trillion tokens covering 101 languages which covers 17 of languages spoken
in Africa: Afrikaans, Ambharic, Arabic, Chichewa, English, French, Hausa, Igbo, Malagasy, Shona,
Sinhala, Somali, Sotho, Kiswabhili, isiXhosa, Yorub4, isiZulu.

Afriteva V2  Afriteva V2 base is an extension of AfriTeVa model(Ogundepo et al.,2022) from 10
African languages to 20 widely spoken languages in Africa.The base model contains about 313M
parameters. Similar to mT5-base, it has 12 layers, 12 attention heads and 512 token sequence
length. It was pre-trained on WURA dataset E]—a cleaned version of mC4 corpus with 29.3GB of
data. AfriTeVa V2 covers all the languages in the AfriHG dataset.

Aya Ayais an instruction-tuned massively multilingual model (Ustiin et al., 2024) available in 101
languages. It is a large language model with 13B parameters built by fine-tuning an XXL-T5 model
finetuned on Aya Dataset (Singh et al.| 2024)) consisting of 25 African languages. Aya covers 12 of
the languages evaluated in the AfriHG dataset.

https://www.voashona.com/
Zhttps://www.isolezwelesixhosa.co.za//andhhttps://www.isolezwe.co.za/
*https://huggingface.co/datasets/castorini/wura


https://www.voashona.com/
https://www.isolezwelesixhosa.co.za/
https://www.isolezwe.co.za/
https://huggingface.co/datasets/castorini/wura
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4 RESULTS

compares the result of news summarization and headline generation. Comparing the two
TS models on headline generation, in all languages we evaluated on, AfriTeVa V2-base was consis-
tently better than the mT5-base with average performance gain in Rouge score of +2.6/+1.5/+2.3
(R1/R2/RL). This shows that AfriTeVa V2 is a better pre-trained language model for African lan-
guages since it has seen more during pre-training. Probably, the most important result is that we
found out that languages with non-Latin scripts like Arabic, Amharic and Tigrinya performed poorly
(< 4.0 R1 score) while the other languages that use Latin script have comparable performance sim-
ilar to the news summarization task. Finally, we evaluated on Aya, and show that it is competitive to
AfriTeVa V2-base, achieving the best result for 9 out of the 16 languages. However, it still struggles
with non-Latin script. While Aya LLM has a more than 43 times more parameters than AfriTeVa
V2, and has seen the same training data, the performance are very similar. This shows that there is
still some advantage in using the fine-tune paradigm rather than prompting when there is abundance
of training data in this LLM age.

5 CONCLUSION

In this paper, we presented AfriHG, an extended African news headline generation corpus compiled
from XL-SUM dataset and MasakhaNEWS corpus. We added the MasakhaNEWS corpus to widen
the language coverage while also providing more news-categories which are not available in the
XL-Sum dataset for a more-inclusive evaluation. We performed experiments on this dataset using
state-of-the-art multilingual pre-trained language models and demonstrated the capability of these
seq2seq models in generating headlines for news articles in various African languages. Future work
will focus on investigating why LLMs struggle to perform well on headline generation task for
Semitic language families or most importantly non-latin script.
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