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Abstract

Demonstrations and instructions are two primary approaches for prompting lan-
guage models to perform in-context learning (ICL) tasks. Do identical tasks elicited
in different ways result in similar representations of the task? An improved under-
standing of task representation mechanisms would offer interpretability insights and
may aid in steering models. We study this through function vectors (FVs), recently
proposed as a mechanism to extract few-shot ICL task representations. We gen-
eralize FVs to alternative task presentations, focusing on short textual instruction
prompts, and successfully extract instruction function vectors that promote zero-
shot task accuracy. We find evidence that demonstration- and instruction-based
function vectors leverage different model components, and offer several controls to
dissociate their contributions to task performance. Our results suggest that different
task prompting forms do not induce a common task representation through FVs
but elicit different, partly overlapping mechanisms. Our findings offer principled
support to the practice of combining instructions and task demonstrations, imply
challenges in universally monitoring task inference across presentation forms, and
encourage further examinations of LLM task inference mechanisms.
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Figure 1: Language model task representations depend on the form of task presentation. We compare
in-context learning task representations formed from demonstrations with those formed from instructions using
function vectors (FVs). The process of extracting FVs is shown in Steps (1)-(3). We highlight several findings:
We successfully extract FVs from instructions (§3.1); Instruction FVs offer complementary benefits when applied
with demonstration FVs (§3.2); Different prompting methods yield distinct task representations (§3.3; highlighted
squares on the left LLM are Llama-3.1-8B-Instruct attention heads: those identified by demonstrations only,
those identified by instructions only, and shared ones; columns are layers, rows are head indices, see Figure 2D).
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1 Introduction

If you prompt a large language model (LLM) with in-context examples “Q: Japan A: Tokyo Q: Chile
A: Santiago Q: France A: Paris Q: Egypt A:" or with instructions “Map a country to its capital city: Q:
Egypt A:", you expect to get the same answer (Figure 1). These two prompts share only the final query
in common, but imply the same underlying task for the network to perform. This paper explores how
these two prompting methods result in similar or different representations of the specified task in the
language model. We consider these representations task representations, as they reflect information
in the network that induces the correct mapping for a given task, rather than the answer itself.

We focus on two prevalent approaches to specifying tasks to LLMs: demonstrations and instruc-
tions. The ability of LLMs to perform in-context learning (ICL) from demonstrations has been of
considerable interest since GPT-3 (Brown et al., 2020; Lampinen et al., 2024). With appropriate
fine-tuning, language models can also follow textual instructions, facilitating a far broader range of
use cases (Chung et al., 2022). We follow a considerable literature studying the mechanisms that
govern ICL (e.g., Olsson et al., 2022; Chen et al., 2024; Akyürek et al., 2024) and those that promote
instruction-following (Stolfo et al., 2024; Wu et al., 2024). Prior work studied either ability by itself;
here, we examine to what extent the two share representations and mechanisms.

We approach this question by leveraging a new interpretability method known as function vectors
(FVs, Todd et al., 2024). FVs are causal patterns identified from the intermediate layers of a language
model that mediate its ability to perform a task. Todd et al. demonstrate that FVs, as a single additive
intervention to a model’s latent activity, successfully cause the execution of a task in a different (or
empty) context. We extend Todd et al.’s FV extraction method from using specifically in-context
demonstrations to any form of task presentation, including instruction prompts. We then compare the
representations elicited by demonstrations and textual instructions, examining their effectiveness at
inducing task-following behavior, latent activity similarity, and elicited internal mechanisms.

Table 1 summarizes our key findings. Our extension of the function vector identification procedure
successfully extracts instruction function vectors, and these promote zero-shot task accuracy (§3.1).
We validate that demonstration and instruction FVs contain complementary information by inter-
vening with both simultaneously, and find it conveys task performance benefits beyond using either
FV alone (§3.2). Next, we examine the attention heads identified in demonstration and instruction
FVs, and find that most are identified by one type of FV, with only a few shared by both (§3.3). We
evaluate the functional implication of the different attention heads and find an asymmetry between the
relevance of demonstration-identified attention heads to instructions and instruction-identified heads
to demonstrations (§3.4). Finally, noting that instruction FVs function better in post-trained models,
we find that we can steer base models with post-trained model instruction FVs, and we identify the
relevant post-training stages for instruction FV extraction (§3.5).

Overall, our results suggest that different task presentations do not induce a common task
representation through function vectors, but activate partly overlapping mechanisms and
induce jointly beneficial representations. Our findings provide new insights into how LLMs
represent tasks and offer an explanation for why combining instructions and in-context examples
often improves model performance.

Table 1: Guiding research question and summary of findings
Claim Section

Question Do different ways of presenting the same task elicit a common task representation?

Method Extend Function Vectors (FVs) from in-context demonstrations to instructions (and
other) task presentations, and analyze their properties.

Finding 1 Function vectors extracted from instructions facilitate zero-shot task accuracy. 3.1
Finding 2 Demonstration and instruction FVs are beneficial together. 3.2
Finding 3 Instruction and demonstration FVs mostly engage different attention heads. 3.3
Finding 4 Instruction-identified attention heads are more useful for building demonstration

FVs than vice versa.
3.4

Finding 5 Instruction FVs from post-trained models can steer base models and arise from
supervised fine-tuning and preference optimization.

3.5
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2 Methods

We describe the function vector extraction procedure outlined by Todd et al. (2024) and our extension
from in-context demonstrations to arbitrary task prompts (see Todd et al., 2024, for additional details).
The procedure identifies a small set of causally relevant heads in a model f for performing a given
task t, and uses them to compute the function vector vt ∈ Rdmodel , where dmodel is the model’s
latent dimension. Each task t ∈ T (the set of tasks considered) consists of a supervised dataset
Dt = {(x1, y1), (x2, y2), · · · , (xNt , yNt)}, where xi and yi are (tokenized) string inputs and outputs
respectively. We construct K-shot in-context demonstration prompts pti for a query example (xiq, yiq)
as pti = [(xi1, yi1), (xi2, yi2), · · · , (xiK , yiK), xiq]. To identify causally relevant attention heads,
consider a set of prompts Pt for a given task t on which a model f succeeds in predicting yiq from
pti, Pt = {pt1, pt2, · · · , ptN}. Denote the output of attention head alj (head j in layer l) in processing
the final token of prompt pti as alj(pti) ∈ Rdmodel (projected to the model’s latent dimension). We
compute the mean task-conditioned activation of each attention head, ātlj = 1

|Pt|
∑

pt
i∈Pt

alj(p
t
i).

Next, we construct uninformative baseline in-context demonstration prompts p̃ti by shuffling the
labels ỹik assigned to each x̃ik: p̃ti = [(xi1, ỹi1), (xi2, ỹi2), · · · , (xiK , ỹiK), xiq]. We seek to score
each head by its causal indirect effect toward predicting the correct yiq from the shuffled prompt
p̃ti; that is, attention heads that promote task accuracy in the context of the shuffled prompt. To
compute this, denote alj := ātlj the intervention of setting the output of attention head alj to
its task-conditioned activity ātlj . Then compute the difference in probabilities assigned to the
first token of the correct yiq between when we intervene on the model f and when we do not:
CIE(alj | p̃ti) = f(p̃ti | alj := ātlj)[yiq] − f(p̃ti)[yiq]. Todd et al. (2024) find that a small set of
heads consistently achieve high causal scores across their task set. Using AD to denote this set of top
heads, FVs are computed for each task using the heads’ task-conditioned means: vt =

∑
alj∈AD ātlj .

2.1 Generalizing function vectors beyond in-context demonstrations

One of our contributions is to generalize the function vector method described above from demon-
strations to alternative task specifications. We denote by Qt a set of task specifications (of any form)
for the task t (e.g., the instructions in Figure 1). For a query example (xiq, yiq) (Egypt ⇒ Cairo in
Figure 1), we sample qtm ∈ Qt and construct prompts pti as pti = [qtm, xiq] Next, we address the
challenge of creating uninformative baselines q̃tm for the task specifications qtm. We consider three
approaches to generating these baselines, and see further details and examples in Appendix B:

• Equiprobable token sequences. Intuition: sample token sequences that are similarly likely
under the model but are unrelated to the task. Each qtm is encoded as a token sequence
qtm = [w1, w2, ..., wL] whose probability under the model f is P (qtm) =

∏
l≤L P (wl |

w<l) = f(w<l)[wl]. Starting from the BOS token, we sample w̃l to approximately match the
conditional probabilities f(w̃<l)[w̃l] ≈ f(w<l)[wl], and construct q̃tm = [w̃1, w̃2, · · · , w̃L].

• Real texts: Intuition: sample texts from a natural corpus that convey no task information but
otherwise match the task specifications. We score token sequences from a chosen corpus under
the model and sample q̃tm with approximately the same length and probability as qtm.

• Other task specifications: Intuition: sample task specifications for other tasks t′ ̸= t that
likely convey no information for task t. We score task specifications qt

′

m′ generated for other
tasks t′ ∈ T , and again sample ones with approximately the same length and probability as qtm.

Following Todd et al.’s (2024) selection of prompts in which the model successfully performs the
demonstrated task, we focus on a best-performing small set of alternative task specifications we
denote as Q∗

t = {qt∗1 , · · · , qt∗J } ∈ Qt, with the intuition that these facilitate forming the most salient
representation of the task t. We construct prompts pti = [qtm, xik], keep only ones in which the model
successfully predicts yik, use these to select Q∗

t , and narrow down our set of prompts to a final P ∗
t ,

where pt∗i = [qt∗m , xik]. From there we follow the original function vector procedure: we compute
task-conditioned activations (over P ∗

t ), generate uninformative baselines p̃t∗i = [q̃t∗m , xik], compute
the indirect effects for each attention head, and use these to select the top heads (in practice, we
average over these different baselines in computing head causal effects; see below).

Constructing function vectors from in-context instructions Although the method is more gen-
eral, here we use zero-shot textual instructions as our Qt. We generate a candidate set of textual
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instructions for each task by querying Llama-3.1-405B (Llama Team, 2024) using a K-shot ICL
prompt for the task, and ask it to generate 10 instruction prompts for the task it infers from the
provided demonstrations (see Appendix A for the templates). We repeat this procedure 20 times for
each task t and deduplicate exact repetitions to arrive at a task instruction set Qt. We repeat this
procedure twice, once encouraging the model to generate short instructions and once with no such
encouragement. We provide sample generated instructions of both lengths in Appendix A.1 and
corresponding uninformative baselines (using all three approaches) in Appendix B.2. For our ‘real
texts’ uninformative baseline, we sample texts from WikiText-103-v1 (Merity et al., 2016).

2.2 Experimental conditions

Hyperparameters. We match the settings used by Todd et al. (2024): we use 100 examples to
compute mean task-conditioned activations and 25 for the indirect effects. We do so over the J = 5
top textual instructions for each task, splitting the examples evenly between the top instructions.

Models. We focus on the base and instruction-tuned versions of the 3B Llama-3.2 and 8B Llama-3.1
models, with the full list in Table 4. We also report some results with the weaker 1B Llama-3.2 and
7B Llama-2 models (Touvron et al., 2023), the latter of which matches Todd et al.’s (2024). Finally,
to examine the roles of post-training stages, we evaluate four OLMo-2 models (OLMo et al., 2024).

Tasks. We consider the same set of tasks and datasets used by Todd et al. (2024). We omit a few
classification datasets where successfully predicting the next token requires an understanding of
the format that is facilitated by demonstrations but not necessarily by minimal textual instructions
(we retain a total of 50 datasets; see Appendix D for the full list). We follow Todd et al. (2024) in
computing the top sets of heads only over datasets where a model surpasses chance performance. As
our approach requires 20 successful prompts for each of the five best instructions to compute the
mean task-conditioned activations, we also omit tasks where a model fails to pass this number of
prompts (which, in most cases, means it is also below chance accuracy and was already omitted ).

Textual instructions and uninformative baselines. We evaluate each model on each task using
one random seed six separate times, for the short (≤ 16 tokens) vs. longer (unbounded) instructions
crossed with all three uninformative baseline approaches (§2.1). We observe minimal deviation in
top heads across these conditions (see Appendix H.3), so we average the causal effects across all six
to compute the top heads. We then report final evaluation accuracies averaged over the results with
both sets of mean activations, those generated with short instructions and those from longer ones.

Results using in-context demonstrations. To enable comparison, we also replicate the original,
demonstration-based function vector evaluation with all models we consider, using the same random
seeds (and therefore, same train-evaluation splits) as used in the textual instruction setting.

Evaluation and Comparison Logic. We structure our evaluations to facilitate comparison between
FVs derived from demonstrations and instructions. We use the |A| = 20 top heads in both settings,
consistent with Todd et al. (2024) for the 7B models. We follow Todd et al. (2024) in evaluating
function vectors as an additive intervention to the residual stream after the |L/3| layer (layer 9 for the
Llama-3.2-3B models and layer 11 for the Llama-3.1-8B and OLMo-2-1123-7B ones). We report
two evaluation settings: 10-shot with shuffled labels (p̃ti in §2.1) and 0-shot (with no instructions).
We focus our assessment of each FV in the setting matching its extraction: shuffled 10-shot for
demonstration FVs and 0-shot for instruction FVs. In addition to the FV evaluations, we report a
baseline of the evaluation setting without adding the function vector. We report accuracies using
informative task presentations for each evaluation in Appendix F: instructed 0-shot (averaging over
the top J = 5 instructions for each model and task), and 10-shot (without label shuffling).

3 Results

3.1 Function vectors extracted from instructions facilitate zero-shot task accuracy

Figure 2A summarizes our evaluation of demonstration function vectors (left) and instruction-based
FVs (right). We find that our adaptation of the FV extraction procedure succeeds and increases
zero-shot task accuracy from below 20% to above 50% in the best models. A notable exception
is the Llama-3.1-8B model, for which the |L/3| intervention depth appears suboptimal (see results
from other intervention layers in Figure 11). On the other hand, the Llama-3.2 models may benefit
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Figure 2: Instruction-based function vectors are effective in zero-shot evaluation; both function vectors
are beneficial together. (A) We evaluate each FV in the setting matching its extraction: shuffled 10-shot for
demonstrations and 0-shot for instructions. Both FV types are effective at their respective evaluations, though
demonstration ones fare better. This procedure is effective for both post-trained models and for the distilled
Llama-3.2-3B base model; less so for the Llama-3.1-8B base model. (B) We examine the effect of jointly
adding both FVs together. The joint intervention outperforms either one by itself (with the exception of the base
Llama-3.1-8B model, for which the |L/3| intervention depth appears highly suboptimal; see Figure 11). Dotted
lines represent baselines with no FV intervention and error bars reflect standard errors of the mean (SEMs). See
Figure 11 for results when intervening at optimal depths, rather than a fixed |L/3| depth, and Figure 12 for
results evaluating the function vectors in the setting opposite to their extraction.

from being distilled from larger, post-trained Llama-3.1 models. The top |A| = 20 attention heads
also represent a slightly larger fraction of attention heads in the smaller models (about 3% in the 3B
models vs. 2% in the 8B ones). We also observe that, unsurprisingly, instruction FVs are substantially
more effective in post-trained models. Finally, while instruction FVs are highly effective in the
zero-shot setting, they fail to match the accuracy demonstration FVs attain in the shuffled 10-shot
condition, and struggle when evaluated in the shuffled 10-shot condition themselves (see Figure 12).
We replicate findings 1 and 2 (below) with other models: see Figures 13-15, in appendices G.3-G.4.
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Figure 3: (A-D) Demonstrations and instructions elicit mostly distinct attention heads. We visualize the sets
of top heads identified only with demonstrations, only with instructions, and shared in both cases. Only a few top
heads are shared each in model (see Appendix H.1 for additional models). We observe that top instruction FV
heads tend to be in earlier layers of the post-trained (-Instruct) models, compared to the base versions, and that
shared heads tend to arise in later layers. (E-F) Shared head activation similarity depends on layer, but not on
post-training. We plot the cosine similarity of activations in shared heads between three sets of task-conditioned
activations: those elicited by demonstrations, by short instructions, and by longer instructions. We observe
increasing similarity between demonstrations and instructions in later model layers, but show no effect of post-
training on similarity. (G-H) ‘Heterogeneous’ function vectors show demonstration-instruction asymmetry.
We construct ‘heterogeneous’ FVs using attention heads localized with instructions and demonstration task
activations (left data points) to the opposite combination, using demonstration-localized heads and instruction
task activations (right). Compared to the ‘homogeneous’ function vectors (middle), we mostly observe a smaller
accuracy drop when using instruction FV heads to read from demonstration mean activations than vice versa.
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We attribute these differences to two factors. Demonstration FVs arise from the attention heads
that most improve shuffled 10-shot accuracy (as those were the uninformative prompts p̃ti; §2.1).
In contrast, 0-shot evaluation differs from the instruction FV baseline prompts, as it contains no
instructions (and hence, has fewer tokens than the uninformative instructions q̃it; §2.2). Further, ICL
from demonstrations appears more primal to LLMs than from instruction-following. The former
appears in base models, while the latter requires post-training; we support this claim with later results.

Constructing function vectors seems to benefit from model capabilities. Smaller Llama-3.2-1B
models show a lower accuracy increase with instruction FVs; conversely, newer OLMo-2-1124-7B
models show a greater increase (see Appendix G.4). This capacity is not unique to the latest models;
results with Llama-2-7B models qualitatively match newer models. Finally, we evaluate the effect of
choosing a fixed intervention layer in Figure 11. If we choose the optimal layer for each model and
evaluation, the accuracy numbers rise as expected, but the overall patterns remain the same.

3.2 Demonstration and instruction function vectors are beneficial together

If demonstrations and instructions elicit different task representations in a language model, to what
extent are their representations jointly beneficial? To study this, we intervene with both FVs, adding
them to the residual stream after the same |L/3| layer. Our results in Figure 2B demonstrate that
adding both function vectors appears consistently beneficial, except for the base Llama-3.1-8B
model (for which the choice of layer seems crucial). Surprisingly, adding both FVs after the same
layer does not appear to induce interference, even though these FVs were extracted independently. In
Figure 11B, we report results from the highest accuracy intervention layers in a sweep over layer
pairs; adding both FVs to the same layer often proved optimal. Finally, to establish how much of
this effect is simply due to amplifying the intervention, we report the results of adding the same FV
twice in Figure 18. For some models and evaluations, adding the same FV twice performs similarly
to adding both FVs. This suggests that some of the benefit is due to the magnitude of the intervention
rather than the different information carried in both FVs; we leave studying the extent of these relative
effects to future work. Having found behavioral evidence that these different function vectors convey
different information, we next examine to what extent they share mechanisms within the model.

3.3 Instruction and demonstration FVs mostly engage different attention heads

In Figure 3A-D, we visualize the |A| = 20 top attention heads identified in each model by the FV
extraction procedure. We observe that demonstrations and instructions elicit mostly distinct sets of
heads. Of the 20 top heads identified, instruction and demonstration FVs share few of them – 7 in both
Llama-3.2-3B models and only 4 in the Llama-3-1.8B ones. Post-training appears to move instruction
FV heads closer to demonstration FV heads. The most notable change between base and post-trained
model versions is in the average layer of the instruction-only heads — from a mean several layers
deeper than demonstrations in base models, to almost identical depths in post-trained ones (other
model classes are similar, see Appendix H). We observe higher causal scores in demonstration top
heads. In §2, we define the causal score of each head as its contribution to correctly predicting the
next token. Demonstration FV top heads receive substantially higher scores than instruction ones
(Table 7). This suggests that task inference from demonstrations is more localized to a small set of
heads than from instructions and that instruction-based task inference is more diffuse.

We also examine the mean task-conditioned activation patterns in the top heads shared between
instructions and demonstrations. We compute the cosine similarities between the patterns elicited
by demonstrations vs. by shorter/longer instructions (see Figure 3E-F). Expectedly, we find higher
similarities between the two instruction-driven activation patterns than between the instruction and
demonstration patterns. Additionally, later layers are generally more similar. Finally, post-training
appears not to adapt demonstration FV heads. We observe no difference in demonstration-instruction
similarities between base and post-trained models, and equal numbers of shared heads between
instructions and demonstrations across model versions. Instead, post-training appears to induce a
different, separate mechanism for instruction task inference, one we hope to explore in future work.
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3.4 Instruction-identified attention heads are more useful for building demonstration FVs
than vice versa

If demonstrations and instructions share a common task inference mechanism, we would not observe
a significant difference if we constructed ‘incongruent’ function vectors using top heads identified by
one with activations from the other. We borrow from neuroimaging and consider the FV extraction
procedure through the lens of functional localizers, viewing head identification as localization and
mean activation computation as recording (Saxe et al., 2006; Berman et al., 2010). We evaluate
both types of ‘incongruent’ FVs, those constructed with demonstration top heads and those using
instruction top heads, and summarize our results in Figure 3G-H. We observe that, as expected,
accuracy with these incongruent FVs falls below the regular FVs in all cases. We note an
asymmetry: using instruction-localized top heads from with demonstration mean activations
seems preferable to the opposite combination (with the exception of the shuffled 10-shot evaluation
on the base models). This effect is sharpened when we evaluate each FV in the layer resulting in the
highest accuracy, rather than fixing to |L/3| (Figure 28). To explain this, we report the causal indirect
effects of the top heads from each task presentation in the opposite presentation format – that is, the
scores of instruction-localized heads when using demonstrations, and vice versa (Table 8). Examining
the scores, we observe that instruction-localized heads are more helpful in the demonstration setting
than demonstration-localized heads are in the instruction setting. We take this as evidence that the
mechanism for task inference from instruction leverages attention heads that play a minor role in
demonstration task inference. The development of such a mechanism may also explain the depth
alignment shifts we previously observed between base and post-trained models (subsection 3.3,
Figure 3A-D) In contrast, the demonstration task inference mechanism uses attention heads that
are less useful for instruction task inference. This supports our earlier claim about the primacy of
demonstration ICL. We conclude with two control experiments to ensure that this observed asymmetry
is meaningful (and not an artifact of selecting arbitrary sets of heads). We select sets of heads that are
either unrelated to both FV types, or that have the lowest causal scores (Appendix J.1) In both cases,
accuracy falls to task baseline or below, suggesting the observed effect is meaningful.

3.5 Instruction FVs from post-trained can steer base models, arise from SFT and DPO

Given the effectiveness of instruction FVs in post-trained models, we examine whether instruction
FVs from post-trained models can steer base models. We repeat the instruction FV evaluations,
intervening on each base model with the FV generated by its post-trained version (multiple post-
trained variants exist for OLMo-2-1124-7B; we use the final model, OLMo-2-1124-7B-Instruct). We
report our results in Figure 4B. In three of the base models, we find substantial accuracy increases,
nearing the zero-shot accuracy elicited by instruction FVs in the post-trained models (consistent
with Stolfo et al.’s (2024) cross-model steering results). This effect is even more striking when
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Figure 4: Instruction-based function vectors can transfer from post-trained to base models and are
facilitated by SFT and DPO. (A) We apply the instruction FVs extracted from post-trained models to their
respective base models. We find weak impacts on the distilled Llama-3.2 models, and substantial benefits in the
other ones, almost recovering the post-trained model FV evaluation accuracy. (B) We examine the OLMo-2-
1124-7B family of models and observe meaningful increases in the efficacy of instruction-based function vectors
in both the SFT and DPO stages over the base model; conversely, the final RL stage appears minimally impactful.
In both panels, dotted lines represent baselines with no FV intervention, and error bars reflect standard errors
of the mean (SEMs). See Figure 33 for results evaluating the function vectors in the setting opposite to their
extraction, and Figure 34 for results when intervening at optimal depths, rather than a fixed |L/3| depth.
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evaluating the steering instruction FVs in the shuffled 10-shot setting (Figure 33A). We take this as
further evidence that this procedure identifies the task representations elicited by instructions. We
find minimal or mildly negative effects on the Llama-3.2 models.

We conclude by examining which post-training stages contribute to the ability to extract instruction
FVs using the OLMo-2-1124-7B family of models (OLMo et al., 2024). The authors release four
versions of the model: a base version, one following supervised fine-tuning (-SFT), another following
preference fine-tuning (-DPO), and a final version (-Instruct). Figure 4B depicts results with these
four models. All OLMo models are conducive to extracting function vectors from demonstrations,
but the base model instruction FVs show lower accuracies. We observe two accuracy increases, once
with the SFT model and another with the DPO model. The DPO model also offers an increase in
the efficacy of instruction FVs in mismatched evaluations (see Figure 33B). Finally, we note that
post-training appears to have no impact on demonstration-based ICL, as evidenced by the lack of
variability in Figure 4B (left).

4 Related Work

In-Context Learning. The ability to perform tasks from demonstrations has been in the foreground
of language model research following its identification by Brown et al. (2020). Substantial subsequent
research has studied LLMs’ ability to perform in-context learning, from perspectives such as the data
distribution (Chan et al., 2022; Chen et al., 2024), learning algorithms (Xie et al., 2021; Akyürek
et al., 2022, 2024), mechanics and learning dynamics (Von Oswald et al., 2023; Zhang et al., 2023;
Park et al., 2024; Han et al., 2024; Li et al., 2025), and latent representations (Pan et al., 2023; Todd
et al., 2024; Hendel et al., 2023; Yin and Steinhardt, 2025). Other lines of work examined factors to
ICL contributing (Min et al., 2022), such as sensitivity to in-context prompt formatting choices (Sclar
et al., 2023; Su et al., 2025) Most prior work focuses on ICL from demonstrations; our work bridges
between those and instructions as a gateway to exploring other forms of ICL (Lampinen et al., 2024).

Instruction-following refers to executing a task given a natural language, similar to how one person
may instruct another. Although fine-tuning is necessary to elicit this capability, it has been shown to
facilitate generalization and usefulness following the introduction of the Flan models (Chung et al.,
2022). Instruction-following has since been the focus of dataset development (Mishra et al., 2022;
Wang et al., 2022a,b; Zhou et al., 2023a; Taori et al., 2023), model evaluation (Zhou et al., 2023b;
Liu et al., 2024; Lyu et al., 2024), and interpretability work (Stolfo et al., 2024; Wu et al., 2024). Our
work explores whether instruction tuning leverages the mechanisms of demonstration-based ICL.

Task Representations. Computational neuroscience has long sought to understand how neural
networks learn to represent abstract tasks (Cohen et al., 1990; Botvinick and Plaut, 2002; Yang et al.,
2019; Flesch et al., 2021; Farrell et al., 2023; Hummos et al., 2024). In tandem, computer scientists
devised methods to explicitly introduce these representations to models (Lampinen and McClelland,
2020; Ilharco et al., 2022; Shao et al., 2022). Our work follows a recent line of inquiry extracting
task representations that arise in LLMs (Todd et al., 2024; Hendel et al., 2023; Saglam et al., 2025) or
VLMs (Luo et al., 2024; Hojel et al., 2024; Huang et al., 2024) as they complete tasks. Most task
representation extraction approaches fall into one of a few categories. Some treat the model’s latent
(residual) representation of a delimiter token at some depth as the task representation (e.g., Hendel
et al., 2023; Luo et al., 2024; Li et al., 2025). Another approach learns a per-layer task representation
(Saglam et al., 2025). Finally, Todd et al. (2024) combine activity from multiple attention heads
across different depths and intervene with the resultant function vector at a single depth. We focus on
contrasting the representations that arise from different textual presentations of the same task.

5 Discussion

We empirically test for the presence of common, presentation-agnostic task representations in large
language models. Our results suggest that different presentations of a task do not elicit a common
task representation through function vectors. We extend the FV extraction procedure from in-context
demonstrations to arbitrary task presentations and successfully construct instruction FVs that promote
zero-shot accuracy. We find these convey different information than demonstration FVs, evidenced
by the benefits of intervening with both forms of function vectors together over either by itself. We
also find that mostly distinct (though partly overlapping) sets of attention heads causally mediate task
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performance in these two settings. Our results offer support (in a limited, but controlled setting) for
the widely used practice of prompting language models with both demonstrations and instructions.
Our findings support two other takeaways. First, ICL from demonstrations may be more inherent to
LLMs. We offer preliminary evidence that instruction task inference leverages attention heads that
are peripherally useful for demonstration-based ICL. The contrary effect is weaker; demonstration
FV attention heads are less helpful for instructions. Second, we show evidence that instruction FVs
transfer from post-trained models to steer their base versions better than base model instruction FVs.

We found the effectiveness of instruction-derived FVs surprising. Given the diversity of plausible
instructions for a given task, we would have considered it a priori likely that instructions induced
relatively diffuse representations that would not support FV extraction from a few attention heads.
Indeed, the representation of textual instructions appears more diffuse in language models, as evident
from the distributions of attention head causal scores (Table 7); yet, our approach is successful.

The accuracy discrepancy when function vectors are evaluated in a setting incongruent with their
extraction further supports the notion that task representations are dependent on the form of presenta-
tion (compare Figure 2 and Figure 12). This evaluation form-dependency portends a challenge in
identifying, monitoring, or amplifying task representations in naturalistic settings, such as prompts
combining multiple demonstration forms, obfuscated or adversarially-presented tasks, or other more
benign presentations forms, such as role prompts or explanations (Lampinen et al., 2024).

In our results, we average over the three uninformative baselines we propose: sampling tokens directly
from the model, natural texts, and instructions from other tasks. While the selected top heads did
not greatly differ between the three, one is unlike the other two (Appendix H.3). Instructions from
other tasks still convey the existence of a task, just a different one, and may help localize task-specific
information. Conversely, tokens sampled from the model and natural texts do not convey ‘task-ness,’
hence helping to localize the existence of a task in general. The differences between attention heads
identified with each baseline alone may elucidate the differing roles of instruction FV attention heads.

We identify which post-training stages contribute to the ability to extract instruction FVs. However,
our results do not explain what takes place in post-training that facilitates inferring tasks from
instructions. Wu et al. (2024) propose that the primary drivers could be changes in processing words
that convey instructions—which suggests the hypothesis that the instruction FV attention heads
should strongly respond to these tokens. In another recent work, Yin and Steinhardt (2025) compare
induction heads (Elhage et al., 2021) and FV heads—do instruction FV heads share anything in
common with induction heads as well? On that note, what can we learn from the heads that change
in importance between base and post-trained models? Our results point a spotlight at a set of heads
relevant to this capacity; future work may study their contributions and mechanisms in greater depth.

Our finding that we can steer base models with post-trained models instruction FV is consistent with
recent findings by Stolfo et al. (2024) on activation steering in an instruction-following context. Our
current results do not suffice to offer a potential savings in the effort required to post-train a model,
as so far, we only demonstrate the ability to steer a base model with its own post-trained variation.
Recent results by Lee et al. (2025) propose a method for transferring steering vectors between models
— combined with our results, this suggests a potential to confer some of the benefits of post-training
on a model that has not been post-trained, a connection we hope to explore in future work.

Finally, we highlight a few other proposals on how our work might inform prompt and intervention
design. Our finding regarding the diffuseness of instruction FVs (subsection 3.3) implies that
interventions focused on changing or improving instruction-following may benefit from intervening
at multiple locations and layers; presently, most steering methods perform a single additive residual
stream intervention, which may be more meaningfully suboptimal for instructions, than for example,
for demonstrations. The observation that demonstrations and instructions elicit different FV attention
heads (also in subsection 3.3) suggests a speculative potential pathway to improving prompt design.
In contexts where both instructions and demonstrations are provided, it may be possible to monitor
their separate sets of implicated attention heads, and try to classify from their activity whether or not
the model successfully formed a task representation. This classifier could serve as a signal that helps
guide toward improving the instructions or selecting different or additional demonstrations.
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5.1 Limitations

Task set. We use a limited set of minimal, fairly simple tasks, following Todd et al.’s (2024)
choices. We omit a few classification tasks where predicting the correct token requires understanding
the expected answer format, information conveyed clearly by demonstrations, but not necessarily
by instructions. This could be addressed by combining demonstrations and instructions, or by
encouraging the instruction-generating model to include output formatting information. Furthermore,
it would be of interest to examine how these findings generalize to longer, more complex, open-ended,
and naturalistic tasks, such as the ones present in MMLU (Hendrycks et al., 2020) or BBH (Srivastava
et al., 2022; Suzgun et al., 2022).

Choice of task representation. We study a particular proposal for task representations — function
vectors as formulated by Todd et al. (2024). Other task representation extraction approaches exist in
the literature, such as task vectors (Hendel et al., 2023) — we hope future work examines whether
our findings translate to their formulation as well. More broadly, we cannot conclusively prove the
negative, that common task representations do not exist; we can only demonstrate that our methods
did not identify them. We also do not explore the working of attention heads identified in greater
depth, such as identifying which circuits (Elhage et al., 2021) they may contribute to.

Arbitrary intervention depth. We follow Todd et al. (2024) in intervening at a fixed |L/3| depth.
While we also present (in the appendices) results at empirically optimal intervention depths for each
model, the choice retains a measure of arbitrariness. It is possible, for instance that different types of
tasks are better served better by different intervention depths, and our analyses do not reflect that.

Model sizes. We focus our investigation on smaller (large) language models. While we offer fairly
consistent evidence across the models we examine, we do not explore scaling with model size. We
note that Todd et al. (2024) successfully extracted demonstration function vectors to Llama-2 models
at the 7B, 13B, and 70B sizes, which offers promising evidence for scaling function vectors.

Limited replications. We evaluate many experimental conditions (Appendix E.1). For each model
we study, we evaluate each of the approximately 50 tasks six times — shorter and longer instructions,
each with each of the three baselines. We also ran the additional control conditions reported with all
tasks for the Llama-3.2-3B and Llama-3.1-8B models. However, we only replicate each model on
each dataset in each setting once—given the qualitatively consistent results observed by Todd et al.
(2024), replicating over random seeds (used primarily in train-test splits and query example sampling)
seemed untenable, if not wasteful. We use a single prompt template (Figure 9), relying on consistent
previous results with different prompt templates (p. 6 and Appendix C in Todd et al., 2024).
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• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We are careful to limit the scope of claims in the abstract and introduction to
the experiments and evidence in the paper.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the limitations of our work in subsection 5.1.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: We do not provide any theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide thorough descriptions of the methods we use section 2 and
Appendix B, example prompt templates in Appendix A, a list of the models we evaluate in
Table 4, and a list of the datasets we use in Appendix D. We will also release the code, and
all the data we use is available as we reuse the datasets provided by Todd et al. (2024).
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Guidelines:
• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide a zip archive of our code with instructions for how to set up the
environment and example commands to launch our experiments.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide experimental details in Appendix E and the code to run our
experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report standard errors of the mean (SEMs) on all figures in the paper that
estimate average performance in some condition across a set of conditions. We do not report
statistical significance results as it did not seem material for the comparisons we make, but
are open to doing so should the reviewers request.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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Justification: We attempt to ballpark the number of experiment runs required to generate our
results (and hence, reproduce our work) in Appendix E.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work conforms with the NeurIPS Code of Ethics in its entirety.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: We do not foresee direct societal impacts of the work we performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
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Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We provide no data or models that have a high risk of misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite and refer to the original creators of code, data, and models we used.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We document the code we provide in the supplementary materials, and
will further improve the documentation before we open-source code when the work is
de-anonymized.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.
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• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We report no crowdsourcing or human experiments.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We report no human subjects research.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Our work describes an evaluation of LLMs across a variety of tasks in attempt
to extract task representations. We also used LLMs to generate tests for researcher-written
code and autocomplete using GitHub Copilot.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Prompt generation prompt templates

<|start_header_id|>user<|end_header_id|>
Instructions
You are powerful model helping write prompts to help smaller models perform tasks better.
Below, you will be given a set of input-output pairs for a particular undescribed task. First,
please study the examples to deduce what the task is, and describe your thinking under the
header "# Task Deduction". Next, please write 10 prompts that might help a smaller model
perform this task. The prompts should be:

1. Short, up to 10 words.
2. Informative about what the task is.
3. Not repetitive with each other.

Please write your prompts under the header "# Task Prompts".

Task examples
{task examples}

Now, think step by step and follow the instructions above.
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

Figure 5: Prompt for generating short task instructions given ICL examples. The prompted model (in our
experiments, Llama-3.1-405B) must analyze the examples given under the header “task examples” and generate
instructions for another model. We provide no information beyond the in-context examples, and repeat this
procedure 20 times to generate a set of approximately 200 instructions for each task, which we then deduplicate.
In practice, the vast majority of these short instructions tokenized to 16 or fewer tokens, so we set that as the
limit for what we considered a short instruction.

<|start_header_id|>user<|end_header_id|>
Instructions
You are powerful model helping write prompts to help smaller models perform tasks better.
Below, you will be given a set of input-output pairs for a particular undescribed task. First,
please study the examples to deduce what the task is, and describe your thinking under the
header "# Task Deduction". Next, please write 10 prompts that might help a smaller model
perform this task. The prompts should be:

1. As long as necessary to be helpful for the smaller model.
2. Informative about what the task is.
3. Not repetitive with each other.
4. Not including any examples of the task.

Please write your prompts under the header "# Task Prompts".

Task examples
{task examples}

Now, think step by step and follow the instructions above.
<|eot_id|><|start_header_id|>assistant<|end_header_id|>

Figure 6: Prompt for generating longer task instructions given ICL examples. The prompted model (in our
experiments, Llama-3.1-405B) must analyze the examples given under the header “task examples” and generate
instructions for another model. We provide no information beyond the in-context examples, and repeat this
procedure 20 times to generate a set of approximately 200 instructions for each task, which we then deduplicate.
In practice, the vast majority of these longer instructions tokenized to 64 or fewer tokens, so we set that as the
limit for what we considered a long instruction.

A.1 Example generated instruction prompts
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Table 2: Example short instructions for five tasks.
Task Short Instructions

antonym

Create an opposing term
Identify the antithesis of this word
Create a counter-term
Reverse the semantic meaning
Provide a word that is the semantic opposite

country-capital

Country to capital city correlation
Learn country-capital associations
Map country names to their capitals
Identify the administrative center
Provide the capital city for the given country

concept_v_object_5

Select the word that is not a noun
"Find the word that is not a concrete object."
Select the word that tells us more about something
Which word has a distinct semantic meaning?
Identify the adverb or adjective in the list

english-spanish

Spanish equivalent for this English term
Translate everyday English words to Spanish
Spanish translation of English word
Find Spanish counterpart for English word
Find Spanish translation

product-company

"Associate product name with company name"
Which company created this software?
"Classify product by owner company"
Identify the company that developed this technology
"Link this device to its manufacturer."
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Table 3: Example long instructions for five tasks.
Task Long Instructions

antonym

Find a word that, when compared to the input word, presents a contrasting
meaning. This word should highlight the differences and serve as an antonym
Generate a word that cancels out the meaning of the input word
**Meaning reversal**: Reverse the meaning of the input word by generating a
word that represents its opposite. Ensure that the generated word is semantically
accurate and contextually relevant
This task tests the ability to navigate the vocabulary of a language to find and
generate antonyms. Please focus on producing words that are directly opposite
or clearly contrasting
**Find a word that contrasts with the input word in meaning.** This could
involve finding a word that is the opposite of the input word or one that describes
a different extreme or end of a spectrum

country-capital

What is the name of the city where a country’s president or monarch typically
resides and conducts official business?
Determine the capital city of a country by identifying the city where the national
government is seated and where major political decisions are made
Provide the name of the city that is generally accepted as the capital of a
particular country
What city is recognized as the center of administration and governance for a
given country?
"Countries around the world each have a capital city where their government is
based. Your task is to know what these cities are for any country you are asked
about."

concept_v_object_5

Determine the word in the list that is a verb or an action
Identify the word in the list that describes a quality, property, or characteristic
of something
Identify the word in the list that describes a quality or property of something
**Determine the Quality Word**: Determine which word from the list describes
a quality, state, or condition. This word should tell us about the nature or
attributes of something
Find the word that can be used in a sentence to describe an action, event, or
situation

english-spanish

Translate the English word into Spanish, making sure to use the most appropriate
and commonly used term in Spanish-speaking contexts
Provide a Spanish translation of the input word that is both accurate and fluent
Translate the input word from English to Spanish, considering any relevant
context or connotations
Translate the given English word into its equivalent in Spanish, ensuring to
maintain the original meaning and word type (noun, verb, adjective, etc.)
Identify the Spanish equivalent of the provided English term, ensuring the
translation is accurate and suitable for the context

product-company

Identify the developer of a given operating system, platform, or tool
Given the name of a product, technology, or format, find the company that owns
or developed it. Use your knowledge of industry leaders and their offerings
Identify the company or organization that developed or owns the product, tech-
nology, or format specified in the input
Identify the company that created this file format
Determine the company that is associated with the specified brand, product, or
format
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B Uninformative instruction baselines

B.1 Additional uninformative instruction details

Equiprobable token sequences. Given task-informative instructions qtm, our goal is to sam-
ple an uninformative instruction q̃tm. We encode qtm as a token sequence qtm = [w1, w2, ..., wL]
whose probability under the model f is P (qtm) =

∏
l≤L P (wl | w<l) = f(w<l)[wl]. We be-

gin from the BOS token, and sequentially sample w̃l to create q̃tm = [w̃1, w̃2, · · · , w̃L]. We do
so by approximately matching the conditional probabilities f(w̃<l)[w̃l] ≈ f(w<l)[wl] using the
following logic. First, we mask out any non-text (“added vocabulary”) tokens. At each step, we
compute the (log-) probability of the l’th token, logP (wl | w<l). We compute the distribution
over next tokens of the uninformative instructions, logP (· | w̃<l). We set an initial threshold
and a threshold increment (in our experiments, both were set to 0.1). We increase the thresh-
old by the increment until at least one token in logP (· | w̃<l) falls within the incremented
threshold of the log-probability of the current instruction token. Denote by t our initial thresh-
old, ∆t our increment, and k ∈ Z∗ the number of increments required, we find the following:
mink :

(∑
w̃′

l
1[t− k∆t ≤ log |P (wl | w<l)− logP (w̃′

l | w̃<l)| ≤ t+ k∆t]
)
> 0, where 1[·] de-

notes the indicator function. We then sample uniformly between all w̃′
l satisfying the previous relation

and append the sampled w̃l to the q̃tm we are constructing, continuing until we reach the same length
as the informative qtm.

Real texts. Ahead of time, we precompute the log-probability of texts from WikiText-103-v1
(Merity et al., 2016) with each model f . We randomly sample entries from the WikiText-103-v1
dataset. For each sampled entry, we extract overlapping prefixes that end with whitespace (excluding
the terminal whitespaces), tokenize these prefixes, and keep those with a length of 64 or fewer tokens.
We extract prefixes to create strings that might coherently appear at the beginning of a text. We
then compute and cache the (log-) probability of each such prefix and its token sequence. We cache
approximately 216 = 65536 token sequences with each model (approximately as we stop after the
Wikitext entry that brought us over the threshold, but do not discard sequences beyond the 216’th
one).

To sample an uninformative q̃tm for some qtm, we tokenize qtm to arrive at its length L(qtm) and
compute its log-probability log f(qtm). We now create a representative sample of N = 100 cached
texts with approximately the same length as L(qtm). We begin by only consider texts of with a length
of precisely L(qtm) tokens. If there are over N of those, we stop; otherwise, for k ∈ Z+, we also
consider texts of length L(qtm)± k, increasing k by one until we have a set of at least N candidates.
Once we have attained this set of candidates, we select the q̃tm with the closest log-probability under f
as qtm has, and remove it from the set. As we require five uninformative baselines for each instruction
qtm (see Appendix E), we will use the five real texts with the closest log-probability to qtm subject to
being within a small number of tokens from L(qtm).

Other task instructions. We follow a conceptually similar procedure to the one described above
for real texts, but using instructions generated for other tasks. As this is a smaller set, we do not
cache these log probabilities in advance. We exclude instructions generated for the same task, but
otherwise follow an identical procedure. Denote by L(qtm) the length of the instructions qtm. We
identify a set of candidate alternative instructions with a length of approximately L(qtm), increasing
the acceptable difference in length until we reach N = 100 candidates. We then return the one with
the closest log-probability to qtm under the model and remove it from the set, so as before, we will
use the five other task instructions with the closest log-probability to qtm subject to being within a
small number of tokens from L(qtm).

B.2 Prompt baseline examples

24



Figure 7: Example generated baselines for short instructions. For each of the five tasks we visualize example
instructions from in Table 2, we select the first instruction and sample three uninformative matches for it with
each baseline type.

Figure 8: Example generated baselines for long instructions. For each of the five tasks we visualize example
instructions from in Table 3, we select the first instruction and sample three uninformative matches for it with
each baseline type.

C Models studied
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Table 4: Models studied. We use the Huggingface Transformers (Wolf et al., 2019) model implementations.

Model Citation Huggingface ID |L| |at|
Llama-3.2-1B Llama Team (2024) meta-llama/Llama-3.2-1B 16 32
Llama-3.2-1B-Instruct Llama Team (2024) meta-llama/Llama-3.2-1B-Instruct 16 32
Llama-3.2-3B Llama Team (2024) meta-llama/Llama-3.2-3B 28 24
Llama-3.2-3B-Instruct Llama Team (2024) meta-llama/Llama-3.2-3B-Instruct 28 24
Llama-3.1-8B Llama Team (2024) meta-llama/Llama-3.1-8B 32 32
Llama-3.1-8B-Instruct Llama Team (2024) meta-llama/Llama-3.1-8B-Instruct 32 32

OLMo-2-1124-7B OLMo et al. (2024) allenai/OLMo-2-1124-7B 32 32
OLMo-2-1124-7B-SFT OLMo et al. (2024) allenai/OLMo-2-1124-7B-SFT 32 32
OLMo-2-1124-7B-DPO OLMo et al. (2024) allenai/OLMo-2-1124-7B-DPO 32 32
OLMo-2-1124-7B-Instruct OLMo et al. (2024) allenai/OLMo-2-1124-7B-Instruct 32 32

Llama-2-7b Touvron et al. (2023) meta-llama/Llama-2-7b-hf 32 32
Llama-2-7b-chat Touvron et al. (2023) meta-llama/Llama-2-7b-chat-hf 32 32

D Full list of tasks
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Table 5: Tasks used.
Task Citation

adjective_v_verb_3 Todd et al. (2024)
adjective_v_verb_5 Todd et al. (2024)
alphabetically_first_3 Todd et al. (2024)
alphabetically_first_5 Todd et al. (2024)
alphabetically_last_3 Todd et al. (2024)
alphabetically_last_5 Todd et al. (2024)
animal_v_object_3 Todd et al. (2024)
animal_v_object_5 Todd et al. (2024)
antonym Nguyen et al. (2017)
capitalize Todd et al. (2024)
capitalize_first_letter Todd et al. (2024)
capitalize_last_letter Yin and Steinhardt (2025)
capitalize_second_letter Yin and Steinhardt (2025)
choose_first_of_3 Todd et al. (2024)
choose_first_of_5 Todd et al. (2024)
choose_last_of_3 Todd et al. (2024)
choose_last_of_5 Todd et al. (2024)
choose_middle_of_3 Todd et al. (2024)
choose_middle_of_5 Todd et al. (2024)
color_v_animal_3 Todd et al. (2024)
color_v_animal_5 Todd et al. (2024)
concept_v_object_3 Todd et al. (2024)
concept_v_object_5 Todd et al. (2024)
conll2003_location Tjong Kim Sang and De Meulder (2003)
conll2003_organization Tjong Kim Sang and De Meulder (2003)
conll2003_person Tjong Kim Sang and De Meulder (2003)
country-capital Todd et al. (2024)
country-currency Todd et al. (2024)
english-french Conneau et al. (2017)
english-german Conneau et al. (2017)
english-spanish Conneau et al. (2017)
fruit_v_animal_3 Todd et al. (2024)
fruit_v_animal_5 Todd et al. (2024)
landmark-country Hernandez et al. (2023)
lowercase_first_letter Todd et al. (2024)
lowercase_last_letter Todd et al. (2024)
national_parks Todd et al. (2024)
next_capital_letter Todd et al. (2024)
next_item Todd et al. (2024)
object_v_concept_3 Todd et al. (2024)
object_v_concept_5 Todd et al. (2024)
park-country Todd et al. (2024)
present-past Todd et al. (2024)
prev_item Todd et al. (2024)
product-company Hernandez et al. (2023)
singular-plural Todd et al. (2024)
synonym Nguyen et al. (2017)
verb_v_adjective_3 Todd et al. (2024)
verb_v_adjective_5 Todd et al. (2024)
word_length Todd et al. (2024)

All tasks used were sourced from Todd et al.’s (2024) repository:
https://github.com/ericwtodd/function_vectors.
We omitted the following tasks, as they are classification tasks with
specific output formats that the model-generated instructions often did
not specify: ag news, commonsense_qa, person-instrument, person-
occupation, person-sport, sentiment
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E Full experimental settings

We detail our experimental settings to aid reproducibility. As a guideline we strive to match or
minimally adapt decisions made by Todd et al. (2024):

• For each model and each task, we use the J = 5 instructions with the highest accuracy over the
training split.

• We compute the mean activations over 100 total prompts, 20 with each of the 5 best instructions.

• We compute the causal indirect effects over 25 total uninformative prompts, 5 generated for
each of the best instructions.

• We batch our results with a batch size that depends on the model and task, but does not exceed
5 for any model or task (see code for batch size computation logic).

• We split each dataset 70% to train and 30% to test. Where we require a validation set, we split
it again from the training set.

• We load all models in full precision.

• We use the |A| = 20 top heads in all experiments we report.

• We evaluate the FV interventions at every possible depth (that is, after every layer of the model).

– In all main manuscript figures, we report the accuracy intervening after the |L/3| layer (
(layer 9 for the Llama-3.2-3B models and layer 11 for the Llama-3.1-8B and OLMo-2-
1123-7B ones).

– In appendix figures that report the empirically optimal intervention layer, we compute
the accuracy using the layer that would result in the highest mean accuracy for each
model, averaging over both the 0-shot and shuffled 10-shot evaluations, separately for
demonstrations and instructions.

• When we intervene with two function vectors (either demonstrations and instructions, or twice
with one), we sweep over the range [⌊L/4⌋, ⌈L/2⌉] (as the optimal intervention depths for all
models fell in this range.

– In the main manuscript figure, we report the accuracy intervening with both additively at
the |L/3| layer.

– In appendix figures showcasing the empirically optimal layer(s), we follow the same
process described above.

• Error bars we report in all figures are standard errors of the mean, averaged within each model.

• We use the following query template in all of our instruction-based experiments:

<instructions>
Q: <xiq>
A:

Figure 9: Instruction query template. We use the query template proposed by Todd et al. (2024) and prepend
the instructions to it.

• And this query template in our demonstration-based ones:
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Q: <xi1>
A: <yi1>

Q: <xi2>
A: <yi2>

...

Q: <xi10>
A: <yi10>

Q: <xiq>
A:

Figure 10: Demonstration query template. We use the query template proposed by Todd et al. (2024).

E.1 Experiment compute resources

Before running the main set of experiments, we run a few preliminary steps. We generate instructions
(Appendix A) 20 times for each of the ≈ 50 datasets, generating shorter and longer instructions
separately, resulting in approximately 2000 invocations of the stronger model used for instruction
generation (in our experiments, Llama-3.1-405B). We also cache the log-probabilities of texts from
WikiText-103-v1, which takes an hour or two with each model (Appendix B)

For each of the 12 models we consider (Table 4), and each of the 50 tasks, we begin by running the
‘training’ job that computes mean task-conditioned activations and estimates head causal effects. We
do so with shorter and longer instructions, using each of our three uninformative baselines, yielding
roughly 12 (models) × 50 (tasks) × 2 (instruction lengths) × 3 (baselines) = 3600 jobs. With these
jobs behind us, we can compute the overall top instruction FV heads for each model. With those, we
can evaluate each model with the function vector constructed using the overall top heads, evaluating
an intervention at every layer in both the zero-shot and shuffled 10-shot evaluations. We run each
evaluation separately using the mean activations with the best performing long and short prompts, but
with the heads identified averaged over the causal scores from both, and average the final results over
these two mean activations.

Most of our additional experiments only require these final evaluation jobs:

• Intervening with both function vectors (§3.2; Figure 2B).

• Intervening with the same function vector twice (a control for §3.2; Figure 18).

• Constructing ‘incongruent’ FVs with top heads identified by demonstrations and mean activa-
tions from instructions (or vice versa; §3.4; Figure 3G-H).

• Constructing function vectors using the least important overall heads and the bottom heads (a
control for §3.4; Figure 30)

• Steering base models with post-trained model instruction FVs (§3.5; Figure 4A).

Many of these we only run for the four models we focus our investigation on (Llama-3.2-3B, Llama-
3.2-3B-Instruct, Llama-3.1-8B, Llama-3.1-8B-Instruct). However, all of these run for approximately
50 datasets, using both short and long instruction mean activations. We conservatively estimate
these evaluations required another 50 (tasks) × 2 (instruction lengths) × 4 (models) × 10 (additional
experiments) = 4000 experiments.

In addition, we run the demonstration ICL extraction procedure and evaluation on all models we
report. As these only have one variant, they contribute only another 12 (models) × 50 (tasks) = 600
experiments or so.

We run all of our experiments on Volta and Pascal-series GPUs, with a single GPU sufficing for every
experiment we launch. Experiment wall-clock time varied drastically by the model, the size of each

29



task’s dataset, and and the lengths of the data points in each tasks; however, all were on the order of
hours, not days.

F Baseline and ‘skyline’ accuracies

Table 6: Baseline and ‘skyline’ accuracies by model.
Model 10-shot Shuffled 10-shot Best instruction Top-5 instructions 0-shot
Llama-3.2-3B 0.7531 ± 0.0205 0.1536 ± 0.0159 0.7654 ± 0.0225 0.7105 ± 0.0227 0.1530 ± 0.0163
Llama-3.2-3B-Instruct 0.7895 ± 0.0173 0.1858 ± 0.0154 0.8638 ± 0.0172 0.8330 ± 0.0184 0.1066 ± 0.0088
Llama-3.1-8B 0.8207 ± 0.0179 0.1991 ± 0.0148 0.8200 ± 0.0208 0.7668 ± 0.0225 0.1283 ± 0.0122
Llama-3.1-8B-Instruct 0.8456 ± 0.0171 0.1793 ± 0.0160 0.8874 ± 0.0159 0.8507 ± 0.0185 0.0772 ± 0.0071

Llama-3.2-1B 0.6562 ± 0.0211 0.1300 ± 0.0141 0.6281 ± 0.0246 0.5484 ± 0.0241 0.1779 ± 0.0169
Llama-3.2-1B-Instruct 0.6930 ± 0.0191 0.1674 ± 0.0174 0.7164 ± 0.0226 0.6598 ± 0.0225 0.1566 ± 0.0136
Llama-2-7b-hf 0.7403 ± 0.0186 0.1405 ± 0.0150 0.6589 ± 0.0230 0.5816 ± 0.0232 0.1284 ± 0.0144
Llama-2-7b-chat-hf 0.8040 ± 0.0168 0.1813 ± 0.0161 0.8133 ± 0.0188 0.7715 ± 0.0202 0.0693 ± 0.0071

OLMo-2-1124-7B 0.7288 ± 0.0185 0.1713 ± 0.0157 0.8567 ± 0.0192 0.8244 ± 0.0207 0.1686 ± 0.0128
OLMo-2-1124-7B-SFT 0.7743 ± 0.0158 0.1754 ± 0.0149 0.8698 ± 0.0176 0.8390 ± 0.0197 0.1478 ± 0.0099
OLMo-2-1124-7B-DPO 0.7694 ± 0.0167 0.1663 ± 0.0159 0.8665 ± 0.0179 0.8319 ± 0.0205 0.1400 ± 0.0096
OLMo-2-1124-7B-Instruct 0.7741 ± 0.0167 0.1635 ± 0.0158 0.8699 ± 0.0175 0.8360 ± 0.0201 0.1468 ± 0.0100

We report mean model accuracies on the evaluation conditions (without interventions) and on their corresponding informative
conditions, averaged over the full set of tasks.
For the shuffled 10-shot evaluation condition, its informative condition is 10-shot (without label shuffling).
For the 0-shot evaluation, we report both each model’s accuracy with the best instruction for it for that task, and the mean accuracy
with the five best instructions (which were used to compute the causal indirect effects, §2).
Errors reflect the standard error of the mean.

G Additional results for findings 1 and 2

G.1 Findings 1 and 2 with empirically optimal layer
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Figure 11: Empirically optimal intervention depth version of Figure 2 This figure matches Figure 2, but
using the empirically optimal intervention layer for each model and intervention, rather than fixing to the |L/3|
layer. This showcases the ceiling potential of function vectors interventions, above what might be lost by
selecting intervention depth using a fixed rule. (A) In the post-trained models, the same intervention depth
is optimal for both function vectors: 11/28 = 0.3929 for Llama-3.2-3B-Instruct and 14/32 = 0.4375 for
Llama-3.1-8B-Instruct; in the base models, it varies by the choice of FV. For Llama-3.2-3B, it is 13/28 for
demonstrations and 9/28 for instructions; for Llama-3-1.8B, it is 8/32 for demonstrations and 15/32 for
instructions. We qualitatively match previous observations. (B) For three of the four models, adding both
vectors to the same layer performs best: Llama-3.2-3B (layer 9/28), Llama-3.2-3B-Instruct (layer 11/28), and
Llama-3.1-8B-Instruct (layer 13/32). Only for the base Llama-3.1-8B model does the highest accuracy arise
from different intervention depths: adding the demonstration FV at layer 10/32 and the instruction FV at layer
8/32.

G.2 Findings 1 and 2 with FV-incongruent evaluations
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Figure 12: Mistmached evaluation version of Figure 2. We report evaluation results from the evaluations that
are incongruent with the function vector extraction settings— 0-shot for demonstration FVs and shuffled 10-shot
for instruction FVs. Both FVs perform worse in the incongruent setting, but instruction FVs more so.

G.3 Findings 1 and 2 with OLMo models
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Figure 13: A replication of Figure 2, with the OLMo models explored in subsection 3.5.
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Figure 14: A replication of Figure 2, with the OLMo models explored in subsection 3.5, using the empirically-
optimal intervention depth; i.e, Figure 11, but with the OLMo models.
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Figure 15: A replication of Figure 2, with the OLMo models explored in subsection 3.5, using the mismatched
evaluation version; i.e., Figure 12, but with the OLMo models.
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G.4 Findings 1 additional model results
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Figure 16: Additional model results matching Figure 2A. We report evaluation results for the rest of the
models we compare. Panel B in this model also appears in the main manuscript as Figure 4B.
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Figure 17: Additional model results with mismatched evaluations. This is an unmatched evaluations version
of Figure 16.

G.5 Adding an FV twice control
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Figure 18: Adding the same function vector twice control condition. We observe that in some cases, adding
the same function vector twice is close to, if not better than adding both function vectors. This surprising effect
happens less often when we examine the incongruent evaluations (Figure 19), suggesting that adding both
function vectors confers advantages in both task presentations. This effect is also weaker when we examine the
empirically optimal intervention depths (Figure 20).
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Figure 19: Adding the same function vector twice control condition, mismatched evaluations. See Figure 18.
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Figure 20: Adding the same function vector twice control condition, with empirically optimal layers. See
Figure 18.
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H Additional results for finding 3

H.1 Demonstration and instruction top heads for additional models

0 4 8 12 16
0
4
8

12
16
20
24
28
32

He
ad

 I
nd

ex

A

Llama-3.2-1B
20 top heads, 4 shared

0 4 8 12 16
0
4
8

12
16
20
24
28
32 B

Llama-3.2-1B-Instruct
20 top heads, 5 shared

0 4 8 12 16 20 24 28 32
Layer

0
4
8

12
16
20
24
28
32

He
ad

 I
nd

ex

C

Llama-2-7b-hf
20 top heads, 4 shared

0 4 8 12 16 20 24 28 32
Layer

0
4
8

12
16
20
24
28
32 D

Llama-2-7b-chat-hf
20 top heads, 2 shared

0 4 8 12 16 20 24 28 32
0
4
8

12
16
20
24
28
32

He
ad

 I
nd

ex

E

OLMo-2-1124-7B
20 top heads, 7 shared

0 4 8 12 16 20 24 28 32
0
4
8

12
16
20
24
28
32 F

OLMo-2-1124-7B-SFT
20 top heads, 7 shared

0 4 8 12 16 20 24 28 32
0
4
8

12
16
20
24
28
32

He
ad

 I
nd

ex

G

OLMo-2-1124-7B-DPO
20 top heads, 6 shared

0 4 8 12 16 20 24 28 32
0
4
8

12
16
20
24
28
32 H

OLMo-2-1124-7B-Instruct
20 top heads, 7 shared

Instruction only Demonstration only Shared

Figure 21: Shared top heads results for additional models. This panel follows Figure 3A-D for the rest of the
models we evaluated.

H.2 Shared attention head mean activation similarity for additional models
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Figure 22: Shared top heads similarities for additional models. This panel follows Figure 3F-G for the rest
of the models we evaluated. For the OLMo family of models, the triangular markers follow the ones used in
Figure 4B.

H.3 Attention head set similarity by prompt length / baseline type
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Figure 23: Top heads split by instruction length and uninformative baseline. This figure follows Figure 3A-
D, but breaks it down by individual conditions, for the base Llama-3.2-3B model.
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Figure 24: Top heads split by instruction length and uninformative baseline. This figure follows Figure 3A-
D, but breaks it down by individual conditions, for the post-trained Llama-3.2-3B-Instruct model.
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Figure 25: Top heads split by instruction length and uninformative baseline. This figure follows Figure 3A-
D, but breaks it down by individual conditions, for the base Llama-3.1-8B model.
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Figure 26: Top heads split by instruction length and uninformative baseline. This figure follows Figure 3A-
D, but breaks it down by individual conditions, for the post-trained Llama-3.1-8B-Instruct model.
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Figure 27: Count of occurrence in top heads over different instruction lengths and baselines. This figure
summarizes Figure 23–Figure 26. For each attention head, we count how many times it appears in the top
|A| = 20 heads over the two instruction lengths and three uninformative baselines.
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I Finding 4 appendix results

I.1 Finding 4 with empirically optimal layer
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Figure 28: Empirically optimal intervention depth version of Figure 3G-H

I.2 Finding 4 with OLMo models
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Figure 29: (Left) A replication of the joint intervention results of Figure 3G-H, using the OLMo models
explored in subsection 3.5. (Right) Same as the left panel, but using the empirically optimal intervention depths;
a version of Figure 28, but with the OLMo models.
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Table 7: Overall head causal indirect effect ratio between demonstrations and instructions
Heads CIE Ratio Llama-3.2-3B Llama-3.2-3B-Instruct Llama-3.1-8B Llama-3.1-8B-Instruct

10 Mean 5.438 4.688 6.498 2.749
Median 2.730 1.801 5.187 2.299

20 Mean 3.901 3.570 4.794 2.181
Median 1.482 1.359 2.894 1.337

100 Mean 2.566 2.477 3.384 1.769
Median 1.036 1.027 1.850 1.273

Heads CIE Ratio Llama-3.2-1B Llama-3.2-1B-Instruct Llama-2-7b-hf Llama-2-7b-chat-hf

10 Mean 5.427 4.562 4.807 4.613
Median 4.616 4.338 4.110 5.914

20 Mean 4.128 3.463 3.788 3.809
Median 1.846 1.356 2.676 2.660

100 Mean 2.531 2.435 2.153 2.740
Median 1.110 1.264 0.957 1.711

Heads CIE Ratio OLMo-2-1124-7B OLMo-2-1124-7B-SFT OLMo-2-1124-7B-DPO OLMo-2-1124-7B-Instruct

10 Mean 2.734 3.439 3.415 3.534
Median 1.685 2.675 2.511 2.658

20 Mean 2.067 2.522 2.613 2.682
Median 1.112 1.356 1.425 1.409

100 Mean 1.242 1.577 1.724 1.763
Median 0.490 0.717 0.813 0.836

For each model, for the top N ∈ {10, 20, 100} heads identified by either demonstrations or instructions, we compute the mean
and median causal indirect effect (CIE) scores, and report the ratio between the two, demonstration scores divided by instruction
scores. We observe the following trends:
(1) Mean CIE ratios are consistently higher than the median CIE ratios. This suggests the distribution of demonstration CIEs has a
heavier positive tail than that of instruction CIEs.
(2) As the number of heads N examined increases, both ratios drop closer to 1 (and in some cases, the medians drop below 1).
This offers further evidence to the heavy-tailed nature of the demonstration CIEs, as compared to the instruction CIEs. This also
suggest that instruction task representations are more diffuse in the models, as at high numbers of heads, the median contribution is
higher for instructions than it is for demonstrations.

J Finding 4 analyses and controls

Table 8: Localizer experiment causal indirect effects.
Llama-3.2-3B Llama-3.2-3B-

Instruct
Llama-3.1-8B Llama-3.1-8B-

Instruct
Overall median
demonstration CIE 4.1926e-07 4.3410e-06 1.1681e-06 2.7066e-06

Demonstration heads /
demonstration CIE

1.3882e-02 2.5550e-02 1.3635e-02 1.4652e-02

Instruction heads /
demonstration CIE

2.8993e-03 4.1367e-03 3.0959e-03 3.6646e-03

Localizer difference 1.1313e-03 1.4519e-03 2.1435e-03 1.7800e-03
Demonstration heads /
instruction CIE

1.7680e-03 2.6849e-03 9.5237e-04 1.8846e-03

Instruction heads /
instruction CIE 3.5586e-03 7.1606e-03 2.8476e-03 6.7488e-03

Overall median
instruction CIE 2.0577e-06 8.1827e-06 7.1886e-06 1.1005e-05

We observe consistently higher causal indirect scores for instruction FV heads in the demonstration
setting, compared to using demonstration FV heads in the instruction setting (“localizer difference,”
highlighted).
This effect is not merely due causal effects being higher in the demonstration setting; the first and last
row provide the median CIE in each condition, and we observe that the median CIE in the instruction
setting is higher in every case, by as much as an order of magnitude for some models.
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J.1 Finding 4 control conditions

We perform two control experiments to ensure that this observed asymmetry is meaningful (and not an
artifact of selecting arbitrary sets of heads). In one, we select the set of heads with the lowest absolute
causal scores across both instructions and demonstrations, which we consider to be the heads most
unrelated to inducing task representations from either presentation. In another, we select the bottom
heads — that is, the ones with the largest negative causal scores for either instructions or prompts.
We report both in Appendix J.1. Performance with the least important heads is indistinguishable from
the baselines, and performance with the bottom heads is often below the baselines. The existence
of heads with negative causal scores is, itself, curious — these are attention heads whose mean
task-conditioned activations lower the probability assigned to the correct token, rather than raise it.
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Figure 30: Localizer control conditions: evaluating the least important and bottom heads. To validate the
effects we observe in Figure 3G-H and Figure 28 are not a function of selecting any arbitrary set of attention
heads, we report these two control conditions. In both, accuracy is at or below chance, as expected. We observe
similar, though weaker results when using the mismatched evaluations (Figure 31), and similar, equally strong
results when using the empirically optimal layers (Figure 32).
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Figure 31: Localizer control conditions: evaluating the least important and bottom heads, with mis-
matched evaluations. See Figure 30.
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Figure 32: Localizer control conditions: evaluating the least important and bottom heads, with empirically
optimal layer. See Figure 30.
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K Finding 5 appendix results

K.1 Post-training result variations
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Figure 33: Figure 4 with mismatched evaluations. (A) We observe that instruction FVs steer base models in
the mismatched evaluation setting as well. (B) In the OLMo model family, mismatched evaluation performance
is roughly equal between the two FV types.
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Figure 34: Figure 4 with empirically optimal intervention layer. (A) We observe that instruction FVs transfer
beneficially steer base models when evaluated at the empirically optimal intervention layer. (B) We observe the
same qualitative effect here as we did with the fixed |L/3| intervention depth—two accuracy jumps, one in the
SFT model and the second in the DPO model.
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