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Abstract

While large language models (LLMs) have001
shown remarkable capabilities to generate co-002
herent text, they suffer from the issue of halluci-003
nations – factual inaccuracies. Self-correcting004
systems are especially promising for tackling005
hallucinations. They leverage the multi-turn006
nature of LLMs to iteratively generate verifi-007
cation questions inquiring additional evidence,008
answer them with internal or external knowl-009
edge, and use that to refine the original response010
with the new corrections. These methods have011
been explored for encyclopedic generation, but012
less so for domains like news summaries. In013
this work, we investigate two state-of-the-art014
self-correcting systems: apply them to halluci-015
nated summaries, using three search engines,016
and evaluate. We analyze the results and pro-017
vide qualitative insights into systems’ perfor-018
mance, revealing interesting practical findings019
on G-Eval and human evaluation, and the bene-020
fits of search snippets and few-shot prompts.021

1 Introduction022

A common issue with Large Language Models023

(LLMs) is that they tend to produce hallucinations024

– responses that sound convincing but are factu-025

ally incorrect or misleading (Ji et al., 2023). This026

limitation poses challenges for their reliability and027

adoption, especially in critical applications like law,028

healthcare, and news (Wang et al., 2024a).029

While numerous methods to counter hallucina-030

tions have been developed in recent years (Tonmoy031

et al., 2024), many focus on pre-training and fine-032

tuning. For popular closed models like GPT 4, the033

post-hoc correction methods, which correct the ini-034

tial response after it has been generated, are quite035

important. In particular, self-correcting methods036

approach hallucination correction as a step-by-step037

process where the response is broken into smaller038

units and iteratively corrected using internal LLM039

knowledge or external sources (Kamoi et al., 2024).040

The effectiveness of these methods has been 041

demonstrated for generating biographies or ency- 042

clopedic articles (Min et al., 2023; Chern et al., 043

2023), but their application to the domain of news 044

summarization remains underexplored. News arti- 045

cles are time-sensitive and factually dense, which 046

underscores the need for correct summaries and ef- 047

fective fact-checking (Graves and Amazeen, 2019). 048

Furthermore, evidence retrieval is a crucial com- 049

ponent of self-correcting systems – many questions 050

are open regarding which search engine to use, 051

which snippets or article chunks to select, and how 052

to best integrate them. Finally, the trade-off be- 053

tween balancing the faithfulness to original text 054

with doing strong corrections is often neglected. 055

To explore these research gaps, we take two pop- 056

ular multi-step correction systems, CoVE (Dhuli- 057

awala et al., 2023) and RARR (Gao et al., 2023), 058

augment them with external search engines, and 059

apply them to correct hallucinated news summaries 060

from a dataset SummEdits (Laban et al., 2023). We 061

compare the performance of different search en- 062

gines and settings, and the influence of prompts, 063

uncovering important considerations for future. 064

2 Related Work 065

Hallucinations are a common problem in natural 066

language generation (NLG) tasks, including ab- 067

stractive text summarization (Ji et al., 2023). A sur- 068

vey by Zhang et al. (2023) divides hallucinations 069

into input-conflicting, context-conflicting, and fact- 070

conflicting. The focus of our work lies in fact- 071

conflicting, which are hallucinations where facts 072

in output contradict the world knowledge. While 073

hallucinations can be observed by looking at the un- 074

certainty in model’s logits (Varshney et al., 2023), 075

this is only possible for open-source models. In 076

the widely popular closed-source models such as 077

ChatGPT, factuality has to be assessed through 078

textual output only. This has led to the rise of self- 079
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correcting LLM techniques (Kamoi et al., 2024).080

The multi-step self-correcting LLM methods can081

base it on internal LLM knowledge (Madaan et al.,082

2023; Kim et al., 2023). For external search, usu-083

ally only Wikipedia (Wang et al., 2024b; Gou et al.,084

2024) or Google search is used. It is often applied085

to tasks like generating biographies. For news sum-086

maries, methods such as text infilling (Balachan-087

dran et al., 2022) or entity linking to graphs (Dong088

et al., 2022) have been explored to correct errors.089

We augment the two self-correcting methods,090

CoVe and RARR, to support external search. Our091

study is among the first to explore this type of092

methods for news, to evaluate three different search093

engines, changes in snippets and full-text retrieval,094

and to compare closed with open base LLMs.095

3 Systems096

In our study, we use two systems designed to detect097

and iteratively correct hallucinations, both of which098

have demonstrated strong results and gained pop-099

ularity: Chain-of-Verification (CoVe) and Retrofit100

Attribution using Research and Revision (RARR).101

Both systems follow the same workflow: (1) Get102

Initial Response, (2) Generate Verification Ques-103

tions (to help self-correct any errors), (3) Answer104

Questions (using evidence from internal knowledge105

or search engine), (4) Rewrite Response (with pre-106

vious answers and any found inconsistencies).107

Given the baseline response b, there are k gen-108

erated follow-up questions q1, ..., qk, which try to109

gather more information related to the response b.110

This is generated using a base LLM and a prompt111

Mq. Afterward, evidence e for each question q112

is retrieved from the source s using the method113

R(q, s), where s can be internal LLM knowledge,114

gold news article, or external search engine. This115

collected evidence is used as input with questions116

to the answering model Ma(q, e), which gives an-117

swers a1, ..., ak. Finally, baseline response and an-118

swers are given to the refinement model Mr(b, a),119

which outputs the final refined response r. All120

prompts for M are in Appendix C.121

The difference between models is in prompts122

used to generate and answer the questions, and123

perform the final refinement. Also, CoVe is zero-124

shot, while RARR is based on few-shot examples.125

4 Setup and Experiments126

The LLM used in most experiments is GPT-4o-127

mini-2024-07-18, a closed model from OpenAI128

with good reasoning capabilities (OpenAI, 2024). 129

It was queried through OpenAI API. Any encoder- 130

only models were run on one Nvidia V100 GPU 131

with 16GB VRAM for one computation hour. 132

4.1 Dataset 133

SummEdits (Laban et al., 2023) is a benchmark 134

dataset of hallucinated text summaries in many do- 135

mains. The dataset was constructed by first perturb- 136

ing named entities and relations in summaries and 137

then passing to humans for annotation on whether 138

the summaries are factual or not. We take the sub- 139

set news (constructed from top Google News 2023 140

articles), consisting of 819 summaries. While the 141

original intent of benchmark was to evaluate hallu- 142

cination detection ability of LLMs, we repurpose it 143

for hallucination detection with fact correction. 144

4.2 Evaluation Methods 145

We use the gold summaries as reference answers. 146

We measure string dissimilarity using the Lev- 147

enshtein normalized edit distance (NED) (Yujian 148

and Bo, 2007). This metric is not ideal because 149

even one word difference can be a major hallucina- 150

tion. Therefore, we compare the semantic similar- 151

ity (Sem.) between the gold and output summary 152

by embedding them with the model SimCSE (Gao 153

et al., 2021) and calculating the cosine similarity. 154

NLI Score is a metric that utilizes the concept 155

of natural language inference (NLI), or entailment 156

recognition, by using the reference answer as the 157

hypothesis and the generated answer as the premise. 158

The intuition behind this approach is that a good 159

answer should logically entail the reference answer. 160

Using NLI this way has been done for evaluating 161

the quality of summaries (Mishra et al., 2021; La- 162

ban et al., 2022; Steen et al., 2023). Following this 163

approach, we use the model DeBERTa-v3 (He et al., 164

2023), We use the version fine-tuned on a wide ar- 165

ray of NLI datasets, which works well for long text 166

(Laurer et al., 2024). This model predicts three 167

scores (entailment, neutral, contradiction) and we 168

report the average score across the whole dataset. 169

G-Eval (Liu et al., 2023) is a framework based 170

on LLM prompting with chain-of-thoughts to eval- 171

uate the quality of generated texts in a form-filling 172

paradigm. It is one of the most popular "LLM-as- 173

judge" metrics (Zheng et al., 2023), which evaluate 174

the LLM output with an LLM using finely crafted 175

LLM prompts (see Appendix C) and take the nu- 176

merical output as final score. We evaluate three 177

aspects: relevance, factuality, and overall quality. 178
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Human Evaluation. We perform human evalua-179

tion with 25 participants. They were shown 10 gold180

summaries and refined summaries by RARR and181

CoVe, and rated for each the overall quality (based182

on factuality and relevance) from 1 to 10 and the183

entailment relation for each summary, amounting184

to 1000 ratings (see more details in Appendix A).185

4.3 Search Engines186

Google is the world’s most widely used search187

engine. It offers the API service Google Pro-188

grammable Search Engine, which queries the189

search engine and returns results as links and snip-190

pets. The price is 5 US dollars per 1,000 queries.191

Bing is the flagship search engine from Microsoft.192

We use it via Bing Web Search API provided by the193

Azure platform for the price of 10 USD per 1,000194

transactions. DuckDuckGo is a smaller search en-195

gine, aiming to help protect online privacy. While196

the coverage is lower than the other two engines, its197

usage through API is completely free. We query it198

through the Python package duckduckgo-search.1199

We use the search results of these search engines200

in two settings: chunks from full articles and snip-201

pets. All search engines return results for the query202

with links to articles included in top results. In the203

full-article setting, we parse the text from HTML of204

the article, split into chunks, embed with SimCSE,205

and use cosine similarity to the query to select top206

5 passages. We concatenate these passages and207

use them as input evidence. In addition to links,208

all search engines provide snippets that answer the209

query and highlight the most important part from210

the respective article. We use the top 5 snippets and211

concatenate them, using them as input evidence.212

5 Results and Discussion213

Table 1 shows the average results of all metrics214

for the two systems on SummEdits. Qualitative215

insights are found in Tables 6 and 7.216

Internal vs. External Knowledge. The first two217

rows of Tab. 1 used internal LLM knowledge to218

answer verification question. While this led to mod-219

erate performance, results with search engines were220

higher for both systems – showing the need for ex-221

ternal search for effective factual error correction.222

The last two rows show the baseline of using the223

original (gold) news article as input evidence. It224

had the highest G-Eval scores, highlighting the key225

role of precise evidence for effective corrections.226

1https://pypi.org/project/duckduckgo-search/

Choice of Search Engine. As seen in Table 1, 227

Google snippets performed the best for CoVE 228

but Bing outperformed it on RARR for the full- 229

article setting. The highest performance overall 230

was achieved by Bing snippets with RARR, as 231

measured by six different metrics. This shows 232

the promising potential of Bing, which is under- 233

explored in existing studies. DuckDuckGo also 234

achieved decent but lower performance. 235

Table 7 shows examples of refined responses 236

from CoVe with the three engines. All three en- 237

gines successfully identified the hallucination in- 238

volving biologists. Still, they found different ex- 239

tra information that was included in the refined 240

response, with Bing the only one pinpointing the 241

correct telescope discovery. This shows the engines 242

get similar results but Bing usually led to best cor- 243

rections overall, because for generated queries Bing 244

provided longer and more informative snippets. 245

Still, the high price of Google and Bing APIs 246

could be a hurdle for large-scale usage. Duck- 247

DuckGo achieved adequate performance for $0 248

and, thus, offers a promising free alternative. Fu- 249

ture work could explore additional search filters or 250

filtering of results by trustworthy domains. 251

Snippets or Full-Article Chunks? When look- 252

ing at RARR scores of NED, sem. similarity, and 253

G-Eval for snippets and full articles, all are slightly 254

better for the snippets setting. Still, the average 255

NLI scores reveal the full picture – the setting with 256

full articles had high NLI neutral scores. This is 257

because the responses were often refined with ir- 258

relevant evidence, whereas the snippet setting pro- 259

duced responses that had a higher NLI-entailment 260

score. The contradiction scores were similar in 261

both. This shows that snippets are usually more 262

on point and related to the actual search query, 263

while using the full articles can lead to selecting 264

noisy or irrelevant passages from articles. 265

Another interesting finding is the general simi- 266

larity of overall scores, including NLI scores, for 267

the setting with full articles – this shows that all 268

three search engines mostly found the same articles 269

among its top results and then the similarity func- 270

tion selected same passages from those articles. 271

Zero-shot or Few-shot? Table 6 shows an in- 272

stance from SummEdits with the gold, hallucinated, 273

and refined summaries by both systems. Both used 274

Bing as the search engine and, thus, both managed 275

to correct factual errors in the input summary (e.g., 276

struggling instead of thriving). Still, it is evident 277
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verification evidence simple NLI G-Eval ↑
system source NED ↓ Sem. ↑ Ent. ↑ Neu. Con. ↓ Overall Factual. Relev.
CoVE GPT 4o mini 0.51 81 30 28 42 50 45 49
RARR GPT 4o mini 0.10 94 45 15 40 65 62 70
CoVE Google (snip.) 0.51 84 41 25 34 56 50 59
CoVE Bing (snip.) 0.55 81 37 28 35 49 46 51
CoVE DDG (snip.) 0.54 80 31 28 41 47 42 47
RARR Google (full) 0.33 91 24 46 30 64 51 68
RARR Bing (full) 0.32 92 28 40 32 63 50 68
RARR DDG (full) 0.34 91 27 41 32 64 50 68
RARR Google (snip.) 0.24 93 40 28 32 67 56 72
RARR Bing (snip.) 0.14 95 49 16 35 69 60 73
RARR DDG (snip.) 0.25 92 32 28 40 60 49 62
CoVE gold article 0.49 88 43 39 18 70 63 76
RARR gold article 0.21 94 47 34 19 75 67 83

Table 1: Results of CoVE and RARR on SummEdits using three different search engines. NED refers to normalized
edit distance, Sem. to average cosine semantic similarity, NLI scores to average prediction probability for entailment,
neutral, and contradiction. The best score for each metric is in bold, while the second best is underlined.

that RARR returned a summary close in form to the278

input summary, whereas CoVe augmented the sum-279

mary with additional information found on Bing.280

This difference in length is the consequence of281

the fact that RARR uses six examples in its few-282

shot prompt, while CoVe does not use any exam-283

ples. CoVe also sometimes returned summaries284

similar to the input summary with minimal changes,285

however it often returned a lot longer summaries.286

Long summaries do not necessarily imply hallu-287

cinations, but can be summaries with additional288

context for readers. This points to the fact that289

few-shot prompts are better if the end goal is to290

preserve the faithfulness to the original draft,291

while zero-shot relaxed prompts are better when292

adding additional context and making bold edits293

is preferred. The few-shot examples are general-294

domain, so the findings are not just for news.295

Open LLMs. We also ran experiments with296

LLaMa 3.1 (70B), results are in Table 5. For297

RARR, it had on average weaker scores than GPT298

4o-mini, but came quite close, confirming the re-299

cent trend of open models closing the gap to closed300

competitors. For CoVe, which does not have few-301

shot examples, it generated a lot longer final refined302

responses than GPT, with lots of detailed explana-303

tions. This led to increased G-Eval (Overall &304

Relevance) and NLI metrics, since these metrics fa-305

vor information-heavy summaries, but the G-Eval306

factuality score heavily decreased and summaries307

were too complex. We additionally ran Mixtral308

8x7B with internal knowledge, but it underper-309

formed compared to both Llama and GPT. Future310

work could explore more open LLMs and evaluate311

user-centric text quality aspects like readability.312

5.1 Human Evaluation 313

The mean human scores for quality of 10 examples 314

with Bing snippets for 25 participants were 0.68 315

for RARR and 0.54 for CoVe, showing users pre- 316

ferred RARR refinements. The mean G-Eval score 317

for these 10 examples were 0.65 and 0.52, respec- 318

tively. This shows an impressively high alignment 319

of humans with G-Eval, with the average differ- 320

ence of 3%. Our custom prompts for factuality 321

and relevancy have a high potential for future use, 322

and this positions G-Eval as a promising metric 323

to use when human annotations are not available 324

due to time and costs. For NLI, the alignment was 325

decent but less apparent – DeBERTa favored the 326

neutral class, while humans predicted more entail- 327

ment. More details are in Appendix A. 328

6 Conclusion and Future Work 329

In this study, we explored the impact of different 330

evidence sources and search engines on the perfor- 331

mance of two SotA systems for post-hoc halluci- 332

nation correction, CoVe and RARR, for news sum- 333

maries. Our detailed results show that zero-shot 334

correction systems like CoVe yield more expressive 335

and bold corrections that change the style, while 336

few-shot systems like RARR optimize for faithful- 337

ness to the original text and this was favored by 338

humans in evaluation. Additionally, G-Eval metric 339

was highly aligned with humans. We also found 340

that Bing’s search snippets led to most informative 341

corrections, followed closely by Google, but Duck- 342

DuckGo can be a viable alternative due to its free 343

API and decent performance. We envision future 344

work focusing on enhancing retrieval with struc- 345

tured queries and assessing evidence reliability. 346
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Limitations347

An important limitation lies in the fact that all mod-348

ules of the iterative self-correcting systems rely on349

using LLMs, which comes with its own set of chal-350

lenges. The generated follow-up questions are not351

always perfect or precise, the generated answers352

from snippets can be off-point, and the final refine-353

ment of responses can be too excessive. Future354

work could explore how to incorporate more con-355

trollable generation or structured and rule-based356

techniques for correcting the output.357

Another limitation comes from the high com-358

plexity of the system and reliance on calls to exter-359

nal APIs, including LLM APIs and search engine360

APIs. This can inevitably lead to slow process-361

ing speed of these systems when compared to ap-362

proaches that use smaller encoder-only models or363

rule-based techniques. Still, we were forced to rely364

on API calls to LLMs due to our hardware resource365

limitations. Other lines of work could explore how366

to better incorporate open and local models into367

the workflow, for better accountability and faster368

processing time.369

Finally, our work deals only with the news do-370

main, which could limit the generalizability of find-371

ings to other domains and use cases.372
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A Human Evaluation564

The main goal of the human evaluation was to565

judge two automated metrics, NLI predictions and566

LLM-as-a-judge (G-Eval), by observing the align-567

ment between human preference and machine eval-568

uation results. All the evaluation responses and569

results are attached to the ARR submission.570

A.1 Study Format and Instructions571

User study was conducted with 25 participants. All572

participants are pursuing a master’s degree or a573

PhD degree in computer science at authors’ univer-574

sity. They were not monetarily compensated since575

they are in-house annotators from our school’s de-576

partment of computer science. All responses were577

anonymous and collected only for the purpose of578

this research study. Users were provided with in-579

structions described in Table 2.580

The survey was hosted as a questionnaire on the581

JotForm platform.2 In total, there were 10 exam-582

ples, where each example consisted of a correct583

summary, a hallucinated summary, a summary cor-584

rected by CoVe, a summary corrected by RARR,585

and 4 questions to answer. In Figure 1, a sample586

screenshot from the evaluation form is provided.587

Users were asked to evaluate each of the two588

generated summaries in two aspects: overall quality589

and NLI relation. The overall quality was estimated590

by rating from 1 to 10 and it refers to (a) how591

factually accurate was the summary, and (b) how592

relevant and on-topic was it. The NLI (entailment)593

relation were mapped to NLI classes by asking the594

users whether the generated summary supports the595

gold summary (entailment), contradicts the gold596

summary (contradiction), or partially aligns with597

the gold summary (neutral).598

In each example, we include samples from599

RARR or COVE as either summary A or B. Cor-600

rect summary represents the ground truth summary601

from the SummEdits dataset. Summary A or B602

from self-correcting systems were generated using603

snippets from the Bing search engine. Both self-604

correcting systems were provided with the same605

hallucinated version of the correct summary and606

the pipeline for rewriting was ran.607

A.2 Overall Quality Results608

In the survey, the "overall quality" score was rated609

from 1 to 10 and it referred to how factual the610

summary was and how relevant (on-topic) it was,611

2https://www.jotform.com

when compared to the original (gold summary). To 612

evaluate the alignment between the G-Eval scores 613

and human evaluations for the RARR and COVE 614

methods, we analyzed the mean scores and their 615

differences. Human scores are an average of 250 616

scores, normalized to the percentage value. Results 617

are summarized in Table 3. 618

For RARR, average human score is 0.68, and av- 619

erage G-Eval score is 0.65. For the COVE method, 620

average human score is 0.54, and average G-Eval 621

score is 0.52. G-Eval scores are slightly lower than 622

human evaluations. These minor differences for 623

both RARR and COVE suggest that G-Eval scores 624

closely reflect human evaluations for both methods, 625

with a deviation of ±3%. 626

Instructions
Read the correct summary first.
Compare the correct summary with the generated Summary A
and Summary B.
There are no right or wrong answers.
Both summaries can be good or bad.
For each summary (A and B), there are two types of questions:
1. Choose the option that best fits the blank:

• Contradicts: Disagrees with the correct summary

• Supports: Agrees with the correct summary

• Partially aligns with: Only somewhat related or unre-
lated

2. Rate the Overall Quality (Factual accuracy + Relevance):

• Factual accuracy: Is it based on facts? Avoids misin-
formation?

• Relevance: Does the summary cover the main points?
Not off-topic?

Table 2: Instructions that human annotators received.

A.3 Natural Language Inference Results 627

We also compared human evaluation and ground 628

truth values for Natural Language Inference (NLI) 629

across three categories: Entailment, Neutral, and 630

Contradiction. As discussed before, DeBERTa- 631

v3 model (Laurer et al., 2024) is used for NLI 632

evaluation. The results are presented in Table 4. 633

For both self-correcting systems, there is a 634

higher percentage of Entailment in human eval- 635

uations compared to the NLI model, particularly 636

in RARR. Also, percentage of Neutral instances is 637

lower in human evaluations. NLI model is more 638

likely to classify instances as Neutral than humans. 639

Contradiction shows higher percentages in human 640

evaluations for COVE compared to the NLI model. 641
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Method Human Mean Score G-Eval Score Diff
RARR 0.68 0.65 0.03
COVE 0.54 0.52 0.02

Table 3: Alignment between G-Eval scores and human evaluations.

Method Human NLI Model
Entailment Neutral Contradiction Entailment Neutral Contradiction

RARR 45 40 15 30 49 21
COVE 31 37 32 28 47 25

Table 4: Comparison of Human Evaluation and NLI predictions

Overall, as demonstrated by evaluation of experi-642

ments and human evaluation, RARR performs bet-643

ter than COVE in SummEdits dataset.644

A.4 Alignment between Automated Metrics645

and Human Scores646

Analyses indicate a strong alignment between G-647

Eval scores and human evaluations for both RARR648

and COVE methods in rating the overall quality as-649

pect. This consistency means that G-Eval is a reli-650

able tool for approximating human assessments. It651

can be used in scenarios where human evaluations652

are impractical when there are time or resource653

constraints.654

When it comes to NLI, humans had a somewhat655

different feeling of which class to assign than the656

automated method. Differences between human657

evaluation and automated predictions were more658

evident than in case of G-Eval, although there was659

still an alignment in terms of predominant classes.660

This shows that while NLI is a decent metric, there661

is still room for improvement, possibly in terms of662

additionally fine-tuning the predictor model (De-663

BERTa) on further NLI datasets or datasets cen-664

tered around the specific tasks of factuality and665

generation-quality prediction. Another option is666

using more complex models like LLMs for predic-667

tion, although they have been found to favor the668

entailment class as opposed to the neutral class in669

NLI predictions (Zhou et al., 2024).670

B Results with Open LLMs671

We additionally performed experiments with two672

popular open-source LLMs, Llama 3.1 (70B)673

(Llama Team, 2024) and Mixtral 8x7B (Jiang et al.,674

2024), to test how well do they fare compared675

to GPT. The results are shown in Table 5. The676

models were prompted using the API endpoint of677

Together AI,3 a platform that host popular open- 678

source LLMs. All the settings we applied were the 679

same as for GPT and Open AI’s API, including 680

temperature set to 0 for better reproducibility. 681

C Prompts and Examples 682

This appendix section provides example system 683

outputs, comparing RARR and CoVe in Table 684

6, and comparing the performance with different 685

search engines in Table 7. It also provides the 686

prompts used in the CoVe system in Table 8, and 687

for the RARR system in Tables 9 and 10. Addition- 688

ally, the prompts used for the LLM-as-judge metric 689

G-Eval are given in Table 11. 690

3https://www.together.ai/
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Base verification evidence simple NLI G-Eval
LLM system source NED Sem. Ent. Neu. Con. Overall Factual. Relev.

Mixtral 8x7B
CoVE Mixtral 0.77 74 30 48 22 64 42 59
RARR Mixtral 0.43 84 26 32 42 55 43 50

LLaMa 3.1 (70B)
CoVE Llama 0.78 70 38 51 11 67 50 73
RARR Llama 0.20 94 39 24 37 63 59 71

LLaMa 3.1 (70B)
Google 0.78 75 43 44 13 67 47 73

CoVE Bing 0.79 75 41 44 15 68 46 74
DDG 0.80 73 34 46 20 59 39 66

LLaMa 3.1 (70B)
Google 0.28 90 46 24 30 66 62 72

RARR Bing 0.33 88 44 28 28 64 59 70
DDG 0.42 84 34 26 40 54 48 58

Table 5: Results of CoVE and RARR on SummEdits using two open-source LLMs, Llama 3.1 and Mixtral. NED
refers to normalized edit distance, Sem. to average cosine semantic similarity, NLI scores to average prediction
probability for entailment, neutral, and contradiction. The best score for each metric is in bold, while the second
best is underlined.

Figure 1: A screenshot from Human Evaluation Form.
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Gold Summary The founder of the troubled digital start-up Ozy Media has been arrested on fraud charges
as part of a scheme to prop up the financially struggling company.

Hallucinated Summary
(input to system)

The founder of the triumphant digital start-up Ozy Media has been arrested for fraud
charges as part of a scheme to sell the financially thriving company Ozy Media.

RARR (Bing snip.) The founder of the ailing digital start-up Ozy Media has been arrested on fraud charges as
part of a plan to support the financially struggling company.

CoVe (Bing snip.) The CEO of Ozy Media, Carlos Watson, has been arrested on fraud charges. Ozy Media
is facing financial struggles and there is a scheme in place to prop up the company.
However, there is no information or news updates regarding the CEO’s arrest. The current
status of Ozy Media is that it has shut down, and its CEO has been accused of deceiving
potential investors. The company’s chairman, Marc Lasry, has stepped down.

Table 6: Example of an instance from SummEdits with final outputs of CoVE and RARR, both based on Bing
search snippets. The RARR correction was a lot more concise, while CoVe was more informative and detailed.

Gold Summary The James Webb Space Telescope captured a new image of Pandora’s Cluster, a megacluster
of galaxies that allowed astronomers to peer into the distant universe and observe never-
before-seen details."

Hallucinated Sum-
mary (input to system)

The James Webb Space Telescope captured a old image of Pandora’s Cluster, a megacluster
of galaxies that allowed biologists to peer into the distant universe and observe never-before-
seen details.

CoVe with Bing snip. The James Webb Space Telescope is primarily designed for astronomical observations, not
biological observations. It is used to study the formation of stars, galaxies, and planetary
systems, as well as to investigate the origins of life and the universe. It cannot be used for
biological observations. The telescope studies galaxy formation and evolution, star formation
and planet formation, planetary systems, and the origins of life. It did capture an image of
Pandora’s Cluster.

CoVe with Google snip. The James Webb Space Telescope is primarily designed for astronomical observations,
specifically to study the formation of stars and galaxies, the evolution of galaxies, and the
formation of planetary systems. It is not designed for biological observations. Therefore,
it does not allow biologists to observe never-before-seen details in the distant universe.
However, it is capable of capturing images of Pandora’s Cluster.

CoVe with DDG snip. The James Webb Space Telescope is primarily designed for astronomical observations, not
biological observations. It is used to study the formation of stars, galaxies, and planetary
systems, among other astrophysical phenomena. It can observe details in the distant universe
and has captured images of megaclusters of galaxies.

Table 7: Example of final refined responses from CoVe using the search snippets from three different search engines.
All results correctly identified the error with biologists, although only Bing properly reported on the image of
Pandora’s Cluster being captured.
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Use Case Prompt Content
Generate verification
question (template)

Your task is to create a verification question based on the below question provided.
Example Question: Who are some movie actors who were born in Boston?
Example Verification Question: Was [movie actor] born in [Boston]
Explanation: In the above example the verification question focused only on the AN-
SWER_ENTITY (name of the movie actor) and QUESTION_ENTITY (birth place).
Similarly you need to focus on the ANSWER_ENTITY and QUESTION_ENTITY from the
actual question and generate verification question.

Actual Question: original_question

Final Verification Question:
Generate verification
question

Your task is to create verification questions based on the below original question and the baseline
response. The verification questions are meant for verifying the factual accuracy in the baseline
response. Output should be numbered list of verification questions.

Actual Question: original_question
Baseline Response: baseline_response
Final Verification Questions:

Answer verification
question

Answer the following question correctly based on the provided context. The question could be
tricky as well, so think step by step and answer it correctly.

Context: search_result
Question: verification_question
Answer:

Refine the original re-
sponse

Given the below ‘Original Query‘ and ‘Baseline Answer‘, analyze the ‘Verification Questions &
Answers‘ to finally filter the refined answer.

Original Query: original_question
Baseline Answer: baseline_response
Verification Questions & Answer Pairs: verification_answers

Final Refined Answer:

Table 8: Overview of prompts used for the Chain-of-Verification (CoVE) system.
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Use Case Prompt Content
Generate verification
question

I will check things you said and ask questions.
You said: Your nose switches back and forth between nostrils. When you sleep, you switch about
every 45 minutes. This is to prevent a buildup of mucus. It’s called the nasal cycle.

To verify it,
1. I googled: Does your nose switch between nostrils?
2. I googled: How often does your nostrils switch?
3. I googled: Why does your nostril switch?
4. I googled: What is nasal cycle?

You said: The Stanford Prison Experiment was conducted in the basement of Encina Hall,
Stanford’s psychology building.
To verify it,
1. I googled: Where was Stanford Prison Experiment was conducted?
(four more examples)
You said: claim
To verify it,

Answer verification
question

I will check some things you said.

1. You said: Your nose switches back and forth between nostrils. When you sleep, you switch
about every 45 minutes. This is to prevent a buildup of mucus. It’s called the nasal cycle.
2. I checked: How often do your nostrils switch?
3. I found this article: Although we don’t usually notice it, during the nasal cycle one nostril
becomes congested and thus contributes less to airflow, while the other becomes decongested. On
average, the congestion pattern switches about every 2 hours, according to a small 2016 study
published in the journal PLOS One.
4. Reasoning: The article said the nose’s switching time is about every 2 hours, and you said the
nose’s switching time is about every 45 minutes.
5. Therefore: This disagrees with what you said.

1. You said: The Little House books were written by Laura Ingalls Wilder. The books were
published by HarperCollins.
2. I checked: Who published the Little House books?
3. I found this article: These are the books that started it all – the stories that captured the hearts
and imaginations of children and young adults worldwide. Written by Laura Ingalls Wilder and
published by HarperCollins, these beloved books remain a favorite to this day.
4. Reasoning: The article said the Little House books were published by HarperCollins and you
said the books were published by HarperCollins.
5. Therefore: This agrees with what you said.
(four more examples)
1. You said: claim
2. I checked: query
3. I found this article: evidence
4. Reasoning:

Table 9: Overview of prompts for verification question generation and answering used for the RARR system.
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Use Case Prompt Content
Refine the original re-
sponse

I will fix some things you said.

1. You said: Your nose switches back and forth between nostrils. When you sleep, you switch
about every 45 minutes. This is to prevent a buildup of mucus. It’s called the nasal cycle.
2. I checked: How often do your nostrils switch?
3. I found this article: Although we don’t usually notice it, during the nasal cycle one nostril
becomes congested and thus contributes less to airflow, while the other becomes decongested. On
average, the congestion pattern switches about every 2 hours, according to a small 2016 study
published in the journal PLOS One.
4. This suggests 45 minutes switch time in your statement is wrong.
5. My fix: Your nose switches back and forth between nostrils. When you sleep, you switch about
every 2 hours. This is to prevent a buildup of mucus. It’s called the nasal cycle.

1. You said: In the battles of Lexington and Concord, the British side was led by General Thomas
Hall.
2. I checked: Who led the British side in the battle of Lexington and Concord?
3. I found this article: Interesting Facts about the Battles of Lexington and Concord. The British
were led by Lieutenant Colonel Francis Smith. There were 700 British regulars.
4. This suggests General Thomas Hall in your statement is wrong.
5. My fix: In the battles of Lexington and Concord, the British side was led by Lieutenant Colonel
Francis Smith.

(four more examples)

1. You said: claim
2. I checked: query
3. I found this article: evidence
4. This suggests

Table 10: Overview of prompts for response refinement used for the RARR system.

Evaluated Aspect Prompt Content
Factuality Evaluate if the actual output contains hallucinated information not present in the input.

STEPS: Identify any claims or statements in the ’actual output’.
Compare each claim with the ’input’ to check for the presence of supporting information.
Mark any claims that are not supported by the ’input’ as hallucinated.
Penalize heavily for any introduction of new, unsupported facts.

Relevance Evaluate the relevancy of the actual output to the input.

STEPS: Check if ’actual output’ directly addresses the query or topic presented in ’input’.
Penalize responses that are off-topic or provide irrelevant information.

Overall Evaluate the overall quality and correctness of the actual output compared to the input.

STEPS: Assess if the ’actual output’ provides a coherent and accurate response to ’input’.
Penalize factual inaccuracies, grammatical errors, and unclear language.

Table 11: Overview of prompts used for the G-Eval metric.
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