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ABSTRACT

C*-algebra-valued kernels could pave the way for the next generation of kernel
machines. To further our fundamental understanding of learning with C*-algebraic
kernels, we propose a new class of positive definite kernels based on the spectral
truncation. We focus on kernels whose inputs and outputs are vectors or functions
and generalize typical kernels by introducing the noncommutativity of the products
appearing in the kernels. The noncommutativity induces interactions along the
data function domain. We show that it is a governing factor leading to performance
enhancement: we can balance the representation power and the model complexity.
We also propose a deep learning perspective to increase the representation capacity
of spectral truncation kernels. The flexibility of the proposed class of kernels allows
us to go beyond previous separable and commutative kernels, addressing two of
the foremost issues regarding learning in vector-valued RKHSs, namely the choice
of the kernel and the computational cost.

1 INTRODUCTION

Kernel methods have been one of the most fundamental tools in machine learning (Scholkopf & Smola,
2001} |Gretton et al., 2007; Hofmann et al.| 2008; Muandet et al., 2017). They have been applied,
for example, to ridge regression, principal component analysis, and support vector machine. Kernel
methods are characterized by reproducing kernel Hilbert spaces (RKHSs), which are constructed by
positive definite kernels. Typical positive definite kernels include the polynomial kernel, Gaussian
kernel, and Laplacian kernel. Product kernels, which are constructed by the product of multiple
kernels, have also been considered (Scholkopf & Smolal 2001; Thomas, [2008)).

Standard positive definite kernels are scalar-valued, and are well-suited to learn scalar-valued func-
tions. Kernel methods for vector- and function-valued outputs have also been investigated (Alvarez
et al.,[2012} [Kadri et al.| [2016). The kernels, in these cases, are instead operator-valued, and the asso-
ciated feature space is vector-valued RKHSs (vwvRKHSs) (Kadri et al.} 2012 [2016; Minh et al., [2016)).
There are at least two challenges for vvRKHS methods: the computational cost and choice of kernels.
A typical kernel is the separable kernel, which is defined by the product of a scalar-valued kernel and
a positive semi-definite operator (Alvarez et al., 2012). Another typical kernel is the commutative
kernel, which is defined only with the pointwise calculation of functions or vectors (Hashimoto et al.|
2021)). Although applying the separable and commutative kernels is computationally efficient, there
is a crucial shortcoming for each kernel. Separable kernels identify dependencies between input
and output variables separately, and cannot reflect information of input variables properly to output
variables. The output is determined only by the global information of the input. On the other hand,
commutative kernels only identify the pointwise (completely local) dependencies. Indeed, they are
two extreme cases regarding the dependencies between input and output variables. Several attempts
have been made to construct kernels that go beyond separable and commutative kernels. A typical
nonseparable kernel is the transformable kernels, which is characterized by a map that can incorporate
the information of input variables with the output variables. Huusari & Kadri| (2021)) proposed
entangled kernels based on concepts from quantum computing, such as partial trace and entanglement.
Hashimoto et al.| (2023a) proposed to use the product of circulant matrices and general squared
matrices to construct kernels. Using this kernel, one can generalize the convolution and capture
the effect of interactions of different Fourier components. However, if we need an m-dimensional
vector-valued outputs with these kernels, then we have to construct an m/N by m/N Gram matrix,
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Table 1: Summary of the existing and the proposed kernels

Type of kernels Computational cost Extraction of local Extraction of global
(ridge regression) information information
Separable O(mN?) X v
Commutative O(mN?) v x
Transformable O(m*N?) v v
Proposed (with RKHM) | O(mn?N? + mN?) v v

where NV is the sample size, and the computational cost is O(m3 N 3) in general. Thus, with vvRKHSs,
to go beyond separable and commutative kernels, the computational cost is significant.

In this work, we address the two challenges of the computational cost and the choice of kernels
by introducing a new class of kernels based on the framework of reproducing kernel Hilbert C*-
module (RKHM) (Hashimoto et al.l [2021). RKHM is a generalization of RKHS by means of
C*-algebra. C'*-algebra is a generalization of the space of complex values and has structures of the
norm, product, and involution (Murphy, |1990; Lancel, [1995). It unifies operators and functions. In this
framework, kernels are generalized to C*-algebra-valued kernel functions and allow us to consider
function-valued kernels, leading to function-valued Gram matrices. By evaluating the values of the
function-valued Gram matrix at m different points, we obtain m scalar-valued Gram matrices. This
allows us to obtain an m-dimensional vector-valued outputs with the computational cost of O(mN?3),
which alleviates the dependency on m from cubic to linear compared to the case of vvRKHSs with
nonseparable kernels such as transformable kernels. We summarize the difference between the
proposed and existing kernels in Table

To obtain kernels going beyond the separable and commutative kernels with low computational cost,
we propose a new class of C*-algebra-valued positive definite kernels based on the spectral truncation,
which has been discussed in the fields of noncommutative geometry and C*-algebra (D’ Andrea et al.|
2014 van Suijlekom, 2021} (Connes & van Suijlekom,2021). The proposed kernels are parameterized
by a natural number n corresponding to the dimension of the truncated space. They can be applied to
both vector and functional inputs. For vector inputs, we regard the elements of them as the values of
functions. We approximate the input functions on the n-dimensional truncated space and obtain n by
n Toeplitz matrices, whose (i, j)-entry depends only on ¢ — j. Thus, n describes the resolution of
the discretization, and we call it the truncation parameter. Indeed, n plays an important role from
at least two perspectives. First, n describes the noncommutativity of the kernel. Indeed, we show
that the proposed kernels converge to the commutative kernels as n goes to infinity. On the other
hand, if n = 1, then the proposed kernels are separable kernel. Thus, we can control local and global
dependencies through n. Second, the parameter n controls the tradeoff between the representation
power and the model complexity. We show that if n is small, then the representation power is low, and
the model complexity is small. On the other hand, if n is large, then the representation power is high,
and the model complexity is large. By introducing the parameter n and setting n to balance them, we
obtain higher performance compared to the separable and commutative kernels. In the sense of these
two perspective, in the setting of functional data (Jim Ramsayl, 2005} [Wang et al., 20165 Hashimoto
et al.| 2021)), the proposed truncation kernels shed light on the good effects of discretization (setting
n as a finite number) on the learning process.

Our contributions are summarized as follows:

* We propose spectral truncation kernels, a new class of function-valued positive definite kernels that
go beyond separable and commutative kernels with low computational cost. The proposed kernels
are based on the spectral truncation and are indexed by a truncation parameter, which adjusts the
global and local interactions along the data function domain by introducing the noncommutativity
into the learning process. (see Definition [3.2]and Subsection [3.1))

* We derive a generalization bound for the learning problem in the RKHMs associated with the
proposed kernels. The bound implies that the parameter n controls the tradeoff between the
representation power and the model complexity. (see Section )

* We propose a deep approach to gain the representation power. (see Section [6])

2 PRELIMINARIES

2.1 C*-ALGEBRA AND REPRODUCING KERNEL HILBERT C*-MODULE

C*-algebra is a Banach space equipped with a product and an involution satisfying the C* identity
(condition 3 below). It is a natural generalization of the space of complex numbers.
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Definition 2.1 (C*-algebra) A set A is called a C*-algebra if it satisfies the following conditions:

1. Ais an algebra over C and equipped with a bijection (-)* : A — A that satisfies the following
conditions for a, B € Cand a,b € A:

e (aa + Bb)* = aa* + Bb*, e (ab)* = b*a*, e (a*)* =a.

2. Ais a normed space endowed with a norm || - || 4,
In addition, A is complete with respect to || - || .

3. Fora € A, the C* identity ||a*al| 4 = ||a||% holds.
If there exists a € A such that ab = b = ba for any b € A, a is called the unit and denoted by 1 4.
In this paper, we focus on the C*-algebra of continuous functions.

Example 2.2 Ler T = R/27Z be the torus and C(T) be the space of continuous functions on
T. Then, A := C(T) is a C*-algebra by means of the product: (cd)(z) = c(z)d(z), involution:
c*(z) = c(z), and norm: ||c| 4 = sup,er|c(2)| for ¢,d € A. The unit is the constant function
1a4=1

We now review basic notions regarding C*-algebra. In the following, let A be a C*-algbra.

Definition 2.3 (Positive) An element a of A is called positive if there exists b € A such that a = b*b
holds. For a,b € A, we write a <4 b if b — a is positive.

Definition 2.4 (Infimum and minimum) For a subset S of A, a € A is said to be a lower bound
with respect to the order < 4, if a <4 bforany b € S. Then, a lower bound c € A is said to be an
infimum of S, if a <4 ¢ for any lower bound a of S. If ¢ € S, then c is said to be a minimum of S.

We now define RKHM. Let X be a non-empty set for data. To construct an RKHM, we first introduce
A-valued positive definite kernel.

Definition 2.5 (.4-valued positive definite kernel) An A-valued map k : X x X — Ais called a
positive definite kernel if it satisfies the following conditions:

* k(@) = k(yﬂc)* forz,y € X,

. Zz =1 G k(4,25)c; is positive semi-definite forn € N, ¢; € A x; € X.

Let ¢ : X — AY be the feature map associated with k, defined as ¢(x) = k(-, z) for x € X and let
Mo = {Zzlil d(z;)eil NeN, ¢; € A, 2, € X (i=1,...,N)}. We can define an .4-valued
map <" '>k Mo X My — Aas

M
<z¢xzc“z¢ > S S etk ).

i=1 j=1
which enjoys the reproducing property (¢(z), f), = f(z) for f € M gandz € X.

The norm in My, ¢ is defined as || f||2 = || (f, f),. ||.4, and we can also define the .A-valued absolute
value |- | as | f|2 = (f, f),- The reproducing kernel Hilbert A-module (RKHM) M, associated with
k is defined as the completion of M}, o with respect to || - ||. See, for example, the references (Lance,
1995} Murphy, |1990; Hashimoto et al., 2021) for more details about C*-algebra and RKHM.

2.2  SPECTRAL TRUNCATION ON THE TORUS

The product in C(T) is commutative. However, by approximating the multiplication of a function
z € C(T) by a matrix, we can obtain a noncommutative product structure. Let e; be the Fourier
function defined as ej(z) = e* for j € Z and z € T and M, be the multiplication operator
defined on L?(T) with respect to =. Here, i is the imaginary unit, and L?(T) is the space of square-
integrable functions on T. Let P,, be the orthogonal projection onto the n-dimensional subspace
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Span{ey,...,e,}. We approximate M, by P, M, P,, i.e., by truncating the spectrum. Then, the
(4, 1)-entry of the representation matrix R, (z) € C"*" of P,, M, P, is written as

R (@)ja = (e, Maet) pary = LT a(t)e U0y,

Since the (34, {)-entry of R,,(x) depends only on j — I, R, () is a Toeplitz matrix (Gray, 2006). It
is characterized only by a vector r,,(z) € C?"~1, where the (j — I)th element of r,, () is R,,(z);,
Note that R,,(z);,; is regarded as the (j — {)th Fourier component of x, and the vector 7, () is the
coordinate of the function = projected on the space Span{e_(,_1),...,€n_1}.

For a matrix A € C™ ", let S,(A) € C(T) be the function defined as S,(A)(z) =
(1/n) Z;Ll;lo A;1elU7D% where A;; is the (j,1)-entry of A. The map S,, takes the representa-
tion matrix R,,(z) back to a function that approximates the original function x. Indeed, we have

S (R (2))(2) J Zeﬂw DtiG-Dz gy — J i i: 0 dt = g 4 Fy(2),
.~

le —

where F,(t) = (1/n) 37~ ZJ e’ is the Fejér kernel and * represents the convolution. If
n =1, then F,(z) =1, and asn goes to infinity, F;, goes to the delta function. More precisely, the
following proposition holds (Brandolini & Travaglini, |1997; van Suijlekom) [2021)), which implies
that for each z € T, S,, (R, (z))(z) converges to z(z) as n — oo.

Proposition 2.6 Foreach z € T, x x F,,(z) — x(z) as n — oc.

A generalization of the Fejér kernel on T to that on T¢ with respect to the sum over a polyhedron
has been theoretically investigated (Travaglini, 1994} [Brandolini & Travaglini, |{1997). Let P be a
polyhedron and jP = {jz | z € P} for j € Z. For t € TY, the Fejér kernel on T? is defined as

FoP (1 Z S e (1)

J 1lrejPNZe

3 (C*-ALGEBRA-VALUED POSITIVE DEFINITE KERNEL WITH SPECTRAL
TRUNCATION

In the following, we set the C*-algebra A as C(T). To obtain vector- or functional-valued outputs,
applying vvRKHSs has been investigated. However, as we stated in Section [T} to go beyond the
separable kernel and reach higher performance, the computational cost scales as O(m3N?3) for
m-dimensional outputs with N samples. For more detailed explanation of the shortcomings of
existing kernels with the framework of vvRKHSs, see Appendix [A] To go beyond the separable and
commutative kernels with lower computational cost, we consider function-valued (A-valued) kernels
and RKHMs. As we will discuss in the last part of Section[5] the computational cost depends on
mN?3 if we use an A-valued kernel. [Hashimoto et al.|(2021) proposed to use the A-valued kernel k
where k(-,)(2) is a complex-valued positive definite kernel for all z € T. Combining it with typical
existing kernels (Hashimoto et al., [2023a; [Scholkopf & Smola, 2001} Kadri et al., 2012 Alvarez
et al.| [2012), we obtain the following three kinds of .4-valued kernels. Here, we consider the case
where the set X for data is X C A%,

Example 3.1 Forz = [zy,...,24],y = [y1,.--,%a) € Al and z € T,

1. polynomial kernel kP°Y4(x,1)(z) = Zd Lz (2)yi(2)9,

2. product kernel kP™%4 (x, y)(2) = H?‘:1 l~£17]- (z(2), y(z))ﬁ:gj (z(2),y(2)),

3. separable kernel k°°P%(x,y) = k(x,y) ;1 1 (af)ad.
Here, g € N is the degree ()fthe products in the kernel, o; > 0 is the parameter of kP°Y9, and for
i=12andj=1,...,¢, k; :CxC— Cand k : A% x A% — C are complex-valued continuous
positive definite kernels In addition, a; € A s the parameter of kP4
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We propose new A-valued positive definite kernels by generalizing the typical kernels in Example 3.1}
The kernels in Example [3.1]involve the product of functions in A. For z,y € A, the product of  and
y is commutative and is just the pointwise product defined as (zy)(z) = z(2)y(z) (See Example[2.2).
Thus, the kernels defined in Examples 1 and 2 do not induce the interactions along z € T, that
is, k(x y)(z) is determined only by the values x(z) and y(z) at z. We call the kernel whose output
at z is determined only with 2:(z) and y(z) a commutative kernel. If the values z(z1) and x(z3), or

x(z1) and y(z2) for different z; and z, are related, then the construction of the kernels only with
this commutative product cannot extract that relationship. On the other hand, if we introduce the
truncation parameter n and transform x and y into Toeplitz matrices using the map R,, defined in
Subsection 2.2} then the product of R, () and R, (y) is noncommutative. Focusing on this feature,
we define A-valued kernels based on Example [3.1] but they have interactions along z € T.

Definition 3.2 With the notations in Examplenfor r=[x1,...,24],y = [Y1,...,va) €AY let

kPO (1 4y) (Zaz 2:) )9 R (151 )7

q
j=1

kP () = z%(smn(x)),Sn(Rn<y>>>Sn<.H Rufa;)" 1] Rn(‘”))'

Here, A* for a matrix A is the adjoint, and we denote by k; ;(,y) the map z — k; j(x(2), y(2)).

Remark 3.3 Although the inputs of the kernels in Example[3.1|and Definition[3.2] are functions, we
can also deal with vector inputs. For vector inputs, we can regard them as values of functions, and
approximate the integral by the discrete sum.

In Definition 3.2} to construct the kernels, we first project functions in A4 onto the space
Span{e_(n_1),- - -,€n—1} using the map R,, and obtain Toeplitz matrices. Then, we consider the
product of the Toeplitz matrices. Note that the product of two Toeplitz matrices is not always a Toeplitz
matrix. Finally, we apply S, to the matrix and take it back to the space Span{e_(,_1),..., €1}
and obtain the output function of the kernel. Figure [3]in Appendix [C| schematically shows the
construction of the kernel defined in Definition 3.2l

By the definitions of S;, and R,,, we can show the following identity for z1,...,24,y1,...,Yq €
A (see the proof of Theorem [3.4]in Appendix [E):

Sn ( H Ry (z;)" H Rn(y)) (2) = JTxl(tl) e xg(tg)yn (tggn) - - yq(t2q)F3q’P(21 —t)dt, (2)

2q

where t = [ti,...,t5), 1 = [1,...,1], P = {[r1,...,rq] € R?? | il <
1, I < m}, and F%? is the Fejér kernel on T? defined in Eq. . Eq. im-
plies that the value of S, ([]7_, Rn(z;)* [[j_, Ru(y;)) at z is determined not only by
21(2), ..., 2q(2),y1(2), ..., yq(2), but also by x1(t1), ..., 24(tq), Y1 (tg+1)s - - -, Yg(tog) with dif-
ferent values ¢4, ..., ts, from 2. Note that F/9'¥'(¢) is a real-valued function since for r € P, we
have —r € P. Thus, if a kernel in Example [3.1]is real-valued, then the corresponding kernel in
Definition[3.2is also real-valued.

3.1 CONVERGENCE AND INTERACTIONS

We first show that kP°:4, kProdd and kSeP-4 defined in Deﬁnitionconverge to kpoly:a  pprod.g
and £5°P7 defined in Exampleas n goes to infinity, respectively. In this sense, the kernels k24,
kgfova, and k>°P9 are generalizations of typical kernels. In addition, note that if n = 1, then R, is
just the averaging operation, and the output of the kernels are constant with respect to z. Thus, the
proposed kernels are separable if n = 1 and are commutative if n = co. See Appendix [B]for more
details. In this sense, the proposed kernels fill a gap between the separable and commutative kernels.
In the following, all the proofs of theoretical statements are documented in Appendix
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Theorem 3.4 For z,y € A% and z € T, kR°Y9(x,y)(2) — kPW9(x,y)(2), koY (z,y)(2) —
kProdd(z y)(2) as n — oo. If x and y are differentiable, then k3P4 (z,y)(z) — k5P 4(z, y)(2).

As we can see in Eq. (), if the kernel involves ¢ products of Toeplitz matrices generated by R,,, it is
represented by a Fejér kernel on T9. To show Theorem [3.4] we apply the following lemmas.

Lemma3.5 Form € Nand j = 0,...2q, let Q7" = {r' = [r],...,rh,] € R*" | r} = r; —
rici (i=1,...,2¢), 0< 7, <m(i=0,...,2q), r; =m}and P = {r =[r1,...,ry] € R? |
|Ef:lri\§1, 1 < k}. Then, wehaveszU?ioan.

Lemma 3.6 Let P be a convex polyhedron. Let I*;I‘{JD be the Fejér kernel on T? defined as Eq. .
Then, for any g € C(T9) and any z € T4, g« E2"(2) — g(z) as n — oo.

Since the product of Toeplitz matrices in kP°Y4, kProd:d and kS°P-4 are represented by the sum
over the indices in U Q7 Lemma explains why the Fejér kernel with the polyhedron P =
{r e R% | |Z ., mi| <1, 1 < k} appears in Eq. (ﬂ) Lemmalﬁ' generalizes the convergence
of the Fejér kernel on T to that on T4, which is by [Brandolini & Travaglini| (1997). We set g(z) =

x1(21) - xg(2¢)Y1 (Zg+1) - - - Yq(22q) for z = [21, . . ., 224|, based on Eq. , and apply Lemmas
and [3.6] to show Theorem [3.4] See Appendix [E] for more details. Theorem [3.4] implies that the
interactions along z € T in the kernels become small as n grows. This is because as 7 goes to infinity,
F24:F goes to the delta function and by taking the convolution with the input function, it focuses
more on local relationships between input and output functions as n grows.

3.2 POSITIVE DEFINITENESS

To construct an RKHM, which is introduced in Subsection[2:1] the kernel & has to be positive definite.
Thus, we investigate the positive definiteness of the proposed kernels. Regarding kP2°%Y-4(z, y), we
can show the positive definiteness since ; and y; are separated by the product. Regardmg kSeP(z, ),

since z and y depend only on k, we can use the positive definiteness of k.

Proposition 3.7 The kernels kP°Y+ and kP9 are positive definite.

As for kPr°44(z, y), it depends on z and y through 12117 j» and we cannot separate x and y as products.
Thus, we cannot show its positive definiteness. However, we can modify the kernel to become positive
definite as follows.

Proposition 3.8 Let 3, > —min,crs F2%F(2). Then, kfbmd’q defined below is positive definite.

kprodd (g ) = kProdd (g ) +5nJ H’fu (t5)) k2. (@ (1), y(tar;))dt.

To set the value of the parameter /3,,, we have the following bound.

Lemma 3.9 The Féjer kernel F4T is bounded as |[F3F (z)| < n4.

Remark 3.10 We can set 3,, in l%grod’q as n? to guarantee the positive definiteness. However, even
if we set a smaller 3, fcgmd»q may become positive definite. In addition, considering non-positive
kernels has also been investigated (Ong et al.| 2004; |Canu et al.| 2005)). Indeed, in practical
computations in Subsection |Z the algorithms can work even if we set 3,, < n?I. Deriving a tighter
bound of B, or developing the theory for non-positive kernels for RKHMs is future work.

4 GENERALIZATION BOUND

We now focus on what impact the truncation parameter n has on generalization. We provide a
generalization bound allowing us to observe the tradeoff between the representation power and the
model complexity associated with the proposed kernels. According to Lemma 4.2 in Mohri et al.
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(2012), the generalization bound is described by the Rademacher complexity. We apply this lemma
and derive a generalization bound.

Let €2 be a probability space with a probability measure . Let X;,..., Xy and Y7,..., Yy be
samples from a distributions of .A%-valued random variable X and .A;-valued random variable Y’
on (), respectively (i.e., for z € T, X;(z) is a sample from the distribution of X (z)). Here, Ag
and A; are subsets of A. Let E be the Bochner integral on ) with respect to u. Let B > 0 and
F={feMy | |fle <B}. Letg : R x R — R, be an error function. Assume there exists
L > O such that fory € A; and z € T,  — g(x,y(2)) is L-Lipschitz continuous. We derive the
following generalization bound for the kernels defined in Section E| based on|Mohri et al.| (2012));
Hashimoto et al.|(2023a) Here, to adapt to the generalization bound analysis, we assume the kernels
are real-valued.

Theorem 4.1 Assume kP9, EkProdd. and ksS4 are real-valued. —Let D(kP°Y4 x) =
>t o || B (25) 155, D(kp”d’q @) = [T5_ 1 (1B (k1 (2, 2)) op || Ra (k2. (2, ) op) +5nC, and
D(ksP4, z) = k(x, z) i |Rn(a;)||2, for x € Af, where || - |lop is the operator norm and
C =1l Jr I%Lj(;zc(t),gc(t))dtfT ko i (x(t), z(t))dt. Assume B, < Bny1 for k2G4 For
ky, = kpoWv-a, I%pr"d’q kjep-a andfor any 6 € (0,1), with probability at least 1 — 6, we have

1/2
Elg(f(X) <A—Zg \) + 2L— (ZDkn,X) 1A+3\/¥1A 3)

forany f € F. In addmon, we have D(k,,x) < D(kpt1,).

The first term of the right-hand side of (3) is the empirical loss, and the second term represents
the model complexity of the RKHM M, . There is a tradeoff between these terms. If n is larger,
then since the approximation space Span{e,(n,l), ...,en—1}in Ais larger, the outputs of k,, can
represent more functions, which enables us to describe the dependency of outputs on inputs more.
Indeed, if n = 1, then the output of k,, is always a constant function, where the situation is the same
as the existing separable kernel discussed in Section[I} Thus, the empirical loss (the first term) can
become small if n is large. On the other hand, according to Theorem@ the complexity of My,
(the second term) is larger if n is larger. An advantage of introducing the parameter n to construct
the new kernels based on the typical kernels in Example [3.T]is that we can control the empirical loss
and the complexity through n. By setting a proper n, we can balance the two terms and make the
expected loss E[g(f(X),Y)], the left-hand side of Eq. (3), small.

5 APPLICATION TO KERNEL RIDGE REGRESSION

We illustrate the effect of the proposed kernels by applying them to kernel ridge regression. Let
x1,...,2N5 € A9 be input training samples and y1, .. .,yny € A be output training samples. We
consider the case where we need the values of the output function evaluated at different m points.
We consider the RKHM M, associated with k = kP°Y:4, k = kProdd or k = k3P4, Consider the
typical minimization problem for regression, which is also considered by Hashimoto et al.|(2023a):

N
fgljl\ftlk (;f(l‘z)—yz|?4+>\|f|i), 4)

where A > 0 is the regularization parameter. We apply the approximation version of the representer
theorem for RKHMs over general C*-algebras (see Appendix|G). Then, the solution of the problem (@)

is approximated by a vector having the form of Zfil ¢i(x;)c;. The problem is reduced to

N 2
> k(wi, wy)e; — b,

N N 2
mn (2]; A Sotw] )
1=1"7=1 =
= mel?é‘(c GZc - c¢*Gy — y*Gc + Ac*Ge), 5)

where G is the AY*N_valued Gram matrix whose (i, j)-entry is defined as k(z;, xj)e A c =
[c1,..,en]t € AN,y = [y1,...,y~n]T € AN. Then, the solution c of the problem (5) satisfies
y = (G + Al)c, which means y(z) = (G(z) + AI)c(z). Therefore, for each z € T, we obtain c(z)
by computing (G(2) + )~ ly(2).
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Computational cost The computational cost for the product of two n by n Toeplitz matrices is
O(n?), and computing S,,(A)(z) for an n by n matrix A and z € T costs O(n?). Thus, the cost

for constructing G(z1), . .., G(zy,) for different m points z1, ..., z, € T with kE°Y-4 or kprod
is O((qgn* + mn?)N?). As for the computation of c(z), we need to compute (G(z) + M)~ ly(z),
which costs O(N?). Thus, the total computational cost for obtaining c(21), ..., c(zy) is O((q +
m)n?N? + mN3). Note that the cost is linear with respect to m. This is by virtue of considering
function-valued kernels and RKHMs. The situation is different if we use vvRKHSs. For vvRKHSs,
to obtain 7 values as an output, we typically apply a C?(")*©(™)_yalued kernel. Then, the Gram
matrix should be mN by mN. Specifically, if the kernel is transformable, the computational cost
is O(m®N3). Thus, if (¢ + m)n? < m3N, then the proposed kernels are more computationally
efficient than the transformable kernels. See Appendices [A]and [B]for more details. For the proposed
kernel, we can reduce the cost with respect to IV, e.g., by applying Nystrom method (Drineas &
Mahoney| 2005) to each G(z1), ..., G(z,). Regarding n and ¢, one approach to reducing the cost
with respect to them is investigating the method to approximate the Fejér kernel. However, the main
contribution of this paper is to show the advantage of introducing the noncommutivity in kernels, and
investigating computationally effective methods is future work.

6 DEEP MODEL WITH THE SPECTRAL TRUNCATION KERNELS

As we discussed in Section[d] there is a tradeoff between the representation power and the model
complexity. In fact, there are two directions of the representation power: one is about the dependency
of the outputs on the inputs discussed in Section 4] and the other is about the interactions along the
data function domain. One shortcoming of the spectral truncation kernel is that to obtain a model with
a high representation power in the sense of the dependency of the outputs on the inputs, the truncation
parameter n have to be large, which results in making the interactions along the data function domain
weak. To gain the two types of representation powers at the same time, we consider the following

deep model f with L spectral truncation kernels k., ... kL and learnable parameters c}, ..., cre A:
1 (Z K (r,mi)e ) ©
j=1

We consider the case where CZ in Eq. @) is represented as a finite sum of functions in A. In the
following case, the representation power of this model grows exponentially.

)_ n—1

Proposition 6.1 Let kJ (x, I=—(n— Jj le”Z with Jj € C. Assume 07 is parameterized as

67(2) 7,_1(7, 1 & 116751 with dJ € (CandTJ € R. Here, e, € C(T) satisfies e, 1(z) = elmilz

7

for z € S for a subset S’ of T. Then for z € S, fin Eq. (6) is represented as

n—1 n—1
§ E E L i(lit+-+Hlp+mimi+-Tomp)z
d’Lll. ZlL lll...di,lLe ! ! ! :
ll ,,,,, lef(nfl) ML yenny msz(nfl) i=1

Let V,, 1, = Span{z + ellit+l)ze  (2).oier n (2) | b, ln,m, .. ,mp € {—(n —
1),...,n—1}}. If {m,..., 71} is linearly independent over Z, then V,, 1, is described by 2n +
1+ (2n + 1)* oscillating functions. In this sense, the representation power of the model f grows
exponentially with respect to the number of layers L.

Remark 6.2 The exponential growth of the representation power is also observed for neural net-
works (Hanin & Rolnick, |2019). Deep learning with kernels has also been proposed (Laforgue et al.|
2019} |Hasimoto et al.| 2023|). Whereas the growth is obtained by the composition for these existing
frameworks, it is obtained by the product for our case. Unlike the case of the existing frameworks,
the representation power regarding A does not become high by the composition of functions.

Remark 6.3 The function f is in the RKHM associated with the kernel Hle ki. Since the
Rademacher complexity bound depends on the norm of the kernel, it can also grow exponentially
with respect to L. Thus, for the deep setting, in the same manner as Theorem[_1| we still have the
tradeoff between the representation power and the model complexity. In this case, it is controlled by
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both n and L. The exponential growth of the Rademacher complexity bound (thus, the generalization
bound) with respect to the number of layers is also observed for neural networks (Neyshabur et al.|
2015} |Bartlett et al.| 2017, |Golowich et al.| | 2018)). Investigating how we can take advantage of the
deep setting in the sense of the generalization is future work.

7 NUMERICAL RESULTS

We show numerical results that illustrate the effects of the noncommutativity on the learning process.

7.1 EXPERIMENT WITH SYNTHETIC DATA

We first observed the behavior of the proposed kernels kP°Y:4, /%Emd’q, and kP9 with different
values of n _to observe the tradeoff between the representation power and model complexity discussed
in Section and compare them to the commutative kernels kpolya fprodia and ksep-d We considered
a regression task with synthetic data. For 7 = 1,..., N, we generated input training samples as
x%(2) = [sin(0.01iz) + 0.01&, 4, cos(0.0142) + 0.017, ;). We set the target function f as f(x)(z) =

3(sin(cos(fzj2 x1(t)dt + fj_rﬁ x2(t)dt))), where A = 27/30, and generated training output

samples yi(z) = f(z)(z) 4+ 0.001¢, ;. Here, £, ; and 0, ; were sampled independently from the
Gaussian distribution with mean 0 and standard deviation 1. We set the sample size N as 1000.
For the kernel k‘ELOly’q, we set ¢ = 1 and oy = 1. Note that kPoly:q ig the linear kernel in this case.
For the kernel kP44, we set ¢ = 1, ki1(z,y) = kea(z,y) = ome—l7=ul* | We set Bn = 1 for

s = —0.1-272 —y1|? 2—y2l|?
n < oo and S = 0. For the kernel k3P4, we set k(x,y) = e ™ (ler=villpz i Fllwz=vallp2q)

q=2,and a1(2) = az(z) = 2mes™*. We estimated f using kernel ridge regression. We applied the
cross-validation grid search to find an optimal regularization parameter A. Figure|l|(a-c) illustrates
the test error. We can see that for k:golm , the test error is the smallest when n = 32. It becomes
large if n is larger or smaller than 32. This is because when n = 32, the empirical error and
the complexity in Eq. [3] are balanced, and the best possible expected error is obtained. We can
see that even for the simplest kernel k2°%-!, the proposed kernel (n is finite) goes beyond the
typical commutative kernel (n = 00). We have similar results for the other two kernels. Note that
kprodia (g 4)(2) = kPrd4(z, 4)(z) only depends on x(z) and y(z). However, f(z)(z) depends on
x(t) fort € [z— A, z+ A]. Thus, the test error becomes large when n = co. In addition, as discussed
in Remark iégfod’q may not be positive definite. However, although we set 3,, as a small value,
all the eigenvalues of the Gram matrix are positive in this case. See Appendix [[.I|for more details.

We also compared the performance and the computational time with the proposed kernels to the exist-
ing operator-valued kernel with same setting as above to show the advantage of the proposed kernel
in the sense of the computational efficiency and performance. For the vwvRKHS, we used the nonsepa-
rable kernel k(z, y) = k(z, y)[e~17~¥1], ;, where we replaced S,, ( 11 Rn(ay)* [Tj=; Rulay))

with the nonseparable matrix [e*m*yﬂ"g]i,j. This kernel is the combination of the separable and
transformable kernels and proposed by [Lim et al.| (2015)). Table|2| shows the result. We can see that
the proposed kernels outperform the existing typical nonseparable kernel, and the computational
time with the proposed kernel is smaller than that with the existing kernel. Note that we have
already confirmed the proposed kernels outperform the existing separable kernel k3P4 in the above
experiment (See Figure|[T](c)).

Finally, we observed the behavior of the deep model to show its high the representation power. We
generated data in the same manner as above, but we set N = 300. We used the kernel kﬁmd’q and set
L=1,231m= V2,79 =+/3,and 73 = \/5/2 We set n so that the numbers of parameters are the

same for all values of L. We used the loss function || Zf\il | f(zs) = yalkll L2(my + 0-1)|[ f|&]| L2 () for
the deep model f defined in Eq. (). Figure[T](d) shows the result. We can see as the number of layers
increases, we can obtain a higher performance model even with the same number of parameters.

7.2 EXPERIMENT WITH MNIST

To check the performance of the proposed kernels for practical applications, we consider an image
recovering task with MNIST (LeCun et al.,[1998). For s = 1,..., N, we generated input training
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Figure 1: (a-c) Test error of the regression task with different values of n. (Box plot of results of five
independent runs with different values of noises £, ; and 7, ; in z%(2) and y*(2).) (d) Test error of
the regression task with deep approach with different n and L. The parameters n and L are chosen
so that the numbers of parameters are the same for all the cases. (e) Output images of the image
recovering task with different values of n.

Table 2: Test error and CPU time of the regression task with RKHM and vvRKHS

Test Error | CPU Time (s)
RKHM, k = k277 (n = 9) 0.0113+1.63x107° 149.342.392
RKHM, k = k;°P9 (n = 10) 0.0385+5.04388x107° | 22.79+ 0.5742
vvRKHS (combination of transformable & separable kernels) 0.0774+7.86 1075 570.44-14.87

samples by setting all the 8 x 8 pixels in the middle of the images as 0. We set the output samples
as the original images. We flatten the 2-dimensional 28 x 28 image to a vector in R"* and regard
it as a discretized function on the space of pixels. We tried to estimate a function that transforms
an image with the missing part into the original image. We applied kernel ridge regression with the
regularization parameter A = 0.01. We set the sample size N as 200, and used the kernel kBrod:
with ¢ = 1 and ];171(99,31) = %gyl(x,y) = 2me=01==ul* | We set Brn = 0.01 forn < oo and B = 0.
Figure ] (e) shows the output images with different values of n. When n = oo, i.e., the commutative
kernel, we cannot recover the missing part since each pixel of the output is determined only with the
corresponding pixel of the input, and we cannot obtain information of other pixels to estimate what is
written in the image. When n = 70, we can recover the image the clearest.

8 CONCLUSION AND LIMITATION

In this paper, we proposed a new class of positive definite kernels for vector- or function-valued
outputs based on the spectral truncation. The proposed kernels with the framework of RKHMs
resolve two shortcomings of the framework of vvRKHSs for vector- or function-valued outputs at
the same time: computational cost and choice of kernels. By considering function-valued positive
definite kernels, not operator-valued ones, we can alleviate the computational cost. At the same time,
we can introduce noncommutativity into the learning process and can induce interactions along the
data function domain. We also showed that we can control the tradeoff between the representation
power and the model complexity associated with the proposed kernels. In addition, we proposed a
deep approach to obtain models with higher representation powers.

In the current setting, we focus on the C*-algebra of continuous functions on the torus. Although
this setting includes many important examples, e.g., periodic time-series data, continuous functions
defined on a compact set in R, finite-dimensional vectors, investigations for more general C*-algebras
allow us to apply the proposed kernel more general settings. As we discuss in Appendix [H} we can
generalize this setting and define positive definite kernels for more general inputs and outputs. In
addition, as we discuss in Appendix D] there are many potential applications of the proposed kernel.
However, theoretical and empirical investigations for these generalized settings and applications
remain to be investigated in future work.

10
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APPENDIX

A REVIEW OF EXISTING OPERATOR-VALUED KERNELS

We review existing operator-valued kernels and discuss their advantages and shortcomings in this
section. We especially focus on the case X = A? and the application of kernel ridge regression
in this paper. For more details about the operator-valued kernels, see, for example, (Alvarez et al |

Typical existing kernels are summirized as follows: Let k : X x X — Candp : T x T — C be

complex-valued positive definite kernels and let S : T x X — X. Consider a kernel k : X x X —
B(L*(T)) defined as

ke, y)o(z) = j k(S (2 2), 5(t,9))p(z yo(t)dt. ™

In general, we have to construct a Gram matrix whose elements are operators. Typically, if we need
an output function evaluated at m points, then we discretize the operator on O(m)-dimensional
space and obtain an O(mN) by O(mN) Gram matrix. Then, the computational cost for the kernel
regression task for obtaining an output function evaluated at m points is O(N®m3). Therefore, the
computational cost is significant. As a special case of the kernel (7), the following two kernels are
efficient in the sense of the computational cost.

Separable kernel If we set X = X and S(t, ) = , then the kernel k defined in Eq. (EI) is called a
separable kernel. In other words, let A € B(L?(T)) be a Hermitian positive semi-definite operator
defined as Av(z) = [ p(z,t)v(t)dt. The kernel k : X x X — B(L?*(T)) defined as

Kz, y)o(z) = k(z,y) Av(z)
is called a separable kernel.

For separable kernels, the computation is reduced to the computation of the Gram matrix of k. Thus,
the computational cost for the kernel regression task for obtaining an output function evaluated at
m points is O (N 3m), where N is the sample size. However, as we can see from the definition, it
identifies dependencies between input and output variables separately and cannot reflect information
of input variables to output variables. In the framework of vvRKHSs, the output function with an
input z is in the form of Zfil k(z, x;)v; for given samples 1, ...,y € X, and some vy, ..., vy €
L?(T). Thus, with separable kernels, we cannot specify the relationship between the value of the
output function at z and the value z(z) of the input « at z although they have strong connection in
many cases. For example, if we have a time-series input [z1, ..., z4] € A as explanatory variables
and try to obtain an output function as a response variable, the values of 1 (z2), ..., x4(z) at time z is
strongly related to the value of the output at time 2. In this case, the separable kernels are not suitable
for extracting the relationship between 21 (z), ..., 24(2) and the values of the output at z.

Commutative kernel If we set ¥ = C, S(t,z) = x(t), and p(z,t) = 1 (z = t), p(2,t) = 0 (2 #
t), then we have

k(z,y)v(z) = k(x(2), y(2))v(2).
‘We call this kernel the commutative kernel.

For commutative kernels, the computation is reduced to the computation at each z. Thus, the
computational cost for the kernel regression task for obtaining an output function evaluated at m
points is O(N3m). However, as we can see from the definition, it only identifies completely local
relationship between the input function and the output function. The value of the output function at z
is determined only with the value of the input function at z. In the same example as separable kernels,
the values of 1 (2), ..., z4(2) at time z is strongly related to the value of the output at time z, but
may also be related to y(z + t) for ¢ € [T, T'] for a small number 7. In this case, the commutative
kernels are not suitable for extracting the relationship between x1(z), ..., 24(z) and the values of
the output around z, not only exactly at z.

13
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As we have seen, although the separable and commutative kernels are computationally efficient,
they are two extreme cases regarding the description of the relationship between the input and
output functions; the separable kernels identify dependencies between input and output variables
separately (only with global information) and the commutative kernels only identify the commutative
(completely local) dependencies. The following existing kernels fill a gap between the above two
kernels, but computationally expensive.

Transformable kernel If we set p(z,t) = 1, then the kernel k defined in Eq. (7) is called the
transformable kernel. In this case, the kernels can identify the dependency between input and output
variables through the map S. However, the computational cost for the kernel regression task for
obtaining an output function evaluated at m points is O(N3m?) as we discussed at the beginning of
this section. In addition, we have to determine the map .S, but it is not easy to interpret in general.

Combination of separable and transformable kernels Considering the sum of separable and
transformable kernels and the product of these kernels have also been proposed. However, we have
the same shortcomings of separable and transformable kernels.

B CONNECTION BETWEEN THE PROPOSED KERNEL AND EXISTING KERNELS

The proposed function-valued kernels combined with the framework of RKHMs fill a gap between
separable and commutative kernels with lower computational cost than transformable kernels. Indeed,
we have the following observation:

The case of n = 1 The proposed kernels kP°Y:4, kProd:d and k$°P+4 are equivalent to separable

oSl o)
HJ ij (B,

q

K (2, y)(2) = k (Lr z(t)dt, LT y(t)dt) 11 Lr a;(t)dt 1;[1 Lr a;(t)dt

Jj=1

poly,q
kq

??‘1

ki)rOd .q

We can see that the output of the kernel does not depend on the variable z. The output function with
an input « of the kernel ridge regression is in the form of Zfil k(x,x;)(2)e;(z) for given samples
Z1,...,xn € X and some ¢1,...,cy € C(T). Thus, the kernels identify dependencies between
input and output functions separately. We can only capture global information of the input x for
obtaining the output.

The case of n = oo The proposed kernels k2°+9, kProd:4 are equivalent to commutative kernels:

d
KRS () (2) = Z ai(zi(2)yi(2))?,

Ko, y)(2) = [ by (2(2). w(2) R (=), 9 (2))-

The value of the output of the kernels at z are determined only by x(z) and y(z). The kernels identify
completely local dependencies between input and output functions.

The case of 1 < n < oo If n is small, then we focus more on global information, and if n is large,
we focus more on local information. Indeed, as we discussed in Eq. (]ZI), we have

kRO 1z, y)(2) = erl(tl) e aq(t)yn(tarn) -+ Yq(t2g) F0T (21 — t)dt,

2q

14
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Figure 2: Féjer kernel F2:F forn = 5,10, 15

kP (g, ) (2) = J LT Fr (2t y(t) s (), ytar ) F2RP (21 = 1),

T2qj:1

where we assume d = 1 for simplify the notation. The proposed kernels are described by the
convolution of the input function and the Féjer kernel F2%, If n = 1, then F?%¥(2) = 1, and as n
goes to infinity, F2%-F" goes to the delta function. This means that if 7 is small, then the convolution
with F24-F extract global information more than local information. On the other hand, if n is large,
then the convolution with F2¢" extract local information more than global information. We illustrate
how F2 changes along n in Figure 2]

Remark B.1 We can determine optimal n in the sense of the dependencies by observing the Féjer
function F2%F_ Since the proposed kernel is defined by the convolution of the input function
with the Féjer kernel, the volume of the region where the value of the Féjer kernel is sufficiently
large corresponds to the range of local dependencies. Thus, if we have a information of the local
dependencies, then we can choose n based on the values of ng’P .

Computational cost As we discussed in the last paragraph of Section 5} the computational cost for
the kernel regression task for obtaining an output function evaluated at m points with the proposed
kernel kP°Y:4 or kP44 is O((g+m)n? N2 +mN?3). Thus, if (g+m)n? < m>N, then the proposed
kernels are more computationally efficient than nonseparable and noncommutative kernels, such as
the transformable kernels.

C CONSTRUCTION OF THE PROPOSED KERNEL

In Definition B2} to construct the kernels, we first project functions in .4 onto the space
Span{e,(n,l), ..., en—1} using the map R,, and obtain Toeplitz matrices. Then, we consider the
product of the Toeplitz matrices. Note that the product of two Toeplitz matrices is not always a Toeplitz
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Figure 3: Overview of the construction of the simplest kernel k2°%! (2, 4) = S,, (R, (2)* Rn(v))

matrix. Finally, we apply S, to the matrix and take it back to the space Span{e_(,_1),..., €1}
and obtain the output function of the kernel.

Figure schematically shows the construction of the simplest kernel EPW:l(z,y) =
Sn(Ry(x)*R,(y)) defined in Deﬁnition

D APPLICATIONS: EXTRACTING LOCAL AND GLOBAL DEPENDENCIES OF
FUNCTIONS

In Subsection [7.2} we considered applying the proposed kernel to an image recovering task. The
application to image data is just an example, and there are more applications, which involves functions.
We list two examples here.

Time-series data analysis We can regard a time-series as a function on a time space. In many
cases, a state at a certain time z is influenced strongly by another state at the same time z, but also by
the state around the time z. Since commutative kernels focus only on local information, we cannot
describe these two states with commutative kernels. On the other hand, since separable kernels focus
only on global information, we cannot describe the relationship of these two states at each time z.
By applying the proposed kernels, we can extract global information, but also can focus on local
information.

Operator learning In the framework of operator learning, we obtain a solution of a partial dif-
ferential equation as an output from an input function (such as initial condition or parameter of the
equation). Thus, we construct a model where both of the input and output are functions. Applying
kernel methods to operator learning has been proposed (Batlle et al. [2024)). We can construct the
model by solving a kernel ridge regression task. Another well-known operator learning method is
neural operator. In the framework of neural operators, we apply integral operators to extract global
information and apply local linear operators and local activation functions to extract local information.
The proposed kernel enables us to do similar procedures for the operator learning with kernels. By
considering the product of multiple proposed kernels with different values of n or deep model with
the proposed kernels with different values of n, we can extract both global and local information; we
can extract global information using the kernel with small n and extract local information using the
one with large n in the model.

D.1 NUMERICAL RESULTS

To show the availability of the proposed kernels to operator learning, we conducted an experiment.
Consider the following Burgers’ equation on (0, 1] x (0, 1].

ow Ow 0w
E.’_w%_ywﬁie (0,1) X (071],

w(z,0) = u(z) z € (0,1),

where v = 0.1. We learned the operator mapping the initial condition u to w(-, 1), the solution at
time ¢ = 1, by kernel ridge regression explained in Section[5} The training data and test data are
generated by sampling the initial condition » from the Gaussian distribution with mean 0 and the
covariance 625(—A + 251)~2. We used equally spaced 128 points for computing the integral related
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Figure 4: The true solution w(+, 1) and the predicted function v of the Burgers’ equation.
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Figure 5: Pointwise error u — w(-, 1) of the true solution w(+, 1) and the predicted function v of the
Burgers’ equation.

to the input functions. The number of training samples is 1000 and that of test samples is 200. This
(2024

problem is also considered by [Batlle et al. ). We used the same I%}?Lmd’q kernel as Subsection

with n = 5. We set the regularization parameter A as 0.01.

Figure@ shows the true solution w(-, 1) and the predicted function v by using the proposed kernel for

the same test input function w (initial condition). Figure shows the error u — w(-, 1) of these two

functions. The mean value of the pointwise error 1/128 Z}iﬁ |u(z;) — w(x,, 1)| over all the test

samples is 0.00157 £ 7.079 x 1e~% (average + standard deviation over five independent runs). We
can see that the proposed kernel combined with kernel ridge regression properly predict the solution
of the problem, and compared to the results in Subsection 4.3.1 by [Batlle et al| (2024)), the proposed
kernel outperforms these existing results.

E PROOFS
We provide the proofs of theorems, propositions, and lemmas stated in the main text.

Theorem@ Forz,y € A% and z € T, kP°Y4(z, y)(2) — kPW9(z,y)(2), kP4 (z, y)(2) —
kProdsd (. 4)(2) as n — oo. If x and y are differentiable, then k3P (z,y)(z) — k5P 4 (x,y)(2).

Proof We show kP°Y:4(z, y)(z) — kP°Y+9(z,4)(2). The proofs for kL% (z, y) and k3P4 (x, y)
are similar. We have

d
kgolyﬂ(x’ y)(z) =5, < Z Olz(Rn(xz)*)an(yl)q) (Z)
i=1
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1 d n—1 n—1
= n Z o7 Rn(mi);n " 'Rn(xi):q,l,qun(yi)rq,TqH o 'Rn(yi)rzqfl,lel(j_l)z
i=1 3,0=071,...,m724=0
1 d n—1 n—1 N N
= *Zai | wilty) e itg)yitaen) - wi(tag)
n s ; JrJr

cel(m=Dt ol (ra—ra-1ta i (rat1—ra)tat1 . gill=r2g—1)t2a gy, ... dthei(j_l)z

d n—1 n—1 ;

£ LTS DI DI IR [E(C R A RE R

i=1  §l=071,..,raq_1=0"T YT

Cel(ri=i)(ti—=2) | Gi(rg—ra—1)(ta=2) gi(Ta+1—Ta) (ta+1—2) . ., ei(l—rzq—l)(tzq—z)dtl ce-dty,

iZaiZ < i _ mijl )L“‘Lfﬂi(h)"'wi(tq)yi(tqﬂ)~~~yi(t2q)

i=1  m=0 “jlri,..,r2g-1=0 4,l,r1,...,r24—1=0

celm=i)ti=2) g (ra=ra—1)(tg—=2) gl(ras1—rg) (tat1=2) .. gill=r20-1)(t2a=2) q¢, . .. dta,

1 d n—1
E;ai Z Z JT-..JTxi(tl)...xi(tq)yi(tq+1)...yi(tzq)

m=0jVIVriV...Vrog_1=m
Ogj,lﬂ‘l seesT2g—1 Sm

elm=ti=2) L elremre-) (=2 gl(rari—ra)tar1=2) L plll=r2a-1)(t2a=2) gt ... dt,,

d n—1
1 -
= EZO&@Z Z J J zi(t1) - wi(tg)yi(tg+1) - - yiltaq)
i=1  j=0rejP 220" T

ceim(z=t) L girg(2=te) girata(2—tatn) L gir2a(2—t2a) gy, L. dta,

d
=D @igix B0 (2),
i=1

[t1,...,t2g) € T*, and P = {r = [r1,...,724] € R** | | Y7, 7| <1, I < m}. In addition, we
set j = ro and j = rq. The second to the last equality is derived by Lemma@below. Since Pisa
convex polyhedron, g; ¥ F2%:7(z) — g;(z) as n — oo by Lemma[3.6] For k3”9, we additionally
use the fact limy, o0 £(Sn(Ra(2)), Sn(Rn(y))) = k(iMoo Sn(Rn(2)), iMoo Su(Rn(¥))).
which follows from the continuity of &, and the fact S,,(R,,(2)) — z uniformly as n — oo if 2 and
y are differentiable (van Suijlekom) 2021, Lemma 10). O

Lemma 3.5\ Form € Nand j = 0,...2q, let QF = {r' = [r},...,15,] € R* | rj =
ri—ric1(t=1,...,2¢), 0<r, <m(=0,...,2q), 7, =m}and P = {r =[r,...,1ro] €
R24 | |Z§:lri|§1, 1 < k}. Then, wehaveszU?q:OQ}”.

Proof Letr’ € Q7. Fori > j,wehaver; = ri+ri_1 =rj+(rj_;+rig) = =ri+ 41+
m, and for ¢ < j, we have —r; :r§+1—7"i+1 =7"§+1+(7"§+2—7“i+2) = :T§+1+"'+7‘;_m'
Therefore, we have

2q

Jer

=0

2q i J
- U{requ r= S HAmG<i<), rn=— 3 r+mO<i<),

I=j+1 I=i+1
0<r;,<m@E=0,...,5—1,7+1,...29)}

Jj=0
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J
= U{r eER¥| —m< Z rm<0(j<i<2g),0< Z rl<m(0<z<j)}
I=j+1 I=i+1
k
{TGRQ‘J > ol <, l<k},
i=l
which completes the proof of the lemma. (|

Proposition The kernels k2% and k3°P? are positive definite.

Proof Letz,...,zx € A%and dy,...,dy € A. Then, we have

( i diki‘“y’q(zj,xl)dl) (2)

jl=1

N n d n

Y ’

=2 4 > Y ey (Bal@ig)))  (Ba(@i)?),,, €0~ %di(z)

Jl=1 jl'=11i=1 m=1

d n N n 2

Y
=20 > | 2 2 i@ ((Ba(@ig)),,, 777|220
i=1  m=1!=1;=1

for z € T. In addition, let &, ; = S, (R, (x;)). Then, we have

( ZN: d;k;ew(xj,xl)dl> (2)

N
= Z dj(2)k(Enj, T ) di (2 Z Z

JA=1 JhU=1ma,...,maq—1=1

(@), (Ba@), s (Bal@))), o (Bal)),, o (Ral@),,, @00

Z Z (Rn(a))mm1 o (R”(a))mm,mq,l (Rn(a))mq,l,j’eiijlz

Thus, kR°Y¢ and k5°P+4 are positive definite. ]

Proposition Let B, > —min,ere F29P (2). Then, kP44 defined below is positive definite.

k! ~
R ) = e + [ TL RSG50 00 kol s

Proof Letzq,...,xn € A%and dy,...,dy € A. Then, we have

( Z d3kRrodd (z; Jrz)dz)( )

7,l=1
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N a _
B Z LIzq <H k Lj l‘m Il(t ))k (‘ITYL(t(I"Fj)’ Il(tq-l-j)))dl(Z)ng’P(Zl — t)dt
N

+m§}b%ﬁ(qhmam 1) g ) ) ) )

m,l=1

N

=3 | & (Ilkljwm 6 g (0 tg17),1(0445) ) F2P (= 1)+ G
m,l=1 2a

>0

for z € T. The last inequality is derived since the map ([z1,...,Z24),[Y1,.-.,Y2q]) >

H§=1 1217]- (x25-1, ygj,l)lz:g’j(ng, Yy2;) 1s positive definite and F24P (21 —t) + B, > 0. O

Lemma[3.9 We have |F9F(2)| < n<.

Proof The number of terms in F%¥ is equal to the number of terms in ZZ;ZLO (Ty -+ Tog)m.1»
where 11, . .., Ty, are Toeplitz matrices. Thus, we have

1
[FIF(2)] < ~nit! = g
n

Let €2 be a probability space with a probability measure pu. Let X;,..., Xy and Y7,..., Yy be
samples from a distributions of .A¢-valued random variable X and .A;-valued random variable ¥ on
), respectively (i.e., for z € T, X;(z) is a sample from the distribution of X (2)). Here, A4, and A,
are subsets of A.

Theorem Assume kP-4, kProdd  and kP9 gre real-valued. Let D(KRW-4 x) =
d ro 7. .

2jm1 il B ) 38, D(k" 40, 2) = [Tj 1 (1R (k1 (@, 2))llop | B (K2, (2, 2))llop) + B C, and

D(ksePd, z) = k(z,x) j:l | R (ay)||2, for z € Ad, where || - ||op is the operator norm and

C =1l Jr I%Lj(x(t),x(t))dtfT ko i (x(t), x(t))dt. Assume B, < Bny1 for kRobe  For

ky, = kpoW-a, lAcpmd’q kjep-d andfor any 6 € (0,1), with probability at least 1 — 6, we have

1/2 log1/6
Blg(f(X) §jg D+l (}jDkWX') JEENLULY

forany f € F. In addition, we have D(ky,x) < D(kpy1, ).

To show Theorem we use the A-valued Rademacher complexity defined by [Hashimoto et al.
(2023a). Let 01, . .., 0N be i.i.d. Rademacher variables, which take their values on {—1,1}. For a
real-valued function class F and x = [x1,...,2n] € (A?)", the empirical Rademacher complexity

Ry (x, F) is defined by Ry (x, F) = E[supc 7 Zfil f(z;)o;]/N. Here, E is the integration on
with respect to 4. Similar to the case of the standard Rademacher complexity, an .A-valued version
of the Rademacher complexity is defined as R4 ny(x, F) = E[sup}“e}- Zf\il |f(zi)*0;| 4]/N for an
A-valued function class F. Here, |a| 4 = (a*a)/? for a € A, sup” is the supremum in the sense of
the order in A (see Definition [2.4), and the integral E means the Bochner integral in this case.

Indeed, in our case, the A-valued Rademacher complexity is represented by the standard Rademacher
complexity, and the argument is reduced to evaluate the standard Rademacher complexity. In the
following, we denote by A the subset of .4 composed of all positive elements in .A.

Proposition E.1 Let F be an A-valued function class. Assume forany xz € Adand z € T, f(x)(z) €
R. Then, we have Ry (x, F(2)) = Ra n(x,F)(2), where F(z) = {z — (f(z))(2) | f € F}
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Proof We first show (sup’tga)(z) = sup,cs a(z) for S C Ay forany z € T. Let a € S. Since
a(z) < sup,csa(z) forany z € T, we have a < 4 b, where b € A is defined as b(z) = sup,cs a(z).
Thus, b is an upper bound of S, and we have supfes a <4 b, which means (supaAes a)(z) <
SUpges a(z) for any z € T. Conversely, since a <4 supiiga for a € S, we have a(z) <
(sup;v s a)(z) for any z € T. Thus, we have sup, s a(z) < (supzLg a)(z).

Therefore, we have

Rt = 32 | s ] >$E[<§zfﬁf@“*‘“ Je)
3o S - ] [ S]] e,

where the third equality is given by the identity |a|4(z) = |a(2)]|, and the forth equality is satisfied
since o; is real-valued. O

We obtain the following lemma directly by Lemma 4.2 in[Mohri et al.| (2012).
Lemma E.2 Let F be an A-valued function class. Let g : RxR — R be an error function. Assume

there exists L > 0 such that fory € Ay and z € T, x — g(z,y(z)) is L-Lipschitz continuous.
Assume also for any v € A¢ and z € T, f(x)(z) € R. Then, we have

N 1 N )
B 3w 6) ()| = FB| s S (7w, (o)) < Lne )

We apply the following lemma to obtain the inequality (3).

Lemma E.3 Let F be an A-valued function class. Let g be the same map defined in Lemma For
any f € F and any § € (0, 1), with probability at least 1 — §, we have

BT 1) = *Zg )+ 578 53 Zg XY 4y 5
Here, By, [sub e 3101 9(f(X0)(2), Yi2))ai] = [ sup e S50 9(f(X) (=), Yil2)on(w)dpu(o).

Proof With probability at least 1 — §, we have
E[g(f(X)»Y)](Z) = Elg(f(X)(2), Y (2))]

N
2 log1/6
<— E Xi)(2),Y; i
< Zg V) + s S o (60 Vi) + 3 g
Zg () + 3o [0 0> (X)) i(2) [ 3y
=~ o i y Li g3
fe]: i=1 N
The inequality follows by Theorem 3.1 in|Mohri et al.|(2012). ([

According to [Hashimoto et al.| (20234), the A-valued Rademacher complexity for the RKHM
associated with an A-valued kernel k is upperbounded by || k(x;, ;)] 4 as follows.

LemmaEd4 Let B> 0and F = {f € My, | || fllx < B}. Then, we have

A /& 1/2
RaeF) (3 Iharlla) - La

i=1
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Combining these results with the following lemma completes the proof of Theorem {.1]

Lemma E.5 Let k, be kP°Y-4, kProda, or k5904 defined in Section Then, for v € AZ, D(k,,z) <
D(kn+1, I)

Proof We evaluate ||k, (x, z)|| 4. For k2°Y:49, we have

B r—

Z || Ry (5 H

1K5Y (2, )| = TRy ()1

’ <
A

op

U

The first inequality is derlved by the following inequalities for A € C™*™:

|Sn = ’ Z A lel(] l
7,0=0
1 . .
= [tr (1 diag(e®, ..., '™ ) Adiag(e’?, . .. ,e‘("_l)z)) ‘
n
1 . .
< —|[1]1]| diag(e”, ..., e/" V) Adiag(e’, ..., " TV?)||op < || Allop
n
for any z € T. Here, tr(A) is the trace of a matrix A, diag(ay,...,a,) foray,...,a, € Cis the
diagonal matrix whose diagonal elements are ay, ..., a,, 1 € C"*" is the matrix whose elements

are all 1, and || A||; for A € C™*™ is the trace norm defined as || A||; = tr((A*A)'/?). We used the
inequality | tr(AB)| < ||Al|1]|Bllop for A, B € C™*™ (Conway, 2007, Chapter IX, Section 2).

In addition, there exists v € C™*™ such that || R,,(z)|lop = || Rn(x)v]| and ||v|| = 1. Thus, we have
* * v * v
IRa@)lon = 1)l = Q330000 = @21 @us [§] | < |00, ]

< ||QZ+1Man+1Hop = [|[Rn+1(2)lops
where Q,, = [e1, ..., e,] and e;(z) = e'/7 is the Fourier function. O

F RELATIONSHIP BETWEEN ¢ AND THE INTERACTIONS

Theorem [3.4]implies that the interactions along z € T in the kernels become small as n grows. On
the other hand, we also have the parameter g that describes how many Toeplitz matrices created by
R,, are involved in the kernel. Regarding the relationship between ¢ and the interactions, we have the
following remark.

Remark F.1 We expect that the convergence in Theorem becomes slower as q becomes larger,
and the interaction along z € T becomes larger. This is based on the observation that the value
related to the Fejér kernel on T is described by the corresponding value related to the Fejér kernel
on T97 Y, especially in the case of ¢ = 2.

To understand the relationship between ¢ and the interactions, we observe the convergence shown in
Lemma 3.6]from the perspective of g. The following lemma is by Brandlini and Travaglini Brandolini
& Travaglini| (1997).

Lemma F.2 Let H (t) = n J'é Jza X5p(r)e™tdrdj fort € T, where x s is the characteristic
function with respect to a set S. Then, we have F4T (t) = HSP(t + 27rm).

meZi *Tn

Proof Letu;(r) = ij( )el™t. Then, we have

015 5 S e[ o

J 1rejPN2Ze reZ rezl
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L — - L ir- Tir-m -
= EJO Z ujyt(m)d] = Z EJO J;RG ij(r)e tez dT’d]

1 1
irt 2mir-m - r ir-t 2mir-m .
= Xinp(T)e" "e drdj = J J X-p(>e e drdj
S| | e > (s

meZa 0
1 . .
=nd E J' J XjP(r)emr-1&627'rmr~md,rdj7

where ° is the Fourier transform, and the forth equality is by the Poisson summation formula. (]

To understand the convergence, we split F@F(t) =%~ . HP(t + 27wm) into two parts: H1(t)
and AP (1) .=, 20 H 4P (t+27m). In the convergence discussed in Lemmam the convolution

g * H3P(z) goes to g(z). On the other hand, g * ﬁlg*P(z) goes to 0 (Brandolini & Travaglinil {1997,
Theorem 1). Regarding the convergence of g * HZ* (z) we can evaluate it as follows, especially for
q=2.

Lemma F.3 For z € T, we have
1
lim g HSP (2) — g(2) = J lim (J J e g(t)drdt — g(z))dj.
n—oo g N teTa JjnP

Moreover, let hY' (z) = [, v, [, p ™ Dg(t)drdt — g(z). Let q = 2, Q = {(r1, —72) | (r1,72) €
P}, P = [-1,1], and Py = {(r1,72) | |r1] <1, |re| < 1, |r1 + 2] <1, |rp —ra] < 1}, Let
9(2) = z1(21)22(22)y1(23)ya(24) for z = [21, 22, 23, 24]. Then, for z € T2, there exists C(z) > 0
such that we have

%|hfn(2) + 19 (2)] < %C(z)z

Jj=1

J J' ei7'(Z1 —t)xj (tj)d’l“dt - :EJ(ZJ)
teT JjnP|

L1
2

J J "G g()drdty, — g(2)).
T2 jnPg

Proof We have
1

1
an J J "G g (1) drdjdt — g(z) = J J J ™G g(H)drdt — g(2)dj.
teTa Jo Jj 0 Jters Jjnp
Let hf (2) = [,p [, p "D g(t)drdt — g(z). Then, h (2) = 0, and since lim,_,oc h%'(z) = 0,
there exists D(z) > 0 such that |hf’(2)| < D(z) for any s > 0. Thus, |}, (z)| < D(z) for any
n € Nand 0 < j < 1. Thus, by the bounded convergence theorem, we have

1 1
lim J J' J ™G g(t)drdt — g(2)dj = J lim J J ™G g(t)drdt — g(2)dj.
teTe JjnP teTe JjnP

n— oo 0 0 n—oo

In addition, let P, = [—1,1]2 and P> = {(r1,72) | |r1] <1, |re| < 1, [ri+re| < 1, |11 —1o| < 1}
Then, we have

P Q _ P Py

Py
For h;, (z), we have

|hf’rlb(z)| = J J elr(zlft)xl(t)drdtj’ J GIT(Z27t)x2(t)drdt7g(z)
TJ—jn TJ—jn
Jjn . Jn .
< J J e”(zl_t)xl(t)drdt<J J e”‘<Z2—%g(t)drdt—xz(za))‘
TJ—jn TJ—jn
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+

29 (22) ( Lr Jim e g (H)drdt — 2y (zl)) ‘

In the same manner as 1% (), there exists C(z) > 0 such that | [, fj_zn 1=t g (t)drdt| < C(2).
By setting C'(z) = max{C/(z), |z2(22)|}, we obtain the result. O

The left hand side is the average of hf (z) and hQ (z), where P and @ are symmetric with respect
to the second coordinate 7. The first term in the right hand side of Eq. (8) is described by the
convergence of hg-;l’l] (z), which corresponds to the one-dimensional ((¢ — 1)-dimensional) Fejér
e ==g(t)drdt — g(2)|. if C(2) >

the convergence of hP .(2) is expected to be slower than its one-dimensional counterpart h[ ](z)

Based on this observatlon we expect that the convergence in Theorem [3.4] becomes slower as q
becomes larger, and the interaction along z € T becomes larger.

kernel. Since we have an additional term 1/2| [, [, p

G REPRESENTER THEOREM FOR RKHMS OVER GENERAL C*-ALGEBRAS

Hashimoto et al. (Hashimoto et al.| [2023b, Proposition 4.5) showed an approximate representer
theorem for RKHMs over von Neumann-algebras. Since C(T) is not a von Neumann-algebra, we
generalize the theorem to that for general C*-algebras as follows.

Proposition G.1 Letz,...,xnx € A% Let g : AN — A, be a continuous map, let h : A, — A,

satisfy h(c) <4 h(d) for c,d € Ay with c <4 d. Let L(f) = g(f(z1), ..., f(zn)) + h(|f|x) for
f € M. If there exists a solution fy of the minimization problem min e pq, L(f), then for any

€ > 0, there exists [ that admits the representation of f = Zi\;l d(xi)c; and | L(f) — L(fo)|| < e

Proof For fi,fo € My, let Of 5, © My — M, defined as Oy, ¢, (v) = fi(f2,v), for
v € My. Let Ny be the submodule generated algebraically by {¢(x1),...,d(zn)}, let By =
Span{@y, 1, | fi,fo € Ni}, and let B = By. In addition, let £(M}) be the (unital) C*-algebra
of adjointable A-linear operators on M, (see (Lance, [1995, p8)). Since B is a C*-subalgebra
of L(My) (Note Oy, 1,0¢, 7, = Op, fi(fs.po) and 0%, ;= 0p, ), Bo has a net {b;}; such that
0 <gmy) bi <gomy) 1and limg Oy, p,b; = lim; b0y, 5, = Oy, 5, for any fi, fo € Ny (Davidson|
1996, Theorem 1.4.8). For each v € N}, we have
lv = bivllz = (1 {1 = bi)v, (1 = bi)v) [la = [101-b:y0,1-5:)0ll a1y
= (1 =0:)00,0 (1 = 0:)* |l ety = (X = 0:)00 0 (1 = bi)ll )

Thus, we have lim; b;v = v. Since g is continuous, we have
lim g((x(21): bifo) - -+ (D (2N )s bifo) ) = lim g (b7 P (1), fo)g s -+ (b dr(xn)s foly)
= li;fng(<bi¢k:(l"1)7 Jods- o 0idk(xn), fo)n) = 9(dn (1), fo) i - - - (Pr(TN), fo)y)-
Therefore, for € > 0, there exists ¢ such that

lg((bifo)(z1), - -, (bifo)(xn)) — g(fo(w1), ..., folzn))[la < e
Since b; Zrimy) 0, there exists ¢ >r(My) 0 such that b; = ¢2. Thus, b; — b% =2 - =
C(l - CQ)C = C*(l — bi)c ZE(Mk) 0. Thus, 0 SL(Mk) b% SE(MR,) b; SE(Mk) 1, and we have
|bi folz = (fo, b3 fo), <a (fo, fo), = |folk- As aresult, we obtain
0 < L(b; fo) — L(fo)
= g((bifo)(x1), .-, (bifo)(xn)) + h(|bifolk) — g(fo(x1), ..., fo(zn)) — h(|folk)
<a g((bifo)(@1),-- -, (bifo)(zn)) — g(fo(x1),-- -, folzn))-

Since b; fo € Ny, setting f=bifo completes the proof of the proposition. ]
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Figure 6: Eigenvalues of the Gram matrix G(0) indexed as the descending order for the regression
task. (Average value of results of five different runs. The error bar represents the standard deviation.)

H GENERALIZATION TO OTHER C*-ALGEBRAS

Setting R,, and .S,, for more general C*-algebras has been investigated. Using these results and
replacing R,, and .S,, in Definition we can define positive definite kernels for the .4%-valued
inputs and .A-valued output for a more general C*-algebra A.

Continuous functions on high-dimensional torus (Leimbach & van Suijlekom, 2024) For
A = C(T™), let ej(z) = e for j € Z™ and B,, = {j € Z™ | |j|| < n}, and consider
the space Span{e; | j € B,}. Here, | - || is the Euclidean norm. We consider generalized
matrices whose elements are indexed by Z™, and set R, (z) = ([, z(t)e 10D tdt); cp, and

Su(A)(2) = (1/|Bul) X1, AjueV=D%.

Continuous functions on the sphere (Rieffel, 2004) For A = C(S?), let p,, be the n-dimensional
irreducible group representation of SU(2) (special unitary group of degree 2) and let V,, be the repre-
sentation space. Let P € B(V},) be a projection, where B(V},) is the space of bounded linear operators

on Vi, We set Ry () = 1 [ g5, 2(9)pn(9)* Ppn(9)dg and S, (A4)(g) = tr(Apn(9)* Ppn(g)).

I EXPERIMENTAL DETAILS AND ADDITIONAL RESULTS

We provide experimental details below. All the experiments in this paper were executed with Python
3.9 on an Intel(R) Core(TM) i9-10885H 2.4GHz processor with the Windows 10 operating system.

I.1 EXPERIMENT WITH SYNTHETIC DATA

We estimated f using kernel ridge regression with the regularization parameter A = 0.01. We
generated 1000 input test samples in the same manner as the input training samples, and evaluated

the test error 1/N S°N || f(7%) — 57| 2 (), where  is the estimation of f and &' and §* are input
and output test samples, respectively. For xt, yi, 7%, and a, we discretized each function with 30

equally spaced points on T. In addition, to investigate the positive definiteness of l%f;md’q discussed
in Remark we computed the eigenvalues of the Gram matrix G(0) at 0. Figure[6] shows the
result. The index ¢ is determined in the descendent order with respect to the value of \;. Thus, we
can see that although we set 3,, as a small value, all the eigenvalues of G(0) are positive in this case.

We also show additional results regarding the deep approach in Figure[7] The result is the average +
the standard deviation of three independent runs. We set different values of n with the same deep
setting considered in Subsection

1.2 EXPERIMENT WITH MNIST

We generated 200 input test samples in the same manner as the input training samples, and evaluated
the test error 1/N Zf\il | f(&") — §"||2(T), where [ is the estimated map that maps the image with

the missing part to its original image, and #* and ¢ are input and output test samples, respectively.
Figure [8| (a) shows the test error. We can see that the test error becomes the smallest when n = 70,
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Figure 7: Test error of the regression task with deep approach with different n and L.
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Figure 8: (a) Test error of the image recovering task with different values of n and the kernel

k= fcgmd’q. (Box plot of results of five independent runs with different training and test data.) (b)
Eigenvalues of the Gram matrix G(0) indexed as the descending order for the image recovering task.
(Average value of results of five different runs. The error bar represents the standard deviation.)

but it becomes large when n is smaller or larger than 70. In addition, to investigate the positive

definiteness of I%Emd”, we computed the eigenvalues of the Gram matrix G(0) at 0. Figure @ (b)
shows the result. The index 7 is determined in the descendent order with respect to the value of A;.
Thus, we can see that although we set 3,, as a small value, all the eigenvalues of G(0) are positive in
this case.
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