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ABSTRACT

The black-box architecture of pretrained language models (PLMs) hinders the in-
terpretability of lengthy responses in long-form question answering (LFQA). Prior
studies use knowledge graphs (KGs) to enhance output transparency, but mostly
focus on non-generative or short-form QA. We present REVELIO, a new layer that
maps PLM’s inner working onto a KG walk. Tests on two LFQA datasets show
that REVELIO supports PLM-generated answers with reasoning paths presented as
rationales while retaining performance and time akin to their vanilla counterparts.

1 INTRODUCTION

Closed-book long-form question answering (LFQA) asks pretrained language models (PLMs) to
generate long responses using only the knowledge stored in their parameters. While avoiding open-
book passage retrieval accelerates training and inference, the black-box nature of PLMs hampers
answer interpretation, limiting real-world applicability. To improve human understanding (Commis-
sion, 2020), prior studies use knowledge graphs (KGs) to provide logical reasoning (Yasunaga et al.,
2021; Zhang et al., 2022b). However, they focus on non-generative multiple-choice QA (MCQA),
neglecting the practicality of LFQA (see Appendix A). We introduce REVELIO, a plugin layer that
enables PLMs to craft answers by aligning parametric knowledge with an external KG, offering rea-
soning paths as support for decision interpretation. Our study delves into two closed-book LFQA
datasets by testing two million-scale PLMs. Quantitative and qualitative results show that REVELIO
provides reasoning pathways as the rationale behind a given answer while marginally improving per-
formance. Our code is open at https://disi-unibo-nlp.github.io/projects/revelio/.

2 METHOD

We introduce REVELIO, our proposed plugin layer to allow PLMs to communicate with an external
KG to provide answer-related reasoning paths to enhance interpretability (Figure 1).

Preprocessing. Given a question x, we use RAKE (Rose et al., 2010) to extract a set of keywords
K = {k1, . . . , k|K|}. We create |K| depth-d subgraphs G = {g1, . . . , g|K| | gi = ⟨Nr, E ,Ne⟩},
setting ki as the root node of gi, where d is a hyperparameter and ⟨Nr, E , Ne⟩ are relational triplets
with Nr, Ne, and E representing the root node, end node, and edges, respectively. For each k, we
perform an exact match on CONCEPTNET (Speer et al., 2016) to retrieve the corresponding depth-d
subgraph starting from k. Following Hu et al. (2022), we augment x by preceding each k with new
tokens <rel tok> and <node tok> to allow PLMs to interact with E and N , respectively. We
then define the REVELIO graph walk W = {w1, . . . , w|K|}, where wi is the path on gi starting from
ki. Iteratively, REVELIO adds a triplet (e.g., ⟨water, is-a, liquid⟩) to each wi, symbolizing a step in
the walk. For simplicity, we define the end node of the last triplet as Current Node, representing the
position of the model in the graph. Appendix C reports in-depth elucidation and ablation studies.

Execution. For each wi, REVELIO aims to select the next most salient node and inject the new infor-
mation from G into Hx—the last hidden state of x. To streamline, we explain the process for a single
k, but the same mechanism is run in parallel for each k ∈ K. The input of REVELIO is (Hx,G,W).
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Figure 1: The overview of REVELIO, our proposed approach.

ELI5 (2019) AQUAMUSE (2020)

Model (size) R1 R2 RL R BeS BaS R1 R2 RL R BeS BaS
T5 (base) 22.93 4.11 14.02 13.61 2.91 -2.48 30.09 7.98 19.67 19.09 11.61 -2.29

w/ REVELIO 23.01 4.26 14.17 13.73 3.10 -2.47 30.14 8.18 20.42 19.42 11.05 -2.43
T5 (large) 23.35 4.21 14.25 13.85 5.35 -2.31 30.87 8.95 20.74 20.03 17.52 -2.17

w/ REVELIO 23.57 4.26 14.16 13.91 5.06 -2.30 30.62 9.17 20.45 19.93 15.58 -2.11
BART (base) 23.21 3.33 13.16 13.15 -15.32 -5.40 24.11 4.72 17.14 15.23 -11.72 -5.41

w/ REVELIO 23.41 3.74 13.27 13.39 -14.22 -5.27 24.67 4.78 17.32 15.49 -10.98 -5.21
BART (large) 24.23 4.17 14.71 14.27 -7.54 -3.06 26.67 5.98 19.52 17.26 -5.28 -3.41

w/ REVELIO 24.62 4.23 15.12 14.56 -7.22 -2.58 26.53 6.12 19.41 17.23 -5.11 -3.59
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Figure 2: Results on the benchmarked datasets. The best intra-model score in the table is in bold.

First, we extract er, en from Hx, i.e., the <rel tok> and <node tok> embeddings, respectively.
We then linearly project er and apply a softmax operation to yield a probability distribution P(r)
over all possible edges (24 types in CONCEPTNET, e.g., is-a, is-composed-of ). Meanwhile, we
perform an attention operation to compare en with all neighbor nodes n of the Current Node of w,
producing a score se for each pair. The scores are then weighted by P(r), considering the relation
that links the Current Node and n. The node with the highest score is added to W . Then, all node
embeddings, weighted by their scores, are summed to en to inject KG information into the PLM.

3 EXPERIMENTS

Setup. We train and evaluate the two most popular million-scale PLMs, such as BART (Lewis et al.,
2020) and T5 (Raffel et al., 2020), with and without REVELIO on two closed-book public LFQA
datasets: ELI5 (Fan et al., 2019) and AQUAMUSE (Kulkarni et al., 2020). For all benchmarks, we
automatically evaluate models by reporting % of the F1 scores of ROUGE-{1,2,L} (Lin, 2004) and
R (Moro et al., 2023b) for syntactic matching, BERTScore (BeS) (Zhang et al., 2020) for semantic
assessment, and BARTScore-F (BaS) (Yuan et al., 2021) to judge factuality. We perform human
analysis using a direct comparison strategy that has been proven to be more reliable and less labor-
intensive than rating scales (Huang et al., 2023; Moro et al., 2023d). More details are in Appendix B.

Results. Figure 2 shows the overall results of REVELIO. In detail, the adoption of REVELIO over-
all slightly improves model performance across datasets and metrics in two different LFQA tasks.
This finding indicates the benefit of interacting with KGs to extract contextualized information. Hu-
man annotation (with an agreement of 78%) shows that 85% of the time REVELIO’s answers are
comparable or better than those of T5 (see Appendix B for details). Ablation studies are given in
Appendix C. Finally, graphical examples of reasoning paths are provided in Appendix D.

4 CONCLUSION

We present REVELIO, a flexible layer to enhance the output of current PLMs with interpretable
reasoning paths. Experiments on two closed-book LFQA datasets show that models equipped with
REVELIO generate better answers than their vanilla counterparts, paving the way for novel promising
KG interaction methods for LFQA. Limitations and future directions are discussed in Appendix E.
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A RELATED WORK

Currently, there is strong interest in explaining the reasoning behind the output of PLMs to enhance
interpretability (Frisoni & Moro, 2020). To this end, the synergy between KGs and PLMs has been
explored in the field of QA. QA-GNN (Yasunaga et al., 2021) extracts subgraphs for each possible
answer, and a multi-layer perceptron assigns the probability of being the correct answer. GREASE-
LM (Zhang et al., 2022b) extends the work by creating connections between KG and PLM. Other
solutions, such as CORN (Guan et al., 2022) and ACENET (Hao et al., 2022), improve graph process-
ing with PLM information and vice versa using different attention mechanisms. SAFE (Jiang et al.,
2022) simplifies the process by considering only relations, not nodes, proving that the relationships
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Table 1: Related works about the integration of QA and KG.

Model Task KG* Plug
†

Gen
‡

PLM (Size)

QA-GNN (Yasunaga et al., 2021) MCQA CONCEPTNET, UMLS,
DRUGBAN

✗ ✗
ROBERTA (large),
ARISTOROBERTA

GREASELM (Zhang et al., 2022b) MCQA CONCEPTNET, DESEASE DB ✗ ✗
ROBERTA (large),
SAPBERT

CORN (Guan et al., 2022) MCQA CONCEPTNET ✗ ✗ ROBERTA (large)

ACENET (Hao et al., 2022) MCQA CONCEPTNET ✗ ✗
ROBERTA (large),
ARISTOROBERTA,
SAPBERT

DRKL (Zhang et al., 2022a) MCQA CONCEPTNET, DESEASE DB ✗ ✗
ROBERTA (large),
SAPBERT

DRAGON (Yasunaga et al., 2022) MCQA FREEBASE, WIKIDATA,
CONCEPTNET

✗ ✓ ROBERTA (large)

GRAPEQA (Taunk et al., 2023) MCQA CONCEPTNET ✗ ✗
ROBERTA (large),
SAPBERT

SAFE (Jiang et al., 2022) MCQA CONCEPTNET ✓ ✗
ROBERTA (large),
ARISTOROBERTA,
BERT(large)

OREOLM (Hu et al., 2022) MCQA CONCEPTNET ✓ ✓ ROBERTA, T5(base/large)

REVELIO (Ours) LFQA CONCEPTNET ✓ ✓
T5 (base/large),
BART (base/large),

* The external knowledge graphs used.
†

✓ = the solution can be plugged into different PLMs with minimal effort and the paper contains experiments on that; ✗ = otherwise.
‡

✓ = the output is generated (i.e., abstractive); ✗ = otherwise.

Table 2: The number of trainable parameters of PLMs.

Model Parameters URL

BART-base 140M https://huggingface.co/facebook/bart-base
BART-large 400M https://huggingface.co/facebook/bart-large
T5-base 220M https://huggingface.co/t5-base
T5-large 770M https://huggingface.co/t5-large

REVELIO 2M -

are sufficient for this task. The paradigm change is given by DRAGON (Yasunaga et al., 2022), a gen-
erative model pretrained by coupling masked language modeling and link prediction, outperforming
all previous models in the QA task. So far, all models work by generating a probability over the
possible answers. Therefore, the applicability is narrowed to answer selection, i.e., MCQA, leaving
generative QA unexplored. OREOLM (Hu et al., 2022) tries to mitigate this problem using a gener-
ative model to produce a short answer. However, all these existing solutions focus on MCQA, with
the aim of guessing the most probable answer given a set of alternatives or generating an answer
composed of a few words. In this work, we address the generation of long and complex answers,
leveraging a KG to improve model performance and interpret the reasoning. Table 1 compares our
contribution with previous works.

B EXPERIMENTAL DETAILS

Models. BART is a transformer with quadratic memory and time complexity in input size character-
ized by a denoising pretraining objective. T5 is a quadratic transformer with a text-to-text objective.
Table 2 lists the number of parameters and the URL of the model checkpoints.

Datasets. ELI5 comprises question–answer pairs extracted from the Reddit forum “Explain Like
I’m Five.” AQUAMUSE collects query-based summaries of topic-related documents. In our exper-
iments, given the input question, we directly use the summary as the answer without providing the
source documents to the models. Table 3 provides the dataset statistics.2

2All datasets are publicly available in Hugging Face: https://huggingface.co/datasets/eli5
and https://huggingface.co/datasets/aquamuse.
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Table 3: Statistics of the datasets used as testbeds. All values are averaged except “# Instances.”

Source Target

Dataset Domain # Train # Dev # Test # Words # Words

ELI5 (2019) Commonsense 5000 100 1000 42.2 130.6
AQUAMUSE (2020) Commonsense 4555 440 524 15.5 105.9

Table 4: The settings of the evaluation metrics.

Metric Description Bound* Hyperparameters

ROUGE-1/2/L (Lin,
2004)

Lexical overlaps of unigrams (R-1), bigrams
(R-2), and longest common subsequence
(R-L).

[0, 1], ↑ rouge types=[“rouge1”,“rouge2”,“rougeL”],
use stemmer=True

R (Moro et al.,
2023b)

Aggregated ROUGE score penalizing re-
sults with discrepant R-1, R-2, R-L. [0, 1], ↑ /

BERTScore (Zhang
et al., 2020)

IDF-weighted n-gram alignment through
contextualized embeddings from
BERT (Devlin et al., 2019).

[−1, 1], ↑
model type=“microsoft/deberta-large-
mnli”, rescale with baseline=True,
batch size=32

BARTScore-F (Yuan
et al., 2021)

Estimation of BART (Lewis et al., 2020) of
how predictions and references are mutual
paraphrases.

[−∞, 0], ↑ checkpoint=“facebook/bart-large-cnn”,
batch size=4

* ↑ = the higher, the better.

0 5 10 15 20 25 30 35 40 45 50

REVELIO = PLM

REVELIO < PLM

REVELIO > PLM

%

Comparison Score

REVELIO > PLM 35%
REVELIO < PLM 15%
REVELIO = PLM 50%

Figure 3: Human evaluation results on 40 random samples of ELI5.

Metrics. Table 4 shows technical details on the automatic evaluation metrics used. Regarding hu-
man annotation, we provide three English-proficient QA researchers with 40 random test set ques-
tions from ELI5 and their corresponding gold and machine-generated answers from T5-base. We
ask the annotators to state which answer is the best in terms of correctness and informativeness w.r.t.
the given question. A tie is declared if the judge perceives that the two answers are of comparable
quality. We randomize the order of instances to guard the rating against being gamed. We collect
the responses and aggregate them using majority voting. The results are depicted in Figure 3.

Implementation Details. We fine-tuned the models using PyTorch and the HuggingFace library,
setting the seed to 42 to guarantee reproducibility. All PLMs are trained for 5 epochs with a learning
rate of 3e−5, using mixed precision and gradient checkpointing to preserve memory. We selected
the checkpoint that performed the best on the validation set at the end of each training epoch. Our
REVELIO layer uses a different optimizer whose learning rate is 1e−6 (see Appendix C for particu-
lars). At inference time, we use the beam search decoding with 3 beams, n-gram repetition blocks
for n>3, and an output length in [50, 140] tokens.

Hardware Configuration. We used a workstation with 4 Nvidia GeForce RTX3090 GPU of 24 GB
memory, 64 GB of VRAM, and an Intel® Core™ i9-10900X1080 CPU @ 3.70GHz processor.

C ABLATION STUDIES

To optimize hyperparameter selection, we conducted an extensive series of experiments using OP-
TUNA,3 a sophisticated open-source tool designed for hyperparameter optimization that inherently
supports parallelism. We configure OPTUNA to seamlessly integrate with SLURM, our resource
management system. This configuration allowed us to run parallel experiments efficiently on four

3https://optuna.org/
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Table 5: ROUGE scores with different hyperparameters. Left: a comparison of the number of
REVELIO layers (mean of up to 10 different settings). Right: different keyword extraction methods.

# Layers R1 R2 RL

1 20.65 2.81 10.32
2 21.83 3.45 12.71
3 21.81 3.59 12.78
4 20.93 3.06 12.21

Method R1 R2 RL

RAKE 21.64 3.71 13.09
JAKE 21.23 3.32 12.89
KEYBERT 20.79 3.02 11.97
YAKE 21.67 3.44 12.76

GPUs, while collecting all the data on a MySQL server located on a separate node for optimized
data handling. Table 5 reports the results of the ablation studies, performed with T5-base on ELI5.

Learning Rate Optimization. We started by identifying the optimal learning rate for training the
PLM with REVELIO. We differentiated between two distinct learning rates: lrR for custom layers
and lrP for the standard parameters of the model. Initially, we considered employing separate
optimizers for each set of parameters; however, empirical evidence suggested that it did not provide
a significant advantage. Consequently, we adopt a unified optimization approach. Through rigorous
testing, we determined that the most effective training occurred with lrR = 1e−6 and lrP = 3e−5.

REVELIO Layers. We experimented using REVELIO in different layers. We let OPTUNA decide
how many layers to use from 1 to 4, and which layers to alter. Our findings revealed that the
incorporation of 2 or 3 REVELIO layers yielded comparable effective results. Given this equivalence
in performance, we opt for 2 layers to minimize computational complexity and reduce the depth of
the graph G by 1 layer, thus streamlining the process. Subsequently, we conducted a more focused
experiment, fixing the layer count at 2 while using OPTUNA to identify the most impactful layer
positions. The most effective configuration emerged as a combination of the 3rd and 7th layers,
striking a balance between the early and later stages of information processing within the PLM.

Keyword Extraction Algorithm. Another key component investigated in the early phase was the
keyword extractor. We tested RAKE, JAKE, YAKE, and KEYBERT, which are state-of-the-art meth-
ods for keyword extraction. We up-limit the number of keywords to 5 via hyperparameter search to
mitigate possible noise. We observed that RAKE produced the most favorable results (see Table 5).
Regarding the exact match over CONCEPTNET, if the exact match of k fails, we drop k from K (a
scenario that occurs on average 1% of the time).

D OUTPUT ANALYSIS

Figure 4 shows graphical examples of reasoning paths. Table 6 reports some erroneous predictions.

Who is broadcasting Monday Night Football on <rel_tok> <node_tok> espn?

... The broadcast is also available on the ESPN Network Channels ...

ROOT-NODE, espn is-a, television_station related-to, channel

What happens during <rel_tok> <node_tok> spring that causes allergies?

It's a seasonal event that causes the body to react differently to different
weather conditions.

ROOT-NODE, spring related-to, vegetation is-a, organic_matter

Figure 4: Graphical examples of reasoning paths from ELI5.

8



Published as a Tiny Paper at ICLR 2024

Table 6: Erroneous output examples from ELI5.

#1 Question

How come we can not feel the heat of the inner earth if we are only 18 miles above it?

#1 Gold Answer

For the same reason we don’t burn to death when a steel forge is fired up from a mile away. The asthenosphere’s temperature is between
300 and 500 degrees Celsius. The earth’s crust, from the surface to the asthenosphere, is 30 to 50 miles thick. What’s more, the earth’s
crust has an extremely low thermal conductivity. No material exists that has a remotely sufficient specific heat capacity to transfer 500C
of heat through 18 miles of (highly insulating) earth.

#1 Generated Answer

The heat of the inner earth is absorbed by the air. It’s not like we can’t feel it, but it’s just that we’re only 18 miles above it. If you’re in a
high altitude, you can feel it.

#2 Question

God is a woman ariana grande writing credits?

#2 Gold Answer

“God Is a Woman” (stylized ”God is a woman”) is a song by American singer Ariana Grande. It was released on July 13, 2018, as
the second single from Grande’s fourth studio album Sweetener (2018). The song was written by Grande, Max Martin, Savan Kotecha,
Rickard Göransson and its producer Ilya.

#2 Generated Answer

God is a woman, a writer, and an actress. She is best known for her role in the television series The Greatest Showman, which premiered
on November 5, 2018. She is also known for playing the role of a female character in the TV series The Big Bang Theory.

E LIMITATIONS AND FUTURE DIRECTIONS

Future work should explore the following limitations.

Computational Intensity. Our solution requires the creation of a graph for each question, which
is not demanding at experimental time (i.e., for training and testing in existing datasets) because
graph creation is performed offline as a preprocessing phase. In contrast, in a real-world application
characterized by a flow of new user questions, there will be a waiting time due to this procedure.

Knowledge Base Dependence. Our method requires a knowledge base to work, which could be
challenging to find or create for a diverse range of cases, such as biomedical (Moro et al., 2022;
2023e) and legal applications (Moro & Ragazzi, 2022; Moro et al., 2023a).

Reasoning Paths Evaluation. There are no automatic evaluation metrics that can capture the use-
fulness of the reasoning paths provided. Even human analysis is not as simple as it may seem
because of the lack of a rigorous standard to follow.

Additional Tasks. As introduced in communication networks (Moro & Monti, 2012), tracking
and propagating knowledge refinements between graph nodes can beneficial for creating inter-
pretable pathways to support prediction in other real-world generative tasks such as text summa-
rization (Moro & Ragazzi, 2023; Moro et al., 2023c).

9


	Introduction
	Method
	Experiments
	Conclusion
	Related Work
	Experimental Details
	Ablation Studies
	Output Analysis
	Limitations and Future Directions

