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Abstract

Real-world objects frequently undergo state transformations. From an apple being
cut into pieces to a butterfly emerging from its cocoon, tracking through these
changes is important for understanding real-world objects and dynamics. However,
existing methods often lose track of the target object after transformation, due to
significant changes in object appearance. To address this limitation, we introduce
the task of Track Any State: tracking objects through transformations while de-
tecting and describing state changes, accompanied by a new benchmark dataset,
VOST-TAS. To tackle this problem, we present TubeletGraph, a zero-shot system
that recovers missing objects after transformation and maps out how object states
are evolving over time. TubeletGraph first identifies potentially overlooked tracks,
and determines whether they should be integrated based on semantic and proximity
priors. Then, it reasons about the added tracks and generates a state graph describ-
ing each observed transformation. TubeletGraph achieves state-of-the-art tracking
performance under transformations, while demonstrating deeper understanding of
object transformations and promising capabilities in temporal grounding and se-
mantic reasoning for complex object transformations. Code, additional results, and
the benchmark dataset are available at https://tubelet-graph.github.io.

1 Introduction

As the Greek philosopher Heraclitus noted, nothing is permanent but change. All around us, objects
undergo transformations that can dramatically alter their appearance, geometry, and sometimes even
their identities. In nature, seeds give birth to plants, chicks emerge from eggs and a caterpillar
metamorphoses into a butterfly, while in our homes we slice apples and tomatoes, fold clothes and
build up chairs from pieces of wood (Figure 1). Understanding and tracking these transformations
is important for modern vision systems. For instance, embodied agents like kitchen robots need
to understand object pre- and post-conditions (such as the locations of sliced pieces of apples) to
ground actions [22]. As another example, wildlife monitoring systems must recognize and keep
track of the the butterflies emerging out of their chrysalis to keep tabs on the insect population.
More generally, understanding and tracking object transformations can improve capabilities in
action-grounding [36, 50], video editing [24], and scene modeling for augmented reality [56].

With these motivations in mind, we seek a system that, given a video and a prompt specifying a
particular object, maps out how the object evolves over time, detects state changes, and tracks the
resulting objects of these changes. We call this problem Track Any State. We observe that this is
a strictly harder problem than object tracking on the one hand (which does not care about object
transformations) and recognizing state change on the other (which does not track the change pre- and
post-conditions in space and time). Combining tracking with state change produces a more complete
representation that is useful for downstream tasks (Figure 1, bottom).

However, even the simpler problem of tracking objects through state transformations is challenging
for existing methods. Object trackers of all kinds (be they based on template matching [18], optical
flow [40], or supervised neural networks [35]) rely primarily on objects appearance, assuming that
they do not change drastically across time. However, as shown in Figure 1, transformations or state
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Figure 1: (top) Given a video and a object mask as prompt, TubeletGraph tracks the object consistently,
while building a state graph for each detected transformation and its resulting effect. (bottom)
Compared to existing object trackers (SAM2 [35]) or video Q&A systems (GPT-4 [1]), TubeletGraph
predicts complete object tracks while providing spatiotemporal grounding for the transformation.

changes can alter object appearance significantly: e.g. from a red apple to a pile of white flesh pieces,
or from a chrysalis to an empty chrysalis shell and a butterfly. These drastic changes cause existing
trackers to fail in the face of these transformations, precluding any understanding of the state change.

Intriguingly, we find that the errors caused by tracking through state change are typically one-sided
– when object appearance changes, the model is likely to predict the initial prompt object to be
“missing”, leading to false negatives. This observation offers an opportunity: if we can detect when
these false negatives occur, we can attempt to both recover the missed object and understand the
transformation that caused the error in the first place. To do this, we must answer two questions.
First, when and where can we recover the missed object? In particular, how do we navigate the
exponentially large search space among all pixels in the video to find the missing object? Second,
how can we model the underlying transformations and resolve any object ambiguity after a state
change? For instance, how can we name the transition and resulting objects in Figure 1 (bottom)?

We answer these two questions with TubeletGraph, a novel zero-shot framework for tracking and
understanding object transformations in videos. First, to recover the missed object, we propose a
new representation that dramatically reduces the search space. This representation tracks every entity
in the video from the first frame and initiates new tracks in intermediate frames wherever there are
untracked pixels. This produces a soup of “tubelets”. Finding the missing post-condition object of a
transformation then boils down to finding the right tubelet. By reasoning jointly about the semantics
and spatial proximity of each tubelet, we demonstrate effective recovery of the missing object.

Second, we use the emergence of these new tubelets as a marker for when state transformations
happen. We then query existing multi-modal LLMs [1] to describe the transformation and the
resulting objects in natural language to produce a corresponding state graph. Together with the
tracked tubelets, we can build a complete representation of the object’s evolution over time. An
example of TubeletGraph’s output is shown in Figure 1 (top). In sum, our contributions are:

(1) We introduce Track Any State: tracking objects through transformations while detecting and
describing state changes, accompanied by VOST-TAS, a new benchmark dataset.

(2) We propose TubeletGraph: a zero-shot framework that recovers missing objects post-
transformation by using a spatiotemporal partition of the video and constructs a state graph to
detect and describe the underlying transformations.

(3) We demonstrate both state-of-the-art tracking performance under transformations as well as
effective detection and description of the transformation itself.
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2 Related Works

2.1 Object Tracking

Benchmarks. Object Tracking [37] aims to segment a target object in a given video. Similar to
Semi-supervised Video Object Segmentation (VOS) [46, 31, 32], the target object is specified via a
mask in the initial frame. In addition, recent benchmarks are proposed to address more challenging
scenarios, including long videos [16, 21], crowds and occlusions [10, 13], and object motions [9, 13].

Methods. To predict consistent object tracks, prior works have mostly relied on appearance similari-
ties via online feature finetuning [3, 4, 27], template matching [17, 43, 49], or attention-based memory
reading [7, 28, 29, 51, 52, 6]. Recently, SAM2 [35] was proposed to extend Segment Anything
Model (SAM) [19] for interactive video segmentation. By incorporating a memory-attention mecha-
nisms, SAM2 enables object tracking by establishing consistent temporal object correspondences.
SAM2Long [11] extends SAM2 and addresses error accumulation in long videos by maintaining
multiple candidate tracks in a constrained tree search. Also, SAMURAI [48] introduces motion-based
memory selections to handle crowded scenes with fast-moving or self-occluded objects. In addition,
DAM4SAM [42] introduces a distractor-resolving memory to handle visually similar distractors.

While SAM2 and its variants demonstrate impressive results, they struggle when object appearance
changes due to transformation. In our work, we first identify and reason about objects that are origi-
nally missed by SAM2 due to their transformations. Upon their successfully retrieval, TubeletGraph
proceeds to leverage them as markers for event boundaries [55] to construct a state graph describing
the transformations that cause the false negative errors as well as the recovered object themselves.

2.2 Understanding Object Transformations

Understanding object transformations in videos has been well-studied. VOST [41] and VSCOS [53]
propose to focus on object transformations from human actions in ego-centric datasets [8, 14].
Similarly, M3-VOS [5] extends the focus to objects undergoing phase (gas/liquid/solid) transitions.
By assuming that object disorder increases through transformations, Re-VOS [5] propose to combine
forward and reverse memory to improve object tracking through transformations.

Beyond object tracking, DTTO [45] provides box-level annotations for transforming objects while
HowToChange [47] focuses on open-world localization of three stages (initial, transitioning, and
end states) of object transformation. Also, WhereToChange [26] annotates spatially-progressing
object state changes with the actionable and transformed object regions. For HowToChange [47]
and WhereToChange [26], pseudo-labels are generated from off-the-shelf vision-language systems
to train a video model for the respective task. Building upon the spatially-progressing state change
segmentation maps, SPARTA [25] demonstrates real-world robotic manipulation capabilities such as
spreading, mashing, and slicing.

In comparison, we focus on Track Any State, simultaneously tracking objects through transformations
and detecting and naming the transformation.

2.3 Vision and Language

Recently, multi-modal systems have been proposed to integrate vision and language to understand
and predict across modalities. CLIP [34] learns visual concepts from natural language captions
via contrastive learning. From a shared embedding space for image and text, it enables zero-shot
transfer to downstream tasks. FC-CLIP [54] further demonstrates this capability by predicting
open-vocabulary segmentation using a frozen CLIP backbones. Finally, multi-modal LLMs such as
GPT-4 [1] and Gemini [39] can reason about the visual/textual queries and generate natural language
responses to further aid down-stream tasks [23, 12, 44, 15, 38].

In our work, we leverage CLIP to semantically reason about candidate spatiotemporal tubelets.
Furthermore, by prompting GPT-4 [1] with the retrieved candidates, TubeletGraph constructs a state
graph by parsing the description of the transformation and the resulting transformed objects.
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3 Method

3.1 Task Formulation

In this paper, we propose the problem of Track Any State: tracking objects through transformations
while detecting and naming the transformation.

Concretely, the input is a video V = {It} and a binary mask M1 in frame I1 as the initial object
prompt. The output is two-fold:

(1) A collection of tracks T = {T 1, . . . Tn}, where each track T i corresponds to a mask Mi
t at

each time step t. We allow for a collection of tracks rather than a single track because when
objects undergo state change, they may break up into multiple independent parts; all of these
are supposed to be tracked. Thus, T should track all segments that were created from the
original object.

(2) A collection of state changes S where each state change s ∈ S is represented by a tuple
(t, Tpre, Tpost, D). Here t is the time step where the change happened, Tpre is the set of tracks
involved before the change, Tpost is the set of tracks involved after the change and D is a
description of the change.

This output can be visualized as in Figure 1, where each track in T is visualized as masks of a specific
color, and the set of state changes S are visualized as a graph over the color-coded tracks.

Overview of approach: We now describe our approach, which we call TubeletGraph. Briefly, our
approach first partitions the video into a set of tubelets P , which are partial tracks by SAM2 and
as such are delimited by appearance changes (Figure 2, top) . We then use notions of spatial and
semantic proximity to the user prompt to decide which tracks to include in T (Figure 2, middle-left).
For each track that gets added, we prompt a vision-language model to name the state change and
the pre- and post-effects (Figure 2, middle-right). The end result is consistent object tracks through
transformation and a state graph that describes the underlying transformation and resulting objects in
natural language (Figure 2, bottom).

We now describe each step of this pipeline in detail.

3.2 Partitioning the Video into Tubelets

When objects undergo transformations, existing methods like SAM2 [35] often fail because (1)
appearance information is no longer reliable when the object transforms, and (2) the assumption
that the target object remains as a singular connected component no longer holds when the object
fragments or decomposes.

As a result, these limitations often manifest in false negative errors. In the example of “taking a sheet
of foil out of the foil box” (Figure 2), the appearance and geometry of the foil box object can change
drastically, while a sheet of foil separates from the box. If we only track the foil box (denoted in a
pink contour) from the first frame, the foil sheet (an additional connected component with minimal
appearance similarity) will be ignored in later frames.

To retrieve missing tracks like this and capture the full transformation of the object, we construct a
spatiotemporal partition of the video P (Figure 2, top) to drastically reduce the search space. We first
adopt an entity segmentation model, CropFormer (CF) [33], to obtain a complete spatial partition E1
of the initial frame I1.

E1 = CF(I1) ∪ {M1} (1)

where E1 represents the set of entity masks (including the object prompt M1) in frame I1.1 Then, we
track each entity ei1 ∈ E1 via SAM2 [35] to obtain a pool of tubelets Pinit = {Pi}i=1, where each
tubelet Pi = {eit}Tt=1 represents the evolution of entity ei1 in the given video.

As one temporally progresses in the video, there will naturally be track-less regions where none of
the initial tracked entities in Pinit are present. Thus Pinit is an incomplete spatiotemporal partition
of the video. To complete this partition, we initialize the spatiotemporal partition P with Pinit and

1Please refer to Appendix A.3 on resolving overlaps between the automatically segmented entities and M1.
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Table 1: Tracking Performance on VOST [5] and M3-VOS [1]. Zero-shot methods are marked as 7
under Finetune.

Method Finetune DAVIS17 val M3-VOS core M3-VOS val VOST val

J Jtr J Jtr J Jtr J Jtr

SAM2.1 VOST train 85.4 82.4 66.0 56.7 74.4 64.8 54.4 36.4

SAM2 7 85.5 82.3 65.2 54.1 71.3 59.8 46.1 29.4
SAM2.1 7 85.7 83.0 65.4 51.6 71.3 59.3 48.4 32.4
SAMURAI 7 85.6 82.7 67.9 56.9 72.6 61.6 49.8 34.0
ReVOS 7 86.0 84.8 66.3 55.8 75.6 66.5 41.0 25.3
Ours 7 85.7 82.9 65.2 52.4 73.7 63.6 51.3 37.4

Table 2: Ablation on New Track Reasoning on VOST [5].

Method ST S P J J S J M J L P R Jtr J S
tr J M

tr J L
tr Ptr Rtr

SAM2 (ft) 54.4 46.2 53.8 73.1 70.9 65.5 36.4 25.7 35.1 61.3 53.2 45.4
SAM2 48.4 40.7 50.0 63.0 71.3 54.5 32.4 21.2 34.3 54.2 58.5 34.7

3 48.3 39.5 51.1 63.4 62.6 65.0 34.9 22.9 38.9 55.3 47.5 49.4
Ours 3 3 50.0 41.3 51.8 66.3 66.9 63.7 36.7 25.3 39.1 58.2 52.8 48.2
(SAM2) 3 3 50.8 41.3 53.2 67.8 67.7 63.9 36.7 23.6 40.5 59.5 54.9 47.2

3 3 3 51.3 42.5 52.3 68.8 69.3 62.8 37.4 25.1 40.1 60.4 56.4 46.3

5 Conclusion90
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Figure 2: Overview of the proposed TubeletGraph. (1) Given a video and an initial prompt object
mask, we first partition the initial frame via CropFormer (CF) [33] and track every region forward in
time via SAM2 [35]. For each empty region at a later frame, we initiate a new track if an entity at that
frame can match with it. In the end, we would obtain a spatiotemporal partition of the video. (2) For
each later-emerged entity region, we reason about its proximity and semantic consistency with the
prompt object and only recover regions that satisfy both. (3) For each recovered region, we prompt
multi-modal LLMs to describe the transformation and resulting objects. (4) From this, TubeletGraph
achieves consistent tracking of transformation objects while mapping every transformation and
resulting regions in a state graph representation.

incrementally add new tracks to P by initializing a track whenever track-less regions emerge. Con-
cretely, we iterate through the frames and in every frame t > 1, we compute the entity segmentation
Et = CF(It). For each entity êjt ∈ Et, we initiate a new track if less than τcoverage of its area is covered
by an existing track. This new track T ′ starting from entity êjt is then added to P . This process
ensures that the tracks in P cover almost all of the pixels in the video.

The benefits of the spatiotemporal partition P are three-fold: (1) It forces every region in the video
to be associated with some partition tubelet, maximizing the likelihood of object retrieval. (2) It
reduces the complexity of the searching problem by reformulating a continuous problem of “where is
the missing object in each frame” to a simpler discrete problem of “which partition tubelet is a real
missing object.” (3) It narrows down the set of candidate tubelets to only the ones added after the
initial frame, since all tracks in the initial frame that are not the prompt can be immediately rejected.
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3.3 Reasoning about New Candidate Entities

While P contains all tubelets that emerge after the initial frame, not every entity track discovered in
a later frame is a real missing object. They can be new objects introduced in later frames, existing
objects that are under-segmented in the initial entity segmentation, or missing products of the target
object’s state change that we wish to recover. Thus, we need a way to identify the latter from other
irrelevant regions.

Here, we make two assumptions about object transformations in the real-world: (1) An object’s
location does not change drastically in a short period of time (e.g. an emerging butterfly is near its
chrysalis), and (2) an object’s identity and semantics cannot be significantly altered by transformations
(a chrysalis can turn into a butterfly, but not a bird).

From this, we define two requirements that a candidate tubelet in P must satisfy to be considered as a
missing object: spatial proximity and semantic consistency.

Spatial Proximity. By assuming temporally smooth object motions, the tubelets that were initiated
near the prompt object track are more likely to be genuine missed objects. To estimate the spatial
region where the transformed object might be located, we leverage the multiple candidate masks
predicted by SAM2. These multiple masks {mj

t}3j=1, originally intended to capture ambiguity in the
user prompts, can also capture the ambiguity of prompt object segmentation during transformation.
For a candidate track C = {cs, cs+1, ..., cT } that begins at frame s, and the prompt object track
P = {p1, p2, ..., pT }, we compute the following spatial proximity measure:

Sprox(C,P ) = max
j∈{1,2,3}

|cs ∩mj
s| / |cs| (2)

where {mj
s}3j=1 corresponds to prediction ps. Intuitively, Sprox captures the maximum overlap of the

candidate track with any of {mj
t}3j=1 at the frame where the candidate first appear. We consider a

candidate proximal if Sprox(C,P ) > τprox.

Semantic Consistency. While the proximity prior eliminates candidate tracks that do not initiate
nearby the prompt object, it is not sufficient by itself.

Consider the case of pulling out a sheet of foil (Figure 2, middle-left). The hands emerge in view
holding the foil, but they should not be considered as the prompt object due to clear inconsistent
semantics. To model this, we introduce a semantic consistency prior that assumes semantic alignment
between a candidate entity and the prompt object. For a given mask M and frame I , we compute the
masked CLIP [34] feature f(M, I) = Pool(CLIP(I),M) via mask-pooling [54].

For a candidate track C = {cs, cs+1, ..., cT } that begins at frame s, and the prompt object track
P = {p1, p2, ..., pT }, we compute the semantic similarity as:

Ssem(C,P ) = max
i∈{1,...,s−1},j∈{s,...,T}

f(pi, Ii) · f(cj , Ij)T (3)

Ssem captures the maximum pairwise similarity between the prompt track (prior to the candidate’s
emergence) and any mask in the candidate track. We consider a candidate semantically consistent if
Ssem(C,P ) > τsem.

Reasoning with Constraints. By combining these two prior constraints, we only recover candidate
tracks that are both semantically consistent and spatially proximal to the prompt object. As illustrated
in Figure 2 (middle-left), this successfully removes false-positive candidates (e.g. cooking utensils
and actor’s hands) while retaining the genuine candidate (e.g. foil sheet).

Formally, we predict the set of valid continuation tracks as:

V = {C ∈ P | C begins at t > 0, Sprox(C,P ) > τprox and Ssem(C,P ) > τsem} (4)

By combining V with the original prompt track P , we form the final tracking result T that successfully
captures the complete prompt object through transformation.

3.4 Understanding Object Transformation

After recovering all candidate tracks that satisfy the two constraints, we leverage their emergence as
indicators for when state transformation have occurred. For each valid continuation track C ∈ V that
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Table 1: Object Tracking Performance on VOST [41] validation set. We compare multiple variants
of TubeletGraph against base SAM2.1 and SAM2.1 (ft), which is finetuned on VOST train split.
ST, S, and P indicate spatiotemporal partition, semantic consistent constraint, and spatial proximity
constraint, respectively. J and Jtr measure tracking performance for the entire and last 25% of the
video, while P and R measure per-pixel precision and recall.

Method ST S P J J S JM J L P R Jtr J S
tr JM

tr J L
tr Ptr Rtr

SAM2.1 (ft) 54.4 46.2 53.8 73.1 70.9 65.5 36.4 25.7 35.1 61.3 53.2 45.4
SAM2.1 48.4 40.7 50.0 63.0 71.3 54.5 32.4 21.2 34.3 54.2 58.5 34.7

✓ 48.3 39.5 51.1 63.4 62.6 65.0 34.9 22.9 38.9 55.3 47.5 49.4
Ours ✓ ✓ 50.0 41.3 51.8 66.3 66.9 63.7 36.7 25.3 39.1 58.2 52.8 48.2
(SAM2.1) ✓ ✓ 50.8 41.3 53.2 67.8 67.7 63.9 36.7 23.6 40.5 59.5 54.9 47.2

✓ ✓ ✓ 51.0 41.3 53.3 68.9 68.1 63.8 36.9 23.6 40.5 60.6 55.2 47.2

begins at frame s, we wish to know what transformation occurred and what are the resulting objects.
As shown in Figure 2 (middle-right), we draw contours on the initial frame I1 and frame Is and query
multi-modal LLMs to provide a brief description for the transformation and object identity.

After parsing the natural language outputs, we construct the state graph as shown in Figure 2 (bottom).
This state graph S provides a rich, structured representation of object transformations throughout the
video, beyond consistently tracking the prompt object through transformation.

4 Experiments

Datasets. VOST [41] is curated from ego-centric videos in Ego4D [14] and EPIC-Kitchens [8]
that contain object transformations from actor-object interactions. The validation set contains 70
videos with an average of 22.3 seconds captured at 60 fps, with 114 object masklets annotated at
5 fps. VSCOS [53] is constructed in a similar fashion from EPIC-Kitchens [8]. Its validation set
contains 98 videos with an average of 7.5 seconds captured at 60 fps and object mask annotated at 1
fps. M3-VOS [5] models object phase changes and contains limited camera motion due to its source
from online videos. The entire dataset serves as evaluation, containing 479 videos, 526 masklets,
with an average of 14.3 seconds captured at 30 fps. Also, we evaluate on DAVIS 2017 [32] to confirm
tracking performance for objects that are not undergoing transformations.

VOST-TAS (Track Any State): We introduce a new benchmark for evaluating the proposed task by
manually annotating transformations in the VOST [41] val set. Each object instance includes a list of
transformations with temporal boundaries (start/end frames), action verb descriptions, and a list of
resulting objects with segmentation masks and text descriptions on the end frame per transformation.
In total, it contains 57 video instances, 108 transformations, and 293 annotated resulting objects.2

Implementation Details. For TubeletGraph, we adopt SAM2.1-L [35], CropFormer-Hornet-
3X [33], FC-CLIP-COCO [54]. Hyperparameters for all three models are kept as default and
not tuned further. In addition, we adopt GPT-4.1 [1] and keep sampling temperature at 0. To reason
about new candidate entities, we select τprox = 0.3 and τsem = 0.7 after sweeping intervals of 0.1 on
VOST train split that is similar sized as VOST val and applied to other datasets without any further
modification. In addition, we arbitrarily ignore any entities smaller than 1/252 of the video frame
and set the coverage threshold for initiating new tracks τcoverage = 0.25 without further tuning.

4.1 Object Tracking

To measure object tracking performance, we follow VOST [41] and report Jaccard J and Jtr (only
over last 25% frames), along with per-pixel precision P and recall R. For a more fine-grain analysis,
we divide each dataset into three equal subsets: small (S), medium (M), and large (L), based on the
average object size throughout the video.

2Please refer to Appendix A.1 for details regarding VOST-TAS construction and visualization.
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Table 2: Tracking Performance on VOST [41], VSCOS [53], M3-VOS [5], and DAVIS17 [32]. J
and Jtr measure tracking performance for the entire and last 25% of the video, respectively. Best
performance is bolded and second bests are underlined.

Method Detects + VOST val VSCOS val M3-VOS val DAVIS17 val

Describes Changes J Jtr J Jtr J Jtr J Jtr

XMem [7] ✗ 36.1 24.7 69.9 64.6 69.7 60.1 82.9 81.0
Cutie [6] ✗ 41.1 25.5 70.9 67.1 74.5 64.7 84.6 82.0
ReVOS [5] ✗ 41.0 25.3 - - 75.6 66.5 86.0 84.8

SAM2 [35] ✗ 46.1 29.4 72.5 67.1 71.3 59.8 85.5 82.3
SAM2Long [11] ✗ 46.4 29.1 73.0 68.6 70.2 58.7 87.1 85.5
SAM2.1 [35] ✗ 48.4 32.4 72.0 66.9 71.3 59.3 85.7 83.0
DAM4SAM [42] ✗ 48.8 33.6 71.3 66.0 72.2 61.3 86.2 84.2
SAMURAI [48] ✗ 49.8 34.0 71.8 66.9 72.6 61.6 85.6 82.7
Ours ✓ 51.0 36.9 75.9 72.2 74.2 64.4 85.6 82.5

Analysis on VOST. Table 1 presents the comparison between variants of TubeletGraph, the base
SAM2 model, and SAM2 fintuned on the VOST training set. The top half of Table 1 first demonstrates
an imbalanced error distribution for base SAM2: while precision P remains at over 70%, recall R
languishes below 55%. This gap indicates that false negative errors are more than twice as frequent as
false positives when tracking transforming objects, further confirming our observation that appearance-
driven trackers struggles primarily with missed tracks than wrong tracks. As expected, finetuning
SAM2 on the VOST yields substantial improvements across the board, with notable increase in recall
54.5 to 65.6 while maintaining precision. While finetuning shows clear benefits, it is limited by the
extensive annotation cost for each specific transformation domain which reduces generalizability. In
contrast, TubeletGraph is training-free, offering zero-shot capabilities and improved generalization.

The bottom half of Table 1 demonstrates the effectiveness of TubeletGraph. First, the proposed
spatiotemporal partition is effective in providing candidate objects for retrieval. If every later-emerged
object from the partition is incorporated into the prediction, the overall recall (R) is comparable to
the finetuned SAM2 model and surpasses it in the last 25% frames (Rtr). However, as expected, this
aggressive recovery comes at a cost of reduced precision (-8.7 for P and -11 for Ptr).

By introducing the proposed semantic consistency and spatial proximity constraints, we can improve
this precision-recall tradeoff. Notably, we are able to improve precision (+5.5 for P and +7.7 for
Ptr) while minimizing reduction in recall (-1.2 for R and -2.2 for Rtr). While semantic prior brings
marginal improvement when proximity prior is already considered, the consistent gain across all
metrics suggests its necessity (e.g., rejecting false positive entities that are close to the tracked object).

As a result, TubeletGraph is able to improve J by 2.6 points from the base SAM2 while surpassing
the finetuned SAM2 in Jtr. Finally, we obtain p-values of 0.026 for J and 0.008 for Jtr from a paired
t-test between the base SAM2.1 and TubeletGraph, giving statistical significance to our improvement.

Main Results. Table 2 showcases a comprehensive comparison of tracking performance between
our TubeletGraph and state-of-the-art baselines across four VOS benchmarks datasets3. Notably,
TubeletGraph is the only method capable of not only tracking objects under transformations but also
detecting and describing these state changes. Along with this additional capability, TubeletGraph
achieves state-of-the-art performance on both VOST and VSCOS datasets, both focusing on trans-
forming objects in ego-centric domains. When evaluated on M3-VOS, TubeletGraph outperforms
all SAM-based variants and achieves results comparable to the best performing ReVOS. Finally, we
measure all method performances on DAVIS17. Encouragingly, TubeletGraph performs comparably
to all baselines, indicating that our approach of adding new tracks induces minimal false positives
when tracking objects without transformations.

Qualitative Results. Figure 3 showcases our proposed system. Compared to prior works that miss
object components due to transformations, TubeletGraph recovers the missing objects and leverage
them as markers to describe the underlying transformation that caused the false negatives.

3Complete tracking results for VSCOS [53] and M3-VOS [5] are found in Appendix A.4
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Figure 3: Qualitative Results on VOST val. We showcase TubeletGraph’s tracking and state graph
predictions on top, with comparisons against baselines at a particular ending frame at the bottom.

4.2 Transformation State Graph

To evaluate state graph quality, we report precision TP and recall TR for temporal localization within
annotated transformation boundaries, and description accuracy for correctly localized action verbs
(AV ) and resulting objects (AO) with IoU > 0.5. Finally, we combine these into two metrics:
spatiotemporal recall HST (correctly detects transformation within boundaries and finds all objects
with IoU > 0.5) and overall recall H (additionally requiring correct action and object descriptions).4

Temporal Localization. We first report precision TP and recall TR for temporal localization. As
shown in Table 3, TubeletGraph achieves TP = 43.1 and TR = 20.4 on VOST-TAS. While the
precision is moderate, the relatively low recall indicates that many ground truth transformations are
not detected within the annotated temporal boundaries. This stems from the passive detection of trans-
formations, as they are only triggered when a false-negative object is recovered. For transformations
that do not alter object appearances, accurate tracking would prevent transformation detection.

Semantic Accuracy. We then evaluate the semantic quality of predicted action verbs (SV ) for
transformations that are correctly localized temporally, and resulting object descriptions (SO) for
objects that are matched with IoU> 0.5. As shown in Table 3, TubeletGraph achieves SV = 81.8
for action verbs and SO = 72.3 for resulting objects, demonstrating accurate description of the
VLM-based reasoning module. Finally, since SV and SO are computed only on successful matches,
they represent the description quality conditional on successful temporal/spatial localization.

4More details regarding metric computations are found in Appendix A.2.
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Table 3: Object tracking ablation on VOST [41] and state graph results on VOST-TAS. J and Jtr

measure tracking performance, SV and SO measure semantic accuracy of the state graph, TP and TR
measure the precision and recall for temporal localization, while HST and H measures the combined
transformation recall. SV and SO are shown in gray as the relative accuracies vary across methods.

Entity Tubelet Track Semantic Sim. VLM Tracking Sem. Acc. Temp. Loc. Overall

J Jtr SV SO TP TR HST H
SAM [19] ✓ ✓ ✓ 49.2 34.7 81.0 72.9 36.8 19.4 10.2 0.9

✓ Cutie [6] ✓ ✓ 47.6 33.9 91.7 80.6 32.4 11.1 6.5 2.8
✓ ✓ DINOv2 [30] ✓ 50.9 36.7 81.0 83.3 42.0 19.4 12.0 5.6
✓ ✓ ✓ Qwen [2] 51.0 36.9 31.8 44.6 43.1 20.4 12.0 1.9

CF [33] SAM2.1 [35] CLIP [54] GPT4.1 [1] 51.0 36.9 81.8 72.3 43.1 20.4 12.0 6.5

Overall Performance. Finally, we compute spatiotemporal recall HST (correct temporal localiza-
tion with every resulting object matched with IoU > 0.5) and overall recall H (additionally requiring
all correct semantic descriptions). As shown in Table 3, TubeletGraph achieves HST = 12.0 and
H = 6.5. This reflects the significant difficulty of transformation prediction in unconstrained ego-
centric videos. As the first approach to jointly tackle object tracking and state graph prediction, these
results establish a baseline for Track Any State and highlight clear directions for future work.

4.3 System Analysis and Discussion

Robustness. We first systematically ablate each component by while keeping other modules fixed
(Table 3). When replacing CropFormer [33] with SAM automasks [19] for entity detection, tracking
performance reduces by 1.8 in J , which is mainly attributed to SAM being less reliable for small
objects (Table 4). Replacing SAM2.1 [35] with Cutie [6] for tubelet propagation results in a more
significant degradation (−3.4 in J and −9.3 in TR), indicating the importance of accurate tubelet
tracking. For semantic filtering, swapping CLIP [54] with DINOv2 [30] yields comparable tracking
performance. Finally, replacing GPT-4.1 [1] with Qwen-2.5VL [2] dramatically impacts semantic
accuracy, demonstrating high-quality VLM reasoning is critical for accurate semantic descriptions.

Additionally, we find TubeletGraph to be highly robust to the filtering hyperparameters. On M3-
VOS [5] and VSCOS [53], we obtain a robust range of (72.8, 74.3) and (75, 75.9) for J , respectively,
after sweeping τprox between 0.1 and 0.5 and τsem between 0.5 and 0.9 in intervals of 0.1 (Table 6).

Computational Efficiency. The main efficiency bottleneck of TubeletGraph is constructing a
spatiotemporal partition by tracking every spatial region, which costs on average 7 seconds per
frame on VOST [41] with one NVIDIA RTX A6000 GPU. Although limiting real-time applications,
TubeletGraph’s unique capabilities to track objects while detecting and describing transformations can
be very useful; e.g., producing training annotations on recorded demonstrations for robots, analyzing
compliance videos on the factory floor, understanding animal developments from camera traps. In
these applications, understanding and tracking object transformations is critical, and real-time is not
needed. Finally, the spatiotemporal partition can be adapted to multi-object tracking with little-to-no
additional cost, amortizing the computational time when tracking multiple objects simultaneously.

5 Conclusion

In this work, we introduce the problem of Track Any State, tracking objects through transformations
while detecting and describing the transformation. We proposed TubeletGraph, a zero-shot system
that recovers missing objects after transformation and leverage them as “landmarks” to reason and
describe them. Our approach achieves state-of-the-art tracking performance under transformation
while demonstrating promising capabilities in spatiotemporal grounding of object transformations.

Limitations and Broader impacts. Beyond high computational cost, the modular design of Tubelet-
Graph may pose potential challenges for systematic error attribution and diagnosis. Finally, our work
does not introduce any foreseeable societal impacts, but will generally promote more robust and
informative tracking systems for robotics and general vision systems. 5

5Please refer to Appendix A.5 for additional discussions on error analysis and broader impacts.
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A Appendix

A.1 VOST-TAS Dataset

Dataset Overview. We introduce VOST-TAS (TrackAnyState), an extended version of the VOST
validation set [41] with explicit transformation annotations. Given a video sequence V = {It}Tt=0
where It denotes the frame at time t, we annotate each temporal segments corresponding to object
state transformations. In total, VOST-TAS contains 57 video instances, 108 transformations, and
293 annotated resulting objects. Qualitative examples are provided in Figure 4 and the full dataset is
available at https://github.com/YihongSun/TubeletGraph.

Dataset Details. For each video instance, we manually label a corresponding annotation A =
(tstart, tend,Γ). Here, tstart = 0 denotes the initial annotation frame; tend ∈ [0, T ] denotes the terminal
annotation frame; and Γ = {τi}Ni=1 containing the set of N transformations.

In addition, each transformation τi is formally represented as a tuple as τi = (ts
i, t

e
i, vi,Oi). Here,

ts
i, t

e
i ∈ [tstart, tend] define the temporal start/end boundaries of the transformation; vi contains the

free-text descriptions of the transformation; and Oi = {(Mi,j , di,j)}Ki
j=1 is the set of Ki resulting

objects, where Mi,j denotes the segmentation mask and di,j the textual description, both annotated at
frame te

i .

Annotation Protocol. We employ the following criteria to ensure consistency and quality:

(1) Physical Separability: Resulting objects are considered distinct if they are physically separable,
even if visually contiguous and semantically identical.

(2) Diversity Constraint: To allow diversity in the transformations, annotation process terminates
when an action-object pair (v, o) occurs more than three times in a row. Similarly, duplicated
objects in the same video with identical descriptions and associated actions are excluded. The
early-stopped annotation would lead to terminal annotation frame tend < T .

(3) Quality Filtering: Transformations are excluded if the target object is not clearly visible during
transformation or if the state change is ambiguous.

A.2 Track Any State Evaluation Metrics

We evaluate state graph quality across two dimensions: temporal localization and semantic accuracy
on the VOST-TAS Dataset.

Temporal Localization Metrics. To assess the temporal localization of predicted transformations,
we measure precision TP and recall TR using bipartite matching between predicted timestamps and
ground truth temporal ranges.

Given a video instance with ground truth annotation (tstart, tend,Γ) and transformation intervals
Γ = {(ts

i, t
e
i, vi,Oi)}Ng

i=1 containing Ng transformations, we obtain all predicted transformation
timestamps between tstart and tend, denoted as P = {tpred

j }Np

j=1. From this, we construct a cost matrix
C ∈ {0, 1}Ng×Np where

Cij =

{
0 if tpred

j ∈ [ts
i, t

e
i]

1 otherwise
(5)

We then apply the Hungarian algorithm [20] to find the optimal assignment minimizing total cost.
Predictions matched with cost 0 are counted as true positives (TP), while unmatched predictions
contribute to false positives (FP) and unmatched ground truths to false negatives (FN). Precision TP
and recall TR are then computed as:

TP =
TP

TP + FP
, TR =

TP
TP + FN

(6)

15

https://github.com/YihongSun/TubeletGraph


[frame=0] [frame=54] [frame=112] [frame=142]

obj=2: cream_or_frosting_drawing

obj=1: bag_of_cream_or_frosting

Transformation #3: [frame=118 : 142]

action: squeeze,draw,paint

obj=3: cream_or_frosting_drawing

obj=4: cream_or_frosting_drawing

obj=2: cream_or_frosting_drawing

obj=1: bag_of_cream_or_frosting

Transformation #2: [frame=59 : 112]

action: squeeze,draw,paint

obj=3: cream_or_frosting_drawing

obj=2: cream_or_frosting_drawing

obj=1: bag_of_cream_or_frosting

Transformation #1: [frame=6 : 54]

action: squeeze,draw,paint

obj=1: <PROMPT>

Initial Prompt: [frame=0]

action: <NONE>

[frame=0] [frame=30] [frame=46] [frame=57]

Transformation #3: [frame=118 : 142]

action: remove,peel,unskin,take_apart

 obj=2: banana_peel

 obj=3: banana_peel  obj=4: banana_peel

 obj=1: banana

Transformation #2: [frame=39 : 46]

action: remove,peel,unskin,take_apart

 obj=2: banana_peel

 obj=3: banana_peel

 obj=1: banana

Transformation #1: [frame=18 : 30]

action: remove,peel,unskin,take_apart

 obj=2: banana_peel obj=1: banana

Initial Prompt: [frame=0]

action: <NONE>

obj=1: <PROMPT>

Figure 4: Examples of VOST-TAS.

Semantic Accuracy Metrics. Beyond temporal localization, we also evaluate the semantic quality
of predicted action verbs and resulting objects.

Action Verb Accuracy (AV ): For any predicted transformation that is correctly matched to a ground
truth temporal boundary (i.e. tpred

j ∈ [ts
i, t

e
i]), we assess whether the predicted action descriptions

semantically match ground truth description using GPT-4.1 [1] with temperature = 0 for deterministic
evaluation. The model receives the system prompt:

“You are a highly intelligent assistant that can analyze actions in text.”

followed by the evaluation prompt:

“Given a particular action description of ‘[GT_ACTION]’, is ‘[PRED_ACTION]’
similar to the verbs in this action? Please rate from -1 to 1, where -1 means com-
pletely unrelated, 0 means ambiguous, and 1 means ‘[PRED_ACTION]’ captures
the meaning of ‘[GT_ACTION]’ or is directly in it. Brief/general descriptions
should still be considered as +1. Please answer with a single integer.”

A prediction is considered correct if the model returns a score of 1.

Resulting Object Accuracy (AO): For any predicted transformation that is correctly matched to a
ground truth temporal boundary (i.e. tpred

j ∈ [ts
i, t

e
i]), we perform Hungarian matching [20] on the

IoU matrix between predicted masks and ground truth masks and collect all matched pairs with IoU
> 0.5 for semantic evaluation. For each spatially matched objects, we evaluate description similarity
using GPT-4.1 with the system prompt:

“You are a highly intelligent assistant that can analyze actions and resulting objects
in text.”
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and the evaluation prompt:

“Given the object description ‘[GT_OBJECT]’, is ‘[PRED_OBJECT]’ similar to it?
Please rate from -1 to 1, where -1 means completely unrelated, 0 means ambiguous,
and 1 means ‘[PRED_OBJECT]’ is similar. Over- or under-specified descriptions
should still be considered as +1. Please answer with a single integer.”

A prediction is considered correct if the model returns a score of 1.

Combined Metrics. Finally, we define two holistic metrics combining temporal and semantic
evaluation:

• Spatiotemporal Recall (HST ): For each ground truth transformation τi = (ts
i, t

e
i, vi,Oi) in a

video instance, a prediction is considered a spatiotemporal match if: (1) the predicted timestamp
tpred
j is correctly matched within [ts

i, t
e
i], and (2) all Ki ground truth resulting objects in Oi are

matched with predicted masks with IoU > 0.5 at frame te
i . From this, the spatiotemporal recall

HST is computed as:

HST =
# of spatiotemporally matched transformations

# of ground truth transformations
(7)

• Overall Recall (H): Building upon HST , a transformation is considered fully correct if it
satisfies all spatiotemporal matching criteria and additionally: (1) the predicted action description
achieves AV = 1 (semantic match with ground truth action), and (2) all spatially matched
resulting objects achieve AO = 1 (semantic match with ground truth object descriptions).
Overall recall is computed as:

H =
# of fully correct transformations
# of ground truth transformations

(8)

A.3 Additional Implementation Details

Shown in Section 3.2, we compute the complete spatial partition E1 for the initial frame I1 as follows:

E1 = CF(I1) ∪ {M1} (9)

Naturally, combining the object prompt M1 with the set of masks predicted by CropFormer(CF) [33]
is not trivial. M1 can overlap with a subset of masks in CF(I1) at various degrees.

To resolve possible overlaps, we first denote the fraction of mask a covered by mask b as cover(a, b).
Then, we introduce another coverage threshold τremove (where τremove > τcoverage) to remove any entity
ei1 ∈ CF(I1) with cover(ei1,M1) ≥ τremove.

Concretely, from the predicted entities CF(I1) = {e11, e21, . . . , en1}, prompt mask M1, and coverage
thresholds τcoverage and τremove, we construct two subsets Ekeep

1 and Emodify
1 from CF(I1) as follows:

1. Keep as-is: For every predicted entity ei1 ∈ CF(I1) with cover(ei1,M1) < τcoverage, we
include it in Ekeep

1 without any modification.

Ekeep
1 = {ei1 : ei1 ∈ CF(I1), cover(ei1,M1) < τcoverage}

Table 4: Object Tracking Ablation Results on VOST [41] validation set. J and Jtr measure tracking
performance for the entire and last 25% of the video, while P and R measure per-pixel precision and
recall.

Entity Tubelet Track Semantic J J S JM J L P R Jtr J S
tr JM

tr J L
tr Ptr Rtr

SAM Automask ✓ ✓ 49.2 40.9 47.0 70.2 67.9 61.0 34.7 20.9 35.9 63.1 54.0 43.5
✓ Cutie ✓ 47.6 40.8 43.7 67.9 66.9 59.0 33.9 22.3 31.8 62.1 53.6 41.0
✓ ✓ DINOv2 50.9 41.3 52.4 69.4 68.3 63.3 36.7 23.6 39.4 61.3 55.3 46.6

CF SAM2.1 CLIP 51.0 41.3 53.3 68.9 68.1 63.8 36.9 23.6 40.5 60.6 55.2 47.2
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Table 5: Object Tracking Performance on VSCOS [53] and M3-VOS [5] validation set. We compare
multiple variants of our model against base SAM2.1 and SAM2.1 (ft), which is finetuned on VOST
train split. ST, S, and P indicate spatiotemporal partition, semantic consistent constraint, and spatial
proximity constraint, respectively. J and Jtr measure tracking performance for the entire and last
25% of the video, while P and R measure per-pixel precision and recall.

Method ST S P J J S JM J L P R Jtr J S
tr JM

tr J L
tr Ptr Rtr

VSCOS [53]

SAM2.1 (ft) 79.8 77.0 78.9 83.4 91.8 85.5 78.3 73.0 78.2 83.8 90.7 85.4
SAM2.1 72.0 61.7 76.7 77.9 90.0 76.6 66.9 53.5 72.1 75.4 88.8 71.6

✓ 74.4 67.2 77.6 78.3 85.8 84.1 70.3 60.6 75.4 75.2 83.6 83.0
Ours ✓ ✓ 75.5 68.1 78.1 80.3 87.2 84.0 71.6 61.5 75.9 77.6 85.4 82.8
(SAM2.1) ✓ ✓ 75.9 67.8 79.0 81.0 89.2 83.0 72.1 60.7 77.4 78.4 87.0 81.8

✓ ✓ ✓ 75.9 67.8 79.1 81.0 89.3 82.9 72.2 60.7 77.6 78.4 87.4 81.7

M3-VOS [5]

SAM2.1 (ft) 74.4 67.6 79.3 78.3 88.5 79.6 64.8 57.1 70.4 69.3 82.5 71.5
SAM2.1 71.3 66.8 74.7 73.9 89.7 75.1 59.3 54.4 62.0 62.8 84.8 63.5

✓ 71.7 64.6 74.9 77.6 83.6 81.4 61.6 52.9 64.8 69.9 76.0 74.0
Ours ✓ ✓ 72.5 65.4 76.2 78.0 84.9 81.2 62.5 54.0 66.1 69.7 77.5 73.6
(SAM2.1) ✓ ✓ 74.1 67.5 78.5 78.4 88.2 80.2 64.5 56.1 68.5 71.4 82.3 72.2

✓ ✓ ✓ 74.2 67.5 78.6 78.5 88.3 80.0 64.4 56.2 68.6 70.9 82.4 71.9

Table 6: Parameter sweep for semantic similarity threshold (τsem) and proximity threshold (τprox) for
J . Best performance is bolded. The parameter setting tuned on the VOST train (τsem=0.7, τprox=0.3)
is found in center grid.

M3-VOS [5] VSCOS [53]

τprox = 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5

τsem = 0.5 74.1 74.2 74.2 74.2 74.1 75.6 75.8 75.9 75.8 75.8
τsem = 0.6 74.1 74.2 74.2 74.3 74.1 75.6 75.8 75.9 75.8 75.8
τsem = 0.7 74.1 74.2 74.2 74.3 74.1 75.7 75.8 75.9 75.8 75.8
τsem = 0.8 73.8 73.7 73.7 73.8 73.7 75.6 75.7 75.8 75.8 75.8
τsem = 0.9 73.0 72.8 72.8 72.8 72.8 75.0 75.0 75.0 75.0 75.0

2. Modify and remove overlap: For every predicted entity ei1 ∈ CF(I1) with τcoverage ≤
cover(ei1,M1) < τremove, we only include the non-overlapping component of ei1 in Emodify

1 .

Emodify
1 = {ei1 \ (ei1 ∩M1) : e

i
1 ∈ CF(I1), τcoverage ≤ cover(ei1,M1) < τremove}

Thus, we obtain the final E1 = Ekeep
1 ∪ Emodify

1 ∪ {M1}.

A.4 Additional Evaluations

Please refer to Table 5 for comparison results on M3-VOS and VSCOS. We observe largely consistent
trends as found in Table 1, which underlines the generalizability of TubeletGraph. In addition, Table 4
provides the full tracking results that are omitted in Table 3 due to space constraints. Since the use of
different VLM models does not impact tracking performance, the ablation with Qwen [2] is omitted.
Finally, Table 6 shows the full grid search over both spatial proximity and semantic consistency
thresholds on M3-VOS [5] and VSCOS [53]. The parameters tuned on the VOST train (τsem=0.7,
τprox=0.3), found in center grid) perform competitively across all datasets. This verifies that the
hyperparameter selection generalizes well across datasets without requiring dataset-specific tuning.
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This robustness further underlines the stability of our filtering mechanism without a need for precise
threshold calibration.

Predicted State Graph

Input Frame + Prompt Object Predicted Object Tracks

Input Frame + Prompt Object Predicted Object Tracks

Predicted State Graph

Long metal rod

Smart phone in hand Metal rod pieceAttach
t=1s

Egg mixture

Batter on grill

Batter stream

Batter 
spread out Batter 

spread out

Pour
t=1s

Spread
t=1s

Merge
t=3s

Merge
t=4s

Batter on grill

Figure 5: Failure examples of TubeletGraph.

A.5 Additional Discussions.

Failure Examples and Error Analysis We first show failure examples of TubeletGraph in Figure 5.
In the top example, the tape measure case is incorrectly identified as a “smartphone,” and the extended
measuring tape is described as a “metal rod.” Consequently, the transformation is described as
“attach” rather than the correct “extend” or “pull out.” This failure stems from the incomplete object
views in the selected frames passed to the VLM, where hand occlusions prevent accurate object
recognition and lead to cascading error for the action description. In the bottom example, a false
positive omelet is incorporated into the tracking of an resulting object in the state-graph. Specifically,
the object track for the correctly identified “batter stream” incorrectly laches on to the irrelevant
omelet later into the video. By assuming a high precision underlying tracker, TubeletGraph fails to
remove this false positive error made by SAM2 [35]. Additional failure examples can be found in
https://tubelet-graph.github.io.

More generally, we found errors typically manifest as (1) false positive predictions by the base
tracker and (2) minor reduction in tracking recall when applying semantic and proximal constraints
as shown in Table 1. False positive errors (1) can cause erroneous measures of semantic and proximal
similarities, while reduction in tracking recall can reduce recall for temporal localization of object
transformations.

Broader Impacts. TubeletGraph’s ability to track objects through transformations and describe
state changes has broad applications across multiple domains. In robotics, it enables learning from
demonstration by automatically annotating object state changes in recorded manipulation tasks,
reducing the manual annotation burden for training data collection. In scientific research, it facilitates
the study of developmental processes (e.g., tracking metamorphosis in insects, growth of cell cultures)
from video recordings where manual annotation would be prohibitively expensive.

As with any technology that analyzes visual data, risks arise when applied to human behavior or in
surveillance contexts. Understanding object transformations could potentially be misused to monitor
individuals’ activities in private settings without consent, or to enforce overly intrusive workplace
surveillance that violates workers’ privacy and dignity. In ego-centric applications particularly, the
system processes first-person video that may inadvertently capture sensitive personal information or
the activities of bystanders who have not consented to being recorded.
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Effects of Occlusions on TubeletGraph. During occlusion events, TubeletGraph would generally
add additional tubelets for the target object that re-emerges after being temporarily lost. If this
additional tubelet matches the semantic and proximity constraints, it will be incorporated in the
tracked object. Since the proximity constraint relies on the candidate masks predicted by SAM2,
the base tracker’s internal candidate masks would set an upperbound for the object recovery after
occlusion. In terms of the transformation detection, since the VLM only observes the frames where
the objects are visible, the transformation would not be described as an occlusion event.

Combining TubeletGraph with SAM2.1 (ft). We find that integrating SAM2.1(ft) with Tubelet-
Graph (J = 54.1) shows modest improvements over the base TubeletGraph (J = 51). However, the
improvement is smaller than expected, given the strong standalone performance of SAM2.1(ft). We
reason that is because TubeletGraph specifically addresses false-negative predictions by incorporating
new candidate tracks lost due to object transformation. Since SAM2.1(ft) is fine-tuned on VOST to
minimize these false negatives, the complementary benefits are naturally reduced.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We introduce the task of Track Any State in Sec. 3.1, describe the method
TubeletGraph in Sec. 3.2- 3.4, verify our claim about false negative missed objects in
Sec. 4.1, and demonstrate superior performance in Tab. 1, Tab. 2, and Tab. 3.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations in Sec. 4.3 and Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include any theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include all relevant implementation details for reproducibility in Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Code and VOST-TAS are available at https://github.com/YihongSun/
TubeletGraph.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We include all relevant dataset information, hyperparameters and their selec-
tions in Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We perform paired t-test to confirm that the improvements with TubeletGraph
is statistically significant in Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We include information on compute resources, time of execution, etc in
Sec. 4.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our research was conducted in complete alignment with the NeurIPS Code of
Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the societal impacts in Sec. 5 and Appendix A.5.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper poses no risks for misuse: we present a training-free method without
new model weights and extend an existing benchmarking dataset (VOST) with additional
manual annotations.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All existing works that are required by the proposed method and benchmark
dataset are properly cited with specified versions.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We release the code and manual annotations of VOST-TAS with proper
documentation and under MIT license.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: The use for GPT-4.1 [1] for constructing state graphs are detailed in Fig. 2,
Sec. 3.4 and 4 and the use for measuring semantic description accuracy are detailed in
App. A.2.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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