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Abstract

Fully End-to-End Task-Oriented Dialogue Sys-001
tems (Fully ETOD) retrieve knowledge from002
a knowledge base in a differentiable manner003
and generate responses using a language model004
generator without the need for modular training.005
However, Fully ETOD faces some challenges.006
During the retrieval process, the retriever re-007
trieves the knowledge base in a black-box man-008
ner, making it difficult for the generator to dif-009
ferentiate the large amount of knowledge ob-010
tained by the retriever. This leads to a degrada-011
tion in the quality of the responses and the trust-012
worthiness of the system. Moreover, as the size013
of the knowledge base grows, it may exacerbate014
the risk of this problem. To address this chal-015
lenge, we first design a dataset for Fully ETOD016
based on large-scale knowledge bases called017
FakeRest to solve the scarcity of annotated di-018
alogue data based on large-scale knowledge019
bases. We also propose a User-need-driven020
Chain of Thought Framework (Uni-ETOD) for021
Fully ETOD, which aims to guide LLMs to022
gradually understand users’ thought processes023
and improve the quality of responses in Fully024
ETOD. We use ChatGPT, Gemini, Llama3,025
Mistral, and ChatGLM as the backbone models026
of the system. On FakeRest, we comprehen-027
sively evaluate the capability of each step of028
Uni-ETOD. The results show that Uni-ETOD029
will help LLMs better distinguish the retrieved030
knowledge and enhance the credibility and in-031
terpretability of the whole system.032

1 Introduction033

Task-oriented dialogue (TOD) systems can accom-034

plish specific tasks, such as booking restaurant035

reservations and providing transportation naviga-036

tion, through user interaction and leveraging an037

external knowledge base. Traditional TOD systems038

follow a pipeline approach and consist of four inter-039

connected modular components (Qin et al., 2020;040

Jacqmin et al., 2022; Hosseini-Asl et al., 2020).041

Figure 1: A sample demonstration of Fully ETOD. In
the first round, the system did not select all the entities
that met the needs. In the second round, the system
selected irrelevant attributes for the response. We mark
the correct entities and attributes in green. Ignored or
incorrect entities and attributes are labeled in red.

The Modularly End-to-End Task-oriented Dialogue 042

System (Modularly EToD) trains all components 043

in an end-to-end manner while optimizing their pa- 044

rameters. In contrast to traditional TOD and Mod- 045

ularly EToD, the Fully Task-oriented End-to-End 046

Dialogue System (Fully ETOD) (Eric and Man- 047

ning, 2017) encodes knowledge bases (KBs) and 048

uses neural networks to query the KBs in a differ- 049

entiable manner. Fully ETOD generates a system 050

response directly given only the dialogue history 051

and the corresponding knowledge base. Therefore, 052

it has received great attention from both academia 053

and industry. Although Fully ETOD exhibits ex- 054

cellent data scalability, efficiently retrieving the 055

desired entities and attributes poses a challenge 056

due to the abundance of irrelevant knowledge in 057
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the retrieved results. This issue hampers the genera-058

tor’s ability to distinguish between retrieved entities059

effectively and extract valid information.060

Existing Fully ETODs tend to follow the061

retrieval-generation paradigm. Retrieval-062

augmented generation (RAG) (Lewis et al., 2020;063

Ren et al., 2021; Singh et al., 2021) improves the064

quality and relevance of the generated text and065

achieves positive results in knowledge-intensive066

tasks. Q-TOD (Tian et al., 2022) efficiently067

implements retrieval-enhanced generation on Fully068

ETOD, thus alleviating the domain adaptation069

problem. MK-TOD (Shen et al., 2023) raises the070

problem of mismatch between the retrieval and071

generation processes, and incorporates a variety of072

meta-knowledge to guide the generator to increase073

the retrieval utilization of the results. However, for074

the generator, the retrieval process of the retriever075

remains a black-box process. This means that076

although a retriever can provide retrieval results077

with high recall, the results still contain a large078

number of irrelevant entities and attributes. It is079

difficult for the generator to differentiate between080

these retrieved entities and to select the attributes081

of the entities that meet the needs, as shown in082

Figure 1. This is referred to as the low precision083

problem of the retrieval process. Meanwhile, the084

black-box and low-precision retrieval process is085

difficult to analyze, which damages the user’s trust086

(Qin et al., 2023). We consider the low precision087

problem and non-interpretability of the retrieval088

process as bottlenecks in the existing Fully ETOD.089

Another core challenge with existing Fully ETOD090

is the lack of annotated dialogue data based on091

large-scale knowledge bases (Qin et al., 2023).092

Existing Fully ETOD datasets are often based on093

small knowledge bases or modified from existing094

datasets. Due to not being tailored for large-scale095

datasets, existing Fully ETOD datasets frequently096

encounter discrepancies between responses and097

annotated knowledge.098

Recent developments in large language model-099

ing provide us with solutions to the above problems.100

Our paper introduces a User-need-driven Chain of101

Thought Framework for Fully ETOD (Uni-ETOD).102

Uni-ETOD aims to improve the precision and in-103

terpretability of the retrieval process, and thus the104

quality of the responses. The framework consists105

of three steps: 1) Retrieval Based on User Needs:106

Based on the dialogue context, LLMs will generate107

the user’s needs and use the embedding model to re-108

trieve the most relevant knowledge in a large-scale109

knowledge base. 2) Knowledge Refinement: Based 110

on the retrieval results obtained by the retriever, 111

the LLMs will filter the entities and attributes that 112

match the user’s needs, resulting in a more accu- 113

rate retrieval result. The results can be directly 114

displayed to the user as part of the response. 3) 115

Response Based on Refined Knowledge: Based 116

on the retrieval results with higher precision, the 117

generator will make a more credible response. 118

In addition, we propose an automated method 119

for constructing dialog data based on a large-scale 120

knowledge base. We utilize LLMs to simulate 121

restaurant scenarios and construct FakeRest. Fak- 122

eRest is specifically tailored for Fully ETOD of 123

large-scale knowledge bases, containing detailed 124

annotated data to enhance the knowledge base re- 125

trieval capability of LLMs. Refer to chapter 3 for 126

more details. 127

We apply Uni-ETOD to several LLMs, includ- 128

ing two closed-source models, ChatGPT (Brown 129

et al., 2020), Gemini (Team et al., 2023), and three 130

open-source models, Llama3 (AI@Meta, 2024), 131

Mistral (Jiang et al., 2023), and ChatGLM (Du 132

et al., 2022). On the FakeRest dataset, we utilize 133

the task to evaluate the enhancement of Uni-ETOD 134

on the retrieval process and the response process, 135

respectively. The experimental results show that 136

Uni-ETOD can effectively alleviate the low preci- 137

sion problem in the retrieval process, and enhance 138

the quality of responses and interpretability. 139

2 Related Work 140

2.1 Fully End-to-End Task-oriented Dialog 141

We use whether or not we query KBs as APIs us- 142

ing beliefs as a criterion to differentiate between 143

modular ETODs and Fully ETODs. Fully ETODs 144

retrieve knowledge bases in a differentiable way. 145

We classify existing Fully ETODs as being cate- 146

gorized into two types. First, the knowledge base 147

is stored in the model parameters, and the system 148

retrieves it implicitly and generates a response to 149

the user. GPT-KE (Madotto et al., 2020) learns 150

knowledge base embedding through data augmen- 151

tation and responding to users. ECO (Huang et al., 152

2022) guides the response generation in the end-to- 153

end system by autoregressively generating entities. 154

However, such an approach mixes the retrieval and 155

response processes and inevitably generates low- 156

confidence generation results, especially when the 157

size of the knowledge base becomes large. 158

Second, the system explicitly retrieves KBs 159
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through a retriever. DialoKG (Rony et al., 2022)160

selects relevant triples by graph embedding. Q-161

TOD (Tian et al., 2022) utilizes a rewritten query162

in combination with the RAG technique to improve163

retrieval performance. MAKER (Wan et al., 2023)164

queries entities and attributes separately through165

two retrievers. MK-TOD (Shen et al., 2023) miti-166

gates the misalignment between the retriever and167

the generator by combining meta-knowledge. Al-168

though retrieving the KB explicitly provides the169

retrieved results compared to the first approach,170

the black-box retrieval process still limits the inter-171

pretability. Moreover, such a retrieval process will172

inevitably introduce a large number of irrelevant173

entities and attributes. Our work aims to utilize the174

power of LLMs to alleviate the interpretability and175

low precision problems of the retrieval process.176

2.2 Large Language Models for ETOD177

Recently, LLMs have achieved great success and178

demonstrated extraordinary text generation and rea-179

soning capabilities (Suzgun et al., 2023; Pu and180

Demberg, 2023; Kojima et al., 2022). Unlike small181

language models that have difficulty solving com-182

plex problems, LLMs can solve complex prob-183

lems with various prompting strategies (Zhao et al.,184

2023). This is based on the amazing ability that185

LLMs show in multi-hop reasoning. Wei et al.186

(Wei et al., 2022)investigated the Chain of Thought187

(CoT) prompting technique in LLMs by inducing188

the model to generate intermediate steps to im-189

prove the precision of answers. Meanwhile, based190

on the powerful contextual learning capability of191

LLMs, many existing works combine LLMs with192

traditional TOD systems. They generally use the193

zero-shot or few-shot approach to explore the ca-194

pability of LLMs applied to individual modules195

(Pan et al., 2023; Heck et al., 2023; Hudeček and196

Dušek, 2023; Parikh et al., 2023). However, there197

is a gap in the work on applying LLMs to Fully198

EToD. The lack of a Fully ETOD dataset and train-199

ing paradigm based on a large-scale knowledge200

base is a hindrance.201

3 FakeRest: A Fully ETOD Dataset for202

the Large-Scale Database203

3.1 Why build the FakeRest dataset?204

To address the challenge of scarce labeled data205

faced by Fully ETOD, we propose a construction206

method and construct FakeRest, a dataset of sched-207

uled restaurant scenarios designed for Fully ETOD208

based on a large-scale knowledge base. We utilize 209

LLMs to simulate the dialog scenarios between the 210

user and the system in the restaurant. Based on a 211

predefined user need path, the user LLM and the 212

system LLM will have multiple rounds of dialog 213

until the system finds (or fails to find) the only 214

restaurant that matches the user’s need. In this 215

process, we will record the thought and retrieval 216

process of the user and the system in detail as an- 217

notated data. 218

FakeRest has the following advantages: 219

1) Based on Large-Scale Knowledge Base: Un- 220

like the existing Fully ETOD datasets, which are 221

based on a small-scale knowledge base. FakeRest’s 222

knowledge base contains entities for 120 differ- 223

ent restaurants. Similar to the format of CamRest 224

(Rojas-Barahona et al., 2016), each restaurant in 225

the knowledge base contains seven attribute values. 226

Four are private attributes (name, phone, address, 227

postcode) for each restaurant, and the values of the 228

private attributes are completely different. Includ- 229

ing three public attributes (area, food, price range), 230

the public attributes can match the user’s needs. 231

2) Data Consistency: The existing Fully ETOD 232

datasets annotate the corresponding knowledge 233

base based on the dialogue content of the original 234

dataset. This could lead to inconsistencies between 235

the dialogue content and the annotated knowledge 236

base, or the system may fail to respond based on 237

all the entities that match the user’s needs. In con- 238

trast, during each dialogue round in FakeRest, the 239

service system will retrieve all the restaurants that 240

match the user’s needs from the knowledge base of 241

120 restaurants and respond to the user. Such an 242

approach ensures the consistency of the annotated 243

knowledge and responses. 244

3) More Detailed Annotation: In addition an- 245

notating the user’s and system’s utterances, we pro- 246

vided detailed annotations of the user’s and sys- 247

tem’s thought processes, including the user’s needs, 248

all entity IDs, and attribute values that aligned with 249

the user’s needs for the round. To maintain data 250

diversity and balance, we established various need 251

paths and target restaurants for each dialogue. We 252

also created scenarios where no restaurants in the 253

knowledge base matched the user’s needs. 254

3.2 How to build the FakeRest dataset? 255

We propose a method to automatically construct di- 256

alog data for large-scale knowledge bases and make 257

an attempt with a subscription restaurant scenario. 258

First, we construct a knowledge base of 120 restau- 259
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rants using ChatGPT (Brown et al., 2020). Then,260

we designed different need paths based on different261

attributes of the restaurants in the knowledge base.262

Each need path corresponds to one LLM user. We263

design 900 users, among which 720 users found the264

needed restaurants and 180 users did not. Finally,265

based on the need paths, we use templates to con-266

struct query statements to find all the entities and267

attributes that match the user’s needs, and as part of268

the annotations. The LLM user and the LLM sys-269

tem will generate multiple rounds of dialogs based270

on these annotations. We describe these three steps271

in detail next. Please refer to the Appendix A for272

prompts.273

Constructing the Knowledge Base We defined274

18 public attributes (5 area, 10 food, 3 price range)275

and simulated 120 restaurants based on different276

combinations of public attributes. It is worth noting277

that we could have simulated 150 restaurants with278

slightly different public attributes. However, in or-279

der to generate scenarios that did not align with the280

user’s needs, we randomly removed 30 restaurants.281

Subsequently, we used ChatGPT to create unique282

private attributes for each restaurant, which were283

then reviewed and refined manually. As a result,284

we obtained 120 distinct restaurants.285

Constructing the Need Path Similar to the pro-286

cess of constructing restaurants, we construct the287

user’s need path by combining various public at-288

tributes. We use food as the starting point of the289

path and choose either area or price range as the290

subsequent step. For instance, if the user is looking291

for a Korean restaurant in the eastern part of the292

city, the need path for this round is [Korean(food),293

east(area)]. Each path will end in the final round294

by finding the only restaurant that meets the need295

or by not finding any suitable restaurant. Once the296

restaurant is identified, the need path will take the297

private attribute as the next step (e.g., postcode,298

phone). We assign the corresponding LLM users299

based on the 900 need paths and utilize the interac-300

tions between each user and the system as training301

data.302

Constructing Detailed Annotated Data We303

transform the need path into a fluent sentence as304

a user need and allow the LLM user to express305

the current need based on the dialog context and306

the user need. For instance, "You are looking for307

a Korean restaurant in the east area.". Unlike the308

subsequent methods that utilize RAGs for retrieval,309

we convert the need path into a deterministic search310

statement to search a list of all restaurants in the311

Figure 2: Figure of the process of constructing FakeR-
est. Based on the set user’s need path, the user LLM
and system LLM simulate the restaurant reservation
scenario.

knowledge base that meet the need. For more pre- 312

cise labeling, we label the IDs of the retrieved enti- 313

ties and the values of the attributes of the current 314

round of needs, rather than all the entity informa- 315

tion. For example, {"name": "taste discoveries", 316

"food": "korean", "area": "east"}. The system will 317

respond to the LLM user with detailed labeled in- 318

formation based on the context of the dialogue. 319

3.3 Dataset Statistics 320

In Table 1 we summarize the statistics for FakeRest. 321

We use the partitioning of training/test, where #En- 322

tities denotes the number of entities in the knowl- 323

edge base and #Attributes denotes the number of 324

attribute values in the knowledge base. 325

Dataset #Dialogues #Utterances #Entites #Attributes
FakeRest 765/135 4252/752 120 498

Table 1: Dataset statistics of the FakeRest dataset.
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Figure 3: An illustration of a Uni-ETOD. In each round of dialogue, Uni-ETOD retrieves and refines knowledge
according to the user’s needs. To better represent the knowledge base information, we use a graph instead of a
JSON list. Finally, Uni-ETOD will be able to return structured knowledge that is interpretable after refinement (e.g.,
a list of restaurants that meet the user’s needs) and a paragraph of highly reliable response.

4 Uni-ETOD: User-Need-Driven Chain of326

Thought Framework for Fully ETOD327

The Fully ETOD task can be defined as given a di-328

alog history H and an associated knowledge base329

KB. H = (u1, s1), (u2, s2),..., (un−1, sn−1), un,330

where un and sn denote the n-th round of user utter-331

ances and system utterances, respectively. The KB332

= (e1,e2, ... ,em), em=(a1,a2,... ,ak), where em and333

ak denote entities and attributes in the knowledge334

base. The purpose of the system agent is to predict335

the system response sn, denoted as S.336

In recent years, LLMs have changed the337

paradigm of natural language, showing strong338

multi-hop reasoning capabilities (Zhao et al., 2023).339

Inspired by CoT (Wei et al., 2022), we con-340

sider replacing the traditional retrieval-generation341

paradigm with a multi-step reasoning framework.342

We aim to assist LLMs to understand the user’s343

needs step by step and explain an understandable344

retrieval process based on the user’s needs. The re-345

trieval results will show which entities and attribute346

values match the user’s needs and ultimately pro-347

vide a high-quality response. We will detail the348

three steps of Uni-ETOD and the required prompt349

templates.350

4.1 Retrieval Based on User Needs 351

In this step, we first construct a dataset cor- 352

responding to user needs and entities in the 353

knowledge base using the training set of FakeRest. 354

Since FakeRest has detailed annotations, we 355

construct a sentence pair dataset of user needs 356

and entities for fine-tuning the embedding 357

model. The dataset can be represented as D = 358

(un1, [e1, e2, ..., ei]), ..., (uni, [e1, e2, ..., ej ]), 359

where un and e represent the user’s needs and 360

the entities in the knowledge base, respectively. 361

We train our embedding model using all positive 362

samples to compute similarity scores and cross- 363

entropy loss of labels. See the Appendix B for 364

experimental details. 365

Then we use LLMs to summarize the user need 366

based on the dialogue history H . We use the fol- 367

lowing template: 368

Based on the ’Dialog Context’, please gen-
erate the ’User Need’ of the ’Last Round’
of dialog.
Dialog Context: [Dialogue History H]
Last Round:[un]

369
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Given the dialogue history H , we allow the370

LLMs to summarize the user’s needs for the last371

round of dialogue un. This step can be represented372

as Equation 1, where U is a concise sentence rep-373

resenting the user’s needs.374

U = argmax P (y|H,un) (1)375

Finally, we use the U to retrieve the top-k entities376

in the knowledge base that match the user’s needs,377

which can be represented as:378

Etop−k = P (U,KB) (2)379

4.2 Knowledge Refinement380

In this step, we allow the LLMs to refine the re-381

trieved knowledge based on the user’s needs. The382

LLMs filter out entities and attributes that align383

with the user’s needs from the retrieved knowledge.384

This step is designed to address the low precision385

problem of the retrieved results, aiming to enhance386

the credibility of the retrieved knowledge. Further-387

more, we allow LLMs to provide additional expla-388

nations for the process and present high-precision389

knowledge to the user, improving the system’s in-390

terpretability. We follow the template below:391

Please select all ’Entities’ from the ’Knowl-
edge Base’ that best meet the user needs.
Dialogue Context: [Dialogue History H]
Knowledge Base: [Retrieved Entities E]

392

Given the dialog history H and the retrieval re-393

sult E from the previous step, we guide the LLMs394

to select the knowledge that meets the user’s needs.395

The refined knowledge contains only the entities396

and attributes that match the user’s needs. This step397

can be represented as Equation 3, where Erefined398

is the set of refined entities.399

Erefined = argmax P (y|H,E) (3)400

4.3 Response Based on Refined Knowledge401

In this step, LLMs provide high quality responses402

to customers based on retrieval results with high403

precision and recall. We use the following tem-404

plate:405

Based on the ’Entities’, please respond a
sentence to the user.
Dialog Context: [Dialog History H]
Entities: [Refined Entities Erefined]

406

Given the dialog history H and the refined re- 407

trieval entities Erefined, we guide the LLMs to 408

generate the final response. This step can be repre- 409

sented as Equation 4. S represents the final system 410

response. 411

S = argmax P (y|H,Erefined) (4) 412

5 Experiments 413

We first explain the problem of low precision in 414

the retrieval process. To comprehensively evaluate 415

the effectiveness of Uni-ETOD, we will assess the 416

retrieval and response processes of Fully ETOD 417

separately. 418

5.1 Low Precision of the Retrieval Process 419

As the scale of the knowledge base increases, it be- 420

comes increasingly challenging for the retriever to 421

find all the entities that match the user’s needs from 422

a large number of entities. Many works enhance 423

the recall of the retrievers through more parameter- 424

ized encoders and sophisticated training methods. 425

However, the retrieval results inevitably contain 426

numerous irrelevant entities and attributes. Since 427

the entities in the knowledge base are often very 428

similar and there are usually very few entities that 429

match the user’s needs, this results in low precision 430

problems in the retrieval process. These irrelevant 431

entities and attributes will be directly utilized as the 432

basis for the generator to make a response, which 433

will destroy the credibility of the response. 434

Shen et al. (Shen et al., 2023) proposed the 435

retrieval-generation misalignment problem, which 436

refers to the inconsistency between the recall rate 437

of the retrieval process and the response quality. 438

We believe that the problem of low precision in 439

retrieval results is the main reason for this phe- 440

nomenon. This is because retrieval results that 441

contain a large number of irrelevant entities will 442

be more dependent on the generator’s capabilities. 443

Additionally, as illustrated in Table 2, even a high 444

recall retriever exacerbates the low precision prob- 445

lem when increasing the k value to handle larger re- 446

trievals, impacting the response precision. The low 447

precision problem may hinder the development of 448

Fully ETOD based on large-scale knowledge bases, 449
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as more efficient retrievers may not effectively ad-450

dress this issue. Our approach addresses this prob-451

lem by leveraging the reasoning abilities of LLMs452

through stepwise reasoning. In our results, Uni-453

ETOD notably enhances the precision of retrieval454

results and demonstrates improved alignment be-455

tween the retrieval and generation processes.456

k Precision@10 Recall@10 Entity Precision Entity Recall
5 27.5 80 63.9 70.3
10 16.1 94 63.7 70.5
15 11.1 97.2 62.1 73.4
20 8.5 99.1 60.1 73.3

Table 2: Trends in precision and recall during retrieval
and response as k increases

5.2 Overall Results on Retrieval Process457

We used bge-large-en-v1.5 (Xiao et al., 2023) as458

the base model and also compared the retrieval re-459

sults of an embedded model that utilizes fine-tuning460

of user needs (without Knowledge Refinement) as461

well as UniETOD. To evaluate the retrieval capa-462

bility of Fully ETOD, the recall of the retrieval463

process is evaluated in addition to Recall@k (Shen464

et al., 2023). We also propose Precision@k and465

F1@k to evaluate the precision and comprehensive466

performance of the retrieval process.467

Model Precision@10 Recall@10 F1@10
BGE-Large 10.4 60.4 17.7

BGE-Large+User Need 16.9 98.9 29.0
Uni-ETOD(ChatGLM) 79.4 85.9 82.5

Uni-ETOD(Llama3) 96.0 96.7 96.4
Uni-ETOD(Mistral) 97.2 94.1 95.7
Uni-ETOD(Gemini) 63.2 92.9 75.3

Uni-ETOD(ChatGPT) 70.0 89.0 78.3

Table 3: Experimental results of the retrieval process on
FakeRest dataset.

As shown in Table 3, we observe that the fine-468

tuned embedding model, based on FakeRest’s de-469

tailed annotation, performs well in achieving very470

high recall results for short user needs. The fine-471

tuned embedding model enhances recall by 38.5472

percent under the top-10 retrieval setting. However,473

the retrieval process is hindered by the low preci-474

sion problem due to the constraints of the large-475

scale knowledge base. This problem is well miti-476

gated by Uni-ETOD, which improves precision at477

the expense of a minimal reduction in recall. For478

instance, Uni-ETOD (Llama3) decreases the recall479

by 2.2 percent but improves the precision by 79.1480

percent. Although ChatGPT and Gemini were un-481

able to fine-tune the Knowledge Refined step, both482

models still improved the precision of the retrieval 483

results in the zero-shot setting. The results demon- 484

strate that Uni-ETOD improves the precision of the 485

retrieval process, thereby elevating the overall qual- 486

ity of Fully ETOD. Moreover, the user-need-based 487

retrieval process in Uni-ETOD notably enhances 488

the recall of the base model, achieving 98.9 percent 489

at the top-10 setting. 490

5.3 Overall Results on Response Process 491

In this section, we show all the implementation 492

details and all the experimental results of the LLMs 493

in the response process. 494

5.3.1 Implementation Details 495

We use 5 LLMs for our experiments, including 496

2 closed-source models and 3 open-source mod- 497

els. Specifically, we use GPT3.5 (gpt-3.5-turbo) 498

(Brown et al., 2020) from the OpenAI API and 499

Gemini (gemini-1.5-flash) (Team et al., 2023)] 500

from Google Gemini API. Additionally, we in- 501

clude three open-source models in our experi- 502

ments: ChatGLM3 (chatglm3-6B) (Du et al., 2022) 503

and Llama3 (meta-llama3-8B-instruct) (AI@Meta, 504

2024) and Mistral (mistral-7B-instruct-v0.2) (Jiang 505

et al., 2023). The temperature is set to 0.1, while 506

all other hyperparameters are set to default values. 507

We use LoRA (Hu et al., 2021) to fine-tune 508

all LLMs. The LLMs are fine-tuned on a 24G 509

NVIDIA 3090. We set training batch size to 1, 510

epoch number to 3, learning rate to 5e-5, and warm- 511

up steps to 20. 512

We compare the improvement of Uni-ETOD on 513

the overall performance and reliability of LLMs 514

in the response process by using retrieve-generate 515

paradigm (base) and retrieve+zero-shot CoT (ze- 516

roCoT) (Kojima et al., 2022) as a baseline. To 517

evaluate the quality of Fully ETOD’s responses, 518

we use the BLEU (Papineni et al., 2002), Entity 519

F1 (Eric and Manning, 2017) metrics to assess the 520

consistency of responses and the generator’s ability 521

to respond with correct knowledge. 522

5.3.2 Results on Zero-shot Reasoning and 523

Supervised Fine-tuning 524

Since Gemini and ChatGPT are not fine-tunable, 525

we show performance with zero shots as well as re- 526

sults with the fine-tuned Llama3 as the knowledge 527

refinement component(+KR). On Llama3, Chat- 528

GLM, and Mistral we show performance with zero- 529

shot inference and fine-tuning settings on the re- 530

sponse process, respectively. 531
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Model BLEU Entity Precision Entity Recall Entity F1

ChatGPT

base 24.1 67.5 69.9 68.7
zeroCoT 19.0 57.8 85.3 68.9

Uni-ETOD 26.2 70.9 69.9 70.4
Uni-ETOD+KR(finetuned) 33.3 84.8 88.3 86.5

Gemini

base 37.3 73.3 81.0 76.9
zeroCoT 38.9 75.9 83.0 79.3

Uni-ETOD 43.0 77.3 89.3 82.9
Uni-ETOD+KR(finetuned) 55.6 94.3 94.8 94.6

Llama3 base 10.2 63.7 70.5 66.9
zeroCoT 19.1 65.4 77.7 71.0

Uni-ETOD 15.2 76.0 82.4 79.0
Uni-ETOD(fintuned) 56.0 94.5 94.1 94.3

Mistral

base 6.3 43.1 76.2 55.1
zeroCoT 6.5 40.2 75.7 52.5

Uni-ETOD 12.4 69.1 88.7 77.7
Uni-ETOD(fintuned) 55.0 95.5 90.3 92.8

ChatGLM

base 8.1 39.0 73.7 51.0
zeroCoT 6.7 36.6 75.2 49.2

Uni-ETOD 21.8 76.2 87.7 81.6
Uni-ETOD(fintuned) 43.9 91.8 86.6 89.1

Table 4: Experimental results of the response process
on FakeRest dataset.

As shown in Table4, Uni-ETOD significantly532

improves the quality of responses compared to the533

baseline method. Uni-ETOD effectively mitigates534

the low precision problem of the retrieval process,535

which is reflected in the quality of responses. Uni-536

ETOD can better utilize the retrieval results with537

high recall and precision to generate more compre-538

hensive and high confidence responses. In particu-539

lar, the fine-tuned Uni-ETOD (Llama3) achieves a540

BLEU as high as 56 percent and Entity F1 as high541

as 94.3, outperforming ChatGPT and Gemini with542

zero-shot setting.543

The experiments demonstrate that Uni-ETOD544

consistently enhance the performance of LLMs in545

the response process of Fully ETOD. We argue that546

Uni-ETOD can effectively stimulate LLMs’ multi-547

hop reasoning in Fully ETOD. By guiding LLMs548

to gradually understand users’ needs, Uni-ETOD549

can provide users with higher-quality and more550

credible responses.551

5.4 Ablation Study552

First, we evaluate the role of each step in Uni-553

ETOD in the retrieval process. Due to computa-554

tional resource constraints, we performed ablation555

experiments on the fine-tuned Llama3 on FakeRest.556

Model Precision@10 Recall@10 F1@10
Uni-ETOD 96.0 96.7 96.4

w/o KR 17.0 98.9 29.0
w/o UR 97.8 91.5 94.6

w/o KR & UR 10.4 60.4 17.7

Table 5: Ablation study of the retrieval process on Fak-
eRest dataset.

The table 5 demonstrates the impact of Retrieval557

Based on User Needs (RU), and Knowledge Re-558

finement (KR) on the Fully ETOD retrieval process.559

Our RU step contains fine-tuning of the embedding 560

model. For a fair comparison, we fine-tuned dia- 561

logue history as the query for “w/o RU” and “w/o 562

RU & UR”, and Uni-ETOD still achieved better 563

results. The results show that the RU step can effec- 564

tively improve the recall of the original paradigm 565

retrieval process. Additionally, KR can effectively 566

alleviate the low precision problem in the retrieval 567

process. 568

We evaluate the role of each step in Uni-ETOD 569

in the response process. We perform ablation ex- 570

periments on fine-tuned Llama3, ChatGLM, and 571

Mistral on FakeRest. 572

Model BLEU Entity Precision Entity Recall Entity F1

Llama3

Uni-ETOD 56.0 94.5 94.1 94.3
w/o KR 40.7 85.0 88.9 85.0
w/o UR 51.5 94.2 90.7 92.4

w/o KR & UR 34.9 82.6 80.4 81.5

Mistral

Uni-ETOD 55.0 95.5 90.3 92.8
w/o KR 43.9 85.6 88.9 87.2
w/o UR 52.0 95.1 88.5 91.7

w/o KR &amp; UR 36.4 85.5 79.4 82.3

ChatGLM

Uni-ETOD 43.9 91.8 86.6 89.1
w/o KR 29.8 55.2 83.8 66.5
w/o UR 39.7 91.5 82.8 86.9

w/o KR &amp; UR 27.0 57.4 76.0 65.4

Table 6: Ablation study of the response process on
FakeRest dataset.

The table 6 demonstrates the effects of Retrieval 573

Based on User Needs (RU) and Knowledge Refine- 574

ment (KR) on the Fully ETOD response process. 575

The enhancement brought in the retrieval process 576

is also shown in the response process. The results 577

show that both RU and KR can effectively mitigate 578

the low precision problem, improving the credibil- 579

ity, and overall quality of the responses. 580

6 Conclusion 581

In this paper, we aim to address the problems of low 582

precision and poor interpretability in Fully ETOD. 583

We propose a user-need-driven CoT framework 584

(Uni-ETOD), which allows LLMs to gradually 585

understand user needs and generate high-quality 586

responses through multi-step reasoning. Experi- 587

mental results demonstrate that Uni-ETOD effec- 588

tively alleviates the low precision problem and of- 589

fers users a more explanatory retrieval process and 590

more reliable responses. Furthermore, we present 591

a technique for automatically generating dialog 592

data based on large-scale knowledge bases and con- 593

structing FakeRest, a dialogue dataset for restaurant 594

scenarios. 595
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Limitations596

There are two limitations of this paper that de-597

serve a deeper examination. First, we have not ex-598

plored the fine-tuning methods and sampling tech-599

niques for embedding models in depth. Second,600

the method in this paper can be fine-tuned to adapt601

to various scenarios by automatically generating602

dialog data. However, our method is still not an603

autonomous learning method to adapt the system604

to new scenarios through user interaction.605
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A Experimental Details of Constructing 778

FakeRest Dataset 779

We utilize Prompt 1, 2, 3 to allow user LLMs and 780

system LLMs to have multiple rounds of dialogues 781

to build the dataset. Based on the user need path, 782

we pass a user need as input to the user LLM, such 783

as “find the moderate british restaurant in the center 784

area.”, and propose the need using Prompt 1. Based 785

on the need path we can also query the entities 786

from the knowledge base that match the need. If 787

the query finds an entity that matches the need, the 788

Prompt is used to reply to the user. If no entity is 789

found that matches the need, then Prompt is used 790

to apologize. We have the system LLM start the 791

dialogue with “What can I do for you?”, but we 792

don’t save this sentence in the dialogue dataset. 793

We used gemini-1.5-pro (Team et al., 2023) to 794

generate the dialog dataset. To generate a more 795

diverse set of responses, we use a temperature of 796

2.0. other hyperparameters use default values. 797

B Experimental Details of Fine-tuning 798

Embedding Models 799

In the retrieval process, we are using bge-large- 800

v1.5-en (Xiao et al., 2023) as the base model. We 801

utilize the AdamW optimizer (Loshchilov and Hut- 802

ter, 2017) and the linear learning rate scheduler 803

with 0.1 warmup steps. We set the epoch to 2 and 804

the learning rate to 2e-5. We utilize cosine similar- 805

ity to compute the most relevant set of entities in 806

the knowledge base. 807

10

https://doi.org/10.18653/v1/2020.findings-emnlp.163
https://doi.org/10.18653/v1/2020.findings-emnlp.163
https://doi.org/10.18653/v1/2020.findings-emnlp.163
https://doi.org/10.18653/v1/2021.emnlp-main.224
https://doi.org/10.18653/v1/2021.emnlp-main.224
https://doi.org/10.18653/v1/2021.emnlp-main.224
https://api.semanticscholar.org/CorpusID:10565222
https://api.semanticscholar.org/CorpusID:10565222
https://api.semanticscholar.org/CorpusID:10565222
https://api.semanticscholar.org/CorpusID:10565222
https://api.semanticscholar.org/CorpusID:10565222
https://api.semanticscholar.org/CorpusID:248266574
https://api.semanticscholar.org/CorpusID:248266574
https://api.semanticscholar.org/CorpusID:248266574
https://doi.org/10.18653/v1/2023.emnlp-main.514
https://doi.org/10.18653/v1/2023.emnlp-main.514
https://doi.org/10.18653/v1/2023.emnlp-main.514
https://doi.org/10.18653/v1/2023.emnlp-main.514
https://doi.org/10.18653/v1/2023.emnlp-main.514
https://doi.org/10.18653/v1/2023.findings-acl.824
https://doi.org/10.18653/v1/2023.findings-acl.824
https://doi.org/10.18653/v1/2023.findings-acl.824
https://api.semanticscholar.org/CorpusID:258741323
https://api.semanticscholar.org/CorpusID:258741323
https://api.semanticscholar.org/CorpusID:258741323
http://arxiv.org/abs/2309.07597
http://arxiv.org/abs/2309.07597
http://arxiv.org/abs/2309.07597
https://api.semanticscholar.org/CorpusID:257900969
https://api.semanticscholar.org/CorpusID:257900969
https://api.semanticscholar.org/CorpusID:257900969


Prompt 1 Prompt for user LLM
You are a user. Please respond to assistant based on the need of this round.
Dialogue Context:
Assistant: What can I do for you?
User: Can you recommend a good British restaurant in the centre of town?
Assistant: There are a few British restaurants in the centre of town, including Bistro
Delights, Epicurean Emporium, and Tastebud Temptress.
Need: find the moderate british restaurant in the centre area.

Prompt 2 Prompt for system LLM
You are the assistant. Based on the ’Entities’, please respond a sentence to the user.
Dialogue Context:
Assistant: What can I do for you?
User: Can you recommend a good British restaurant in the centre area?
Entities:
{’name’: ’bistro delights’, ’food’: ’british’, ’area’: ’centre’},
{’name’: ’epicurean emporium’, ’food’: ’british’, ’area’: ’centre’},
{’name’: ’tastebud temptress’, ’food’: ’british’, ’area’: ’centre’}

Prompt 3 Prompt for system LLM without entities
You are the assistant. Please express sorry for not finding the restaurant meets the
needs.
Dialogue Context:
Assistant: What can I do for you?
User: I’m looking for a European restaurant in the north area. Could you recom-
mend one?
Assistant: I recommend either Spice Haven or Tropical Treats, both of which serve
European cuisine in the north area.
User: Actually, I’m looking for something a little more upscale. Do you have any
other suggestions for expensive European restaurants in the north area?
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