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Abstract

Despite its popularity in sentence-level relation
extraction, distantly supervised data is rarely
utilized by existing work in document-level re-
lation extraction due to its noisy nature and
low information density. Among its current ap-
plications, distantly supervised data is mostly
used as a whole for pertaining, which is of
low time efficiency. To fill in the gap of effi-
cient and robust utilization of distantly super-
vised training data, we propose Efficient Multi-
Supervision for document-level relation extrac-
tion, in which we first select a subset of in-
formative documents from the massive dataset
by combining distant supervision with expert
supervision, then train the model with Multi-
Supervision Ranking Loss that integrates the
knowledge from multiple sources of supervi-
sion to alleviate the effects of noise. The ex-
periments demonstrate the effectiveness of our
method in improving the model performance
with higher time efficiency than existing base-
lines.

1 Introduction

Different from traditional sentence-level Relation
Extraction (RE), document-level relation extrac-
tion (DocRE) aims to extract the relations between
multiple entity pairs within a document. The in-
put documents of DocRE typically contain many
named entities and are involved in multiple re-
lation facts. Compared with sentence-level RE,
DocRE is a more challenging task with richer
interactions between the entity mentions within
the document. Previous work in DocRE gener-
ally learns in a fully supervised manner, using
human-annotated datasets with ground-truth labels
for training and evaluation. However, human an-
notations for DocRE are more expensive than that
of sentence-level RE due to the complexity of the
task. Therefore, the expansion of DocRE datasets
is costly and slow, which limits the application of
DocRE.

Distant supervision has already been used in RE
to significantly augment the training data (Mintz
et al., 2009; Riedel et al., 2010). In sentence-level
RE, distant supervision automatically annotates the
sentences by aligning the mentioned entity pairs
with the relations in the existing knowledge bases,
assuming that all the co-appearing entity pairs in
a sentence express their existing relations in the
knowledge base. Despite the potential risk of noisy
instances (instances with wrong labels), Yao et al.
(2019) introduces distant supervision into the con-
struction of DocRED, the most widely used dataset
in DocRE. The statistics of distantly supervised
(DS) data and human-annotated data of DocRED
are shown in Table 1. According to the statistics,
the size of DS data is much larger (about 20 times)
than the human-annotated data in DocRED, indi-
cating that DS data holds great potential to improve
the performance of DocRE. However, due to the
noisy nature of distant supervision and the overly
large size of DS data, the utilization of the DS
dataset is rarely discussed in the area of DocRE.

Dataset #Doc. #Ins. #Fact #Ent.
Annotated 5k 63k 56k 132k
Distant 101k 1,508k 881k 2,558k

Table 1: The statistics of the human-annotated and dis-
tantly labeled datasets of DocRED (Yao et al., 2019).
Doc., Ins., Fact and Ent. indicate the numbers of doc-
uments, relation instances, relation facts and entities
respectively.

With the development of Pre-trained Language
Models (PLMs), some of the recent work in DocRE
proposes to utilize the DS data for pretraining
PLMs and achieve considerable improvements
(Tan et al., 2022; Ma et al., 2023; Li et al., 2023;
Sun et al., 2023). However, existing methods typi-
cally use all of the DS data for pretraining, neglect-
ing that the expansion of DS data is much faster and



cheaper than that of human-annotated data. With
the fast-growing size of DS data, utilizing all of
it can make pretraining extremely expensive and
lead to low time efficiency. Moreover, the wrong
labeling problem of DS remains a major challenge
and causes a lot of noise within the DS dataset.

To improve the efficiency of DS data utiliza-
tion as well as reduce the effects of noise from
distant supervision, we propose Efficient Multi-
Supervision (EMS) which includes two steps: (1)
Document Informativeness Ranking (DIR) for data
augmentation with informative DS documents and
(2) noise-resistant training using Multi-Supervision
Ranking Loss (MSRL). In DIR, We describe the
valid information in a DS document as the reliable
labels it contains, and we define a scoring criterion
to rank the documents in DS data according to their
informativeness. Later, we use the top informative
subset of DS documents to augment the training
data. In the training step, we extend the adaptive
ranking loss (Zhou et al., 2021) to a more robust
and flexible form called MSRL to receive super-
vision from multiple sources. We consider three
sources of supervision: distant supervision from
automatically generated labels, expert supervision
from a trained model and self supervision from
the output of the training model. Distant supervi-
sion and expert supervision participate in determin-
ing the desired ranking of relation classes in the
loss function. Self supervision is employed to dy-
namically adjust the fitting priority of the relation
classes. We conduct experiments on the DocRED
dataset to demonstrate our method’s effectiveness.
The results show that EMS can efficiently augment
the training process of DocRE and the ablation
study demonstrates that both DIR and MSRL play
important roles in improving the performance. Our
contributions are summarized below:

e The proposed Document Informativeness
Ranking (DIR) is the first attempt to retrieve
the most informative documents from the DS
dataset. It augments the training data with
higher efficiency and greatly saves the time
cost of DS data utilization.

* We extend the previous ranking-based loss of
DocRE as Multi-Supervision Ranking-based
Loss (MSRL) which enables the model to
combine multiple sources of supervision in
the calculation of training loss. Compared
with the original ranking-based loss, MSRL is
more robust against the noise from incorrect

labels and is flexible in handling supervision
from multiple sources.

* We provide detailed experiments and effi-
ciency analysis for EMS. The experiments
and analysis show that EMS can improve the
training of DocRE with high efficiency.

2 Related Work

Relation Extraction(RE) has been a long-discussed
topic in information extraction. Traditional RE
mostly extracts relations between an entity pair
within a sentence (Zeng et al., 2014; Wang et al.,
2016; Zhang et al., 2017). However, it is shown by
prior works that a large number of relation facts can
only be extracted from multiple sentences (Verga
et al., 2018; Yao et al., 2019). Therefore, various
methods have been proposed to explore document-
level relation extraction (DocRE) recently. Early
methods in DocRE are mostly based on Graph Neu-
ral Networks (Scarselli et al., 2008). Quirk and
Poon (2017) first introduces document-level graphs,
in which they use words as nodes and dependency
information as edges. Later graph-based methods
(Peng et al., 2017; Song et al., 2018; Jia et al., 2019;
Christopoulou et al., 2019; Nan et al., 2020; Zeng
et al., 2021) typically extends the GNN architec-
tures to learn better representations for the entity
mentions. Recently, transformer-based methods,
especially those with pretrained language models,
have become popular since they can automatically
learn the dependency information (Verga et al.,
2018; Wang et al., 2019; Tang et al., 2020; Ye et al.,
2020). Particularly, Zhou et al. (2021) proposes the
adaptive thresholding loss to make the classifica-
tion threshold adjustable to different entity pairs.
Tan et al. (2022) adopts knowledge distillation to
utilize the large but noisy distantly supervised data.
Some recent work also leverages the DS data for
better performance (Ma et al., 2023; Li et al., 2023;
Sun et al., 2023).

However, previous methods typically use all the
DS data for pertaining, which is of low efficiency.
Therefore, we seek to utilize only the most infor-
mative part of the DS data to improve the model
performance with higher efficiency. Moreover, we
modify the widely used adaptive thresholding loss
(Zhou et al., 2021) to a generalized form integrat-
ing multiple sources of supervision to mitigate the
noisy instance problem in DS data.
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Figure 1: The illustration of EMS, contains two main components: DIR and MSRL. In MSRL, Agg. represents
aggreements, Rec. represents recommendations and Oth. represents others.

3 Methodology

The overall framework of EMS, our proposed
method, is illustrated in Figure 1. In both DIR
and MSRL, we adopt a pretrained expert model to
provide an extra source of supervision by making
predictions on the DS data. First, we retrieve a
set of the most informative documents from the
DS dataset using Document Informativeness Rank-
ing (DIR) to augment the training data of DocRE.
Then, the model is trained using the augmented
training data with the help of Multi-Supervision
Ranking-based Loss (MSRL). MSRL enhances the
model’s training by ensuring the relation classes
adhere to specific rankings based on their logits. It
also employs self supervision to dynamically adjust
the learning of relation classes.

3.1 Preliminary

The task of document-level relation extraction is to
predict the relation classes between pairs of entities
(es, €0)s,0=1...n;s£0 given a document D containing
the entity set {e;}!" ;. where e, and e, represent
the subject and object respectively. The set of pre-
defined relation classes is R U { N A}, where N A
stands for no relation between the entity pair. Dur-
ing the testing process, the relations between all
the possible entity pairs (€5, €5) s 0=1...n;s£0 are pre-
dicted and there may be multiple relation classes
between e and e,,. Each of the entity pairs is called

an instance in the following parts.

The annotation process of distantly supervised
data is based on the assumption that if two entities
participate in a relation, any document that contains
those two entities expresses that relation (Mintz
et al., 2009; Yao et al., 2019). This assumption is
too strong and causes the unreliability of DS labels.
In order to provide an extra source of automatic an-
notation, we utilize a trained expert model to make
predictions on the distantly supervised dataset. The
relation triples provided by distant supervision are
denoted as (e, €,, 7ps) and the expert predictions
are denoted as (es, €,, "Egx ), Where both rpg and
rgx are within R U { N A} and may indicate mul-
tiple relation classes.

3.2 Document Informativeness Ranking

The information within distantly labeled docu-
ments is hard to obtain due to its noisy nature.
Still, it holds the potential to improve the perfor-
mance of DocRE models and most of the relevant
methods use all the DS data for pretraining before
fine-tuning on the annotated set (Tan et al., 2022;
Ma et al., 2023; Sun et al., 2023). However, using
all of the DS data is often of low efficiency. As
shown in Table 1, the size of existing DS data is
far larger than the annotated dataset. Moreover,
the automatic annotation process of DS data en-
ables it to expand much faster and cheaper than the
human-annotated dataset. Pretraining using the DS



dataset before refining the model with the human-
annotated dataset can help with performance gains,
but this approach makes the whole process too ex-
pensive in time cost for realistic use.

To overcome this challenge and efficiently utilize
the DS dataset for the DocRE task, we propose the
Document Informativeness Ranking (DIR) to re-
trieve the most informative subset of the DS dataset
to augment the training data of DocRE. We argue
that relying solely on the DS label is inevitably
biased and at least one extra source of reference
labels should be introduced. Therefore, we employ
an expert model to automatically generate predic-
tions on the DS data, which can be pretrained on an
annotated dataset to increase efficiency. For a fair
comparison in the experiments, the expert model
and the training model share identical network ar-
chitectures.

Based on the consistency between the DS labels
and the expert predictions, we divide the relation
classes of each instance into three groups:

» Agreements (Agg.): relation classes indicated
by both the DS label and the expert prediction.

¢ Recommendations (Rec.): relation classes in-
dicated by either the DS label or the expert
prediction, but not both.

¢ Others (Oth.): the rest of the relation classes
(not indicated by either the DS label or the
expert prediction).

Distant supervision typically aligns the entities
with existing pairs in the knowledge base, while the
expert makes predictions based on the knowledge
it has learned (from the human-annotated dataset).
In other words, distant supervision is a source of
prior knowledge while the expert is usually context-
based. Thus, agreements can be seen as relatively
reliable labels as they are supported by both prior
knowledge and contextual information. Recommen-
dations have discrepancies between prior knowl-
edge and the context, which could be attributed to
either the incompleteness of existing knowledge or
potential biases held by the expert. In either case,
the document may still express the relation classes
in the Recommendations group. However, the rela-
tion classes in the Others group lack grounding in
prior knowledge or context, making their presence
in the document less probable.

The informativeness of a document can be de-
scribed as the amount of reliable and valuable

information it contains. In our work, each DS in-
stance (es, €5, 7pg) is considered an individual in-
formation contributor, and the amount of informa-
tion it contributes is determined by the reliability
and scarcity of its label. Considering the presence
of two labeling sources (distant supervision and
expert prediction), we propose the equation below
as an attempt to quantify a document’s informative-
ness:

Np N,
ID) =YY V(s vix)Pex (D
i=1 j=1

where yg g and yg  are the one-hot labels from
distant supervision and expert prediction respec-
tively. Pyl is the softmaxed output distribution
from the expert. Np is the number of entity pairs
in the document. N, is the number of predefined
relation classes R, note that /N A is not considered
in DIR. V, is a class-weighting vector to encour-
age the retrieval of the instances expressing rare
relation classes. In the experiments, we directly
apply the class weight function of scikit-learn '
toolkit based on the distribution of classes in the
human-annotated dataset. After computing infor-
mativeness, we retrieve a subset of the documents
with the largest informativeness I(D) in the DS
dataset, forming an augmentation set S,y Where
Saug C Sps. During training, the augmentation
set Squg is mixed with the human-annotated dataset
Sann- The DS documents in S, are considered
of relatively high quality, but they still contain
many wrongly labeled instances to be addressed by
MSRL in training.

3.3 Multi-Supervision Ranking-based Loss

Ranking-based loss functions like the Adaptive-
Thresholding Loss (ATL) (Zhou et al., 2021) are
widely used by previous DocRE methods. In ATL,
an adaptive threshold T H is introduced to sepa-
rate the relation classes expressed by the instance
(positive) and those unexpressed relation classes
(negative). The goal of training is to push pos-
itive classes above the threshold and keep neg-
ative ones below the threshold, adhering to the
positive — T'H — negative ranking order. How-
ever, the labels from distant supervision can be mis-
leading and may cause a lot of false positive or false
negative instances. To alleviate this issue, we ex-
tend ATL to the Multi-Supervision Ranking-based

"https://scikit-learn.org/



Loss (MSRL) which combines multiple sources
of supervision to alleviate the effects of noisy in-
stances.

Different from ATL, MSRL receives two sources
of labels: distant supervision and expert prediction.
As stated previously, the relation classes for each
instance can be divided into agreements, recom-
mendations and others. Intuitively, we hope to push
agreements above threshold T'H and keep others
below T H. As for recommendations, we also keep
them above others without additional ranking re-
strictions. The idea is to fit the recommendations
in a self-paced manner, hoping that reliable recom-
mendations can rise above the threshold T'H while
unreliable ones stay below.

Similar to ATL (Zhou et al., 2021), the logit
vector is broken down into two parts to compute
the probability vectors:

exp(O,)1L(r € Ragg.)
Zr’eRagg_u{TH} exp(O;)
pb_ exp(Op)1(r € Ryee. U{TH})

" > exp(O;)
r’€Ryrec. URs¢h. U{TH}

Pt =

r

) @

where P only involves aggreements and the T'H
class, with an indicator function 1 filtering the re-
lation classes except aggreements. Pf involves
recommendations, others and the T'H class.

Since recommendations potentially contain
wrong labels reflecting incomplete knowledge or
biases, we hope to carefully adjust their fitting pri-
orities during training. Intuitively, the recommen-
dations confirmed by the current predictions y of
the training model and with higher probabilities
P? are less likely to be noisy. Thus, we design an
extra class weighting mechanism based on self su-
pervision to mitigate noisy recommendations. On
the other hand, we hope to encourage the model
to focus more on the under-fitted aggreements to
effectively learn reliable knowledge. Therefore, the
class weighting mechanism within MSRL is also
divided into two parts:

wg:')’a“‘(l_yr)(l_Pﬂ)
w? =y + y, P 3)

where 7, and ~; are the offsets of class weights
which are based on the need for normalization.
When y, is negative (equals 0) and P, is small,
it indicates that the class belonging to agreements
is under-fitted. In this case, a larger w;* can prompt
the model towards better fitting of the agreements.

In contrast, w?® only rewards those reliable recom-
mendations with positive predictions y,, = 1 and
large probability values P?.

Finally, MSRL is defined in the following form:

L=— Z log(waP®) + log(w?P?)  (4)

where the first term pushes agreements above T'H
and the second term keeps recommendations and
TH above others. Both distant and expert su-
pervisions are involved in dividing the relation
classes into agreements, recommendations and oth-
ers, while self supervision dynamically adjusts
the learning priorities within the groups. In sum-
mary, the idea of multi-supervision not only allows
MSRL to divide the relation classes in a more fine-
grained manner but also enables flexibility in han-
dling uncertainty. When using MSRL to train on
human-annotated data, there are only expert super-
vision (human annotations) and self supervision
available. In this case, there is no recommenda-
tions, and MSRL is equivalent to a ranking-based
loss with adaptive thresholds and class weights w;!
accelerating the learning of under-fitted positive
relation classes.

Different from knowledge distillation, which
uses soft labels (logits) from the teacher model
as an extra source of knowledge. EMS uses one-
hot labels from the expert model in both DIR and
MSRL. Intuitively, soft labels contain more infor-
mation than one-hot labels. However, soft labels
may not be accessible in some cases, for example,
when using text-to-text language models or human
annotators. Therefore, employing one-hot labels
enables more flexible choices for the expert in real
applications.

4 Experiments

In this section, we first introduce the dataset and ex-
perimental settings used in our experiments. Then,
we provide our main experiment results and com-
pare EMS with several strong baselines. Finally,
we discuss the effects of DIR and MSRL through
ablation study.

4.1 Datasets and Settings

We employ the DocRED (Yao et al., 2019) dataset
in our experiments. DocRED is a large-scale
DocRE dataset constructed from Wikipedia and
Wikidata. It is the most widely used dataset
for DocRE so far and has the largest available



Hyperparameter Value
Batch size 4
Number of epochs 30
Number of relation classes N, 96
Class Weight Offsets 7y, /7y 1.0/0.9

Table 2: The details of experimental settings.

DS dataset. The statistics of DocRED are al-
ready displayed in Table 1. The human-annotated
dataset is divided into train/dev/test sets, with
3053/1000/1000 documents respectively. We use
the dev set for evaluation and choose the best model
for testing.

The base model of our experiment is ATLOP
(Zhou et al., 2021), which is a popular benchmark
in DocRED. We use the same ATLOP architecture
for the expert model and the training model for fair
comparisons. The encoder is initialized using bert-
base-cased checkpoint(Devlin et al., 2018). Due to
the limitation of infrastructure, the experiments are
run using smaller batch size settings. Our model
is optimized with AdamW (Loshchilov and Hutter,
2017) using a Se-5 learning rate for the encoder
and le-4 for the classifier, with the first 6% steps
as warmup steps. Other details of hyperparameters
are shown in Table 2.

The evaluation metrics are F} and Ign F}. The
Ign F7 represents the F score excluding the rela-
tion triples shared by the human-annotated training
set.

4.2 Compared Baselines

We compare our EMS with several strong base-
lines, some of which also utilize DS data in their
frameworks. ATLOP (Zhou et al., 2021) proposes
a localized context pooling layer to aggregate re-
lated context for entity pairs to get better entity
representations and utilizes an adaptive threshold-
ing loss function to replace the global threshold
with an entity-pair-dependent threshold. ATLOP is
also the expert model adopted in our experiments.
SSAN(Xu et al., 2021) utilizes co-occurrence in-
formation between entity mentions and extends
the standard self-attention mechanism with struc-
tural guidance. SIRE(Zeng et al., 2021) employs
a sentence-level encoder to extract intra-sentence
relations and a document encoder to extract inter-
sentence relations respectively to represent two
types of relations in different ways. DocuNet
(Zhang et al., 2021) regards the DocRE task as a

semantic segmentation task, attempting to capture
both local context information and global interde-
pendency among triples. NCRL (Zhou and Lee,
2022) proposes a multi-label loss that prefers large
label margins between the /N A class and the prede-
fined relation classes. KD-DocRE (Tan et al., 2022)
proposes an adaptive focal loss to alleviate the long-
tailed problem and uses knowledge distillation to
utilize the DS dataset. The compared methods all
use the BERT (Devlin et al., 2018) encoder for fair
comparisons.

As for methods concerning DS data, we choose
KD-DocRE for comparison, which uses all the DS
data in pretraining. KD-DocRE also shares a simi-
lar network architecture with ATLOP, which makes
it a good fit for comparison. We also present the
result of ATLOP pretrained by DS data and fine-
tuned by human-annotated data to compare with
the performance and efficiency of EMS.

4.3 Main Results

Table 3 shows the experimental results on the Do-
cRED dataset. According to the results, DS data
greatly improves the performance of DocRE mod-
els. With only 3% of DS data, the performance of
ATLOP+EMS almost surpasses the state-of-the-art
non-DS methods. However, DS data significantly
increases the time costs of the models due to its
massive size. Taking ATLOP as an example, with
DS data, the performance increases by 2.63 on test
F1 and 2.72 on test Ign F}. However, the time cost
dramatically increases to more than 30 times due to
the use of all DS data in pretraining. KD-DocRED,
the state-of-the-art method, also requires a substan-
tial cost of time to achieve good performance. By
retrieving informative instances and denoised train-
ing with MSRL, EMS can improve performance
with higher efficiency than the baselines. Using
only 3% of DS data, ATLOP+EMS achieves 1.2
and 1.17 improvements on test F; and test Ign
F respectively, only increasing the time cost to 4
times. Using 30% of DS data, ATLOP+EMS even
surpasses ATLOP with DS pretraining by 0.41 test
F1 and 0.55 test Ign F1. It also achieves a compara-
ble performance to the state-of-the-art method with
13 times the cost of the original ATLOP, which is
significantly smaller than KD-DocRE.

In practice, the size of DS data grows faster than
the human-annotated dataset because DS labels are
much cheaper and faster to obtain. Therefore, EMS
can save even more time in the real application of
distant supervision.



Dev Test . .
Model 7 Tan 7 7 Tan 7y Relative Time Cost
Without distantly supervised data
ATLOP* (Zhou et al., 2021) 61.05 59.18 60.85 58.71 1x
SSAN(Xu et al., 2021) 59.19 57.03 58.16 55.84 -
SIRE(Zeng et al., 2021) 61.60 59.82 62.05 60.18 -
DocuNet(Zhang et al., 2021) 61.83 59.86 61.86 59.93 -
NCRL*(Zhou and Lee, 2022) 61.10 59.22 60.91 58.77 -
KD-DocRE (Tan et al., 2022) 62.03 60.08 62.08 60.04 -
With all of distantly supervised data
ATLOP with DS 63.42 61.57 63.48 61.43 34x
KD-DocRE with DS 64.81 62.62 64.76 62.56 111x
With EMS
ATLOP+EMS (3% DS data)* 62.39 60.56 62.05 59.88 4x
ATLOP+EMS (30% DS data)*  64.08 62.11 63.89 61.98 13x

Table 3: Results of EMS and baselines on DocRED. Models marked with * are reproduced or implemented by us,
others are from the papers. The relative time costs are estimated using the method in Appendix A. Bold indicates
the best results among the compared methods, the second best results are underlined.

4.4 Ablation Study

Dev
Model i) Tan 7
ATLOP+EMS 62.39 60.56
- Self Sup. 62.19 60.23
- Expert Sup.  61.33 59.21
- Distant Sup.  61.59  59.70
Rand+MSRL  61.72 59.84
ATLOP 61.05 59.18

Table 4: Ablation study of our method using top 3% of
the DS data. Sup. is the abbreviation of supervision.

Table 4 shows the results of the ablation study.
We conduct this part of experiments on the dev
set of DocRED using the top 3% of the DS data.
Removing self supervision means removing the
class weights w? and w? defined in Equation 3.
This slightly affects the performance because class
weights not only accelerate the learning of under-
fitted agreements but also reduce the effects of
noisy recommendations. If the size of the aug-
mentation set increases, the effects of removing
self supervision will be more significant because
more noisy instances are introduced into the train-
ing process.

Since MSRL distinguishes agreements, recom-
mendations and Others based on the consistency

between distant supervision and expert supervi-
sion, removing either of them essentially disables
MSRL. Removing distant supervision leads to sole
dependence on an expert model trained on a smaller
dataset, which can lead to inaccurate predictions
due to unseen patterns. Removing expert supervi-
sion, on the other hand, leaves a large number of
noisy instances unaddressed. Thus, both distant
supervision and expert supervision are crucial for
MSRL. According to the results in the third and
fourth row of Table 4, removing either distant super-
vision or expert supervision leads to a significant
performance decline.

Rand+MSRL is a variation that selects augmen-
tation set randomly instead of on the basis of in-
formativeness. Other settings are identical to AT-
LOP+EMS. The presented result is from the best
model among five runs using five different random
seeds. The performance decreases by 0.67 for F
and 0.72 for Ign F; compared with using DIR. The
difference in performance demonstrates that DIR is
effective in retrieving informative documents from
the DS dataset.

From the above results and discussions, we can
conclude that distant supervision, expert supervi-
sion and self supervision all proved useful in the
EMS framework. Also, it is clear that the two main
components of EMS, DIR and MSRL, are both
effective in improving the performance of DocRE.



Republika Srpska DS labels

Republika Srpska (literally “Serb Republic
") is one of two constitutional and legal
entities of Bosnia and Herzegovina, the
other being the Federation of Bosnia and
Herzegovina. The entities are largely
autonomous. Its de jure capital city is
Sarajevo, but the de facto capital and
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(Banja Luka, located in, Republika Srpska)
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(Sarajevo, Republika Srpska)

Figure 2: A retrieved document with some representative instances. The numbers are the logit values of the relation
classes after training, and "located in" is the abbreviation of relation class "located in the administrative territorial

entity".
5 Case Study

In order to illustrate the idea of multi-supervision,
we choose an example document retrieved by DIR
from the DS dataset and present it in Figure 2. At
the upper part of the figure, DIR estimates the in-
formativeness of each instance. Since capital of is
a rare relation class with only dozens of instances
in the human-annotated set while located in is a
more common one, the informativeness of the third
instance is higher than the second one. After train-
ing on the augmented dataset {Sqnn U Saug} With
MSRL, the logit values of the instances are shown
at the bottom part of Figure 2. For the pair (Sara-
jevo, Bosnia), capital of is not the gold label ac-
cording to the context of the document, but distant
supervision indicates that capital of could be ap-
plicable to this entity pair in other contexts. There-
fore, it is acceptable and reasonable that capital
of, which is a recommendation from distant super-
vision, has a higher logit value than the classes
from Others. Regarding entity pairs (Banja Luka,
Republika Srpska) and (Sarajevo, Republika Srp-
ska), the agreements are both far above the TH
threshold. The recommendation for (Banja Luka,
Republika Srpska) is ambiguous because it is unde-
fined whether de jure capital indicates the capital of
relation, so the logit value is near the TH threshold.
The recommendation for (Sarajevo, Republika Srp-
ska), located in, is a missing gold label due to the
incompleteness of distant supervision. Therefore,
the logit value of located in tends to rise above
the threshold after learning from the augmented
dataset. This case study illustrates the process of

DIR and the outcome of MSRL and shows that
integrating multiple sources of supervision enables
the model to learn from DS instances with better
robustness and flexibility.

6 Conclusions

In this paper, we introduce EMS, an efficient and
effective approach leveraging DS data to enhance
DocRE models. EMS comprises two key compo-
nents: DIR and MSRL. Unlike traditional meth-
ods that costly pretrain on the entire DS dataset,
DIR retrieves the most informative documents from
DS to create an augmentation set. Subsequently,
the model undergoes training with MSRL, which
flexibly mitigates noisy DS labels by integrating
multiple sources of supervision. Our experiments
demonstrate that EMS can significantly boost the
DocRE model with higher time efficiency than ex-
isting baselines.

7 Limitations

Our work still has some limitations. Firstly, EMS
depends on an expert model to provide an extra
source of supervision, meaning that the capability
of the expert is crucial to the effectiveness of EMS.
Secondly, the useful information within the infor-
mative documents is still very sparse due to the
highly noisy nature of distant supervision, which
makes the learning on the augmentation set inef-
ficient compared with that on the annotated set.
Thirdly, though the network architecture is not
likely to affect the efficacy of EMS, there is still a
lack of combinations between EMS and all kinds
of DocRE models in our experiments.
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A Time Efficiency

Previous methods concerning DS data mostly in-
volve pertaining using the whole DS data. Taking
KD-DocRE(Tan et al., 2022) as an example, it first
pretrains the teacher model on DS data, then infer-
ence logits for the DS data. It also needs to pretrain
the student model on DS data before fine-tuning it
on the human-annotated dataset. In contrast, DIR
pretrains the expert on human-annotated dataset,
inferences using the DS data for informativeness
ranking, and trains the model with the augmented
dataset. Since DIR does not need to repeatedly
train on the large DS dataset, it is much more ef-
ficient in the cost of time compared with previous
baselines. For better comparisons, we give a rough
estimation to support our idea based on the number
of processing steps.

For convenience of estimation, we assume the
processing time needed for inference or training
on the same set of data is similar. Under this as-
sumption, we further assume the time needed for
one processing step in inference or training as ¢,
which is the minimal unit of time in our analy-
sis. We represent the sizes of DS data Spg and
human-annotated data Sg,, as M and m respec-
tively. With the above notations, we are able to rep-
resent the estimated time costs of DocRE methods.
For example, the time cost of training the original
ATLOP model for 30 epochs can be estimated as
30mt.

For EMS, we assume that each training round
includes {k,,n = 1,2} epochs. Then, the time
cost of ATLOP+EMS can be estimated as ((k1 +
ka)m+kam 4+ M)t with m 4 being the size of the
augmentation set Sq,4. By taking {k,,n = 1,2}
as {30, 30} respectively, % ~ 33 in DocRED, and
74~ 10 in our setting, the estimated time cost
is 393mt. We adopt the time cost of the original
ATLOP (30mt) as the standard time cost for ease
of comparison, and the relative time cost of KD-
DocRE is 3390%t ~ 13. We estimate the relative
time cost of DS-related methods using the same
idea and present the results in Table 3.

Notably, ATLOP has the simplest architecture
among the analyzed methods and intuitively has
the shortest processing time in each training step.
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Therefore, the relative time costs of KD-DocRED
are likely to be underestimated.
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