
Augmenting Document-level Relation Extraction with Efficient
Multi-Supervision

Anonymous ACL submission

Abstract
Despite its popularity in sentence-level relation001
extraction, distantly supervised data is rarely002
utilized by existing work in document-level re-003
lation extraction due to its noisy nature and004
low information density. Among its current ap-005
plications, distantly supervised data is mostly006
used as a whole for pertaining, which is of007
low time efficiency. To fill in the gap of effi-008
cient and robust utilization of distantly super-009
vised training data, we propose Efficient Multi-010
Supervision for document-level relation extrac-011
tion, in which we first select a subset of in-012
formative documents from the massive dataset013
by combining distant supervision with expert014
supervision, then train the model with Multi-015
Supervision Ranking Loss that integrates the016
knowledge from multiple sources of supervi-017
sion to alleviate the effects of noise. The ex-018
periments demonstrate the effectiveness of our019
method in improving the model performance020
with higher time efficiency than existing base-021
lines.022

1 Introduction023

Different from traditional sentence-level Relation024

Extraction (RE), document-level relation extrac-025

tion (DocRE) aims to extract the relations between026

multiple entity pairs within a document. The in-027

put documents of DocRE typically contain many028

named entities and are involved in multiple re-029

lation facts. Compared with sentence-level RE,030

DocRE is a more challenging task with richer031

interactions between the entity mentions within032

the document. Previous work in DocRE gener-033

ally learns in a fully supervised manner, using034

human-annotated datasets with ground-truth labels035

for training and evaluation. However, human an-036

notations for DocRE are more expensive than that037

of sentence-level RE due to the complexity of the038

task. Therefore, the expansion of DocRE datasets039

is costly and slow, which limits the application of040

DocRE.041

Distant supervision has already been used in RE 042

to significantly augment the training data (Mintz 043

et al., 2009; Riedel et al., 2010). In sentence-level 044

RE, distant supervision automatically annotates the 045

sentences by aligning the mentioned entity pairs 046

with the relations in the existing knowledge bases, 047

assuming that all the co-appearing entity pairs in 048

a sentence express their existing relations in the 049

knowledge base. Despite the potential risk of noisy 050

instances (instances with wrong labels), Yao et al. 051

(2019) introduces distant supervision into the con- 052

struction of DocRED, the most widely used dataset 053

in DocRE. The statistics of distantly supervised 054

(DS) data and human-annotated data of DocRED 055

are shown in Table 1. According to the statistics, 056

the size of DS data is much larger (about 20 times) 057

than the human-annotated data in DocRED, indi- 058

cating that DS data holds great potential to improve 059

the performance of DocRE. However, due to the 060

noisy nature of distant supervision and the overly 061

large size of DS data, the utilization of the DS 062

dataset is rarely discussed in the area of DocRE. 063

Dataset #Doc. #Ins. #Fact #Ent.

Annotated 5k 63k 56k 132k
Distant 101k 1,508k 881k 2,558k

Table 1: The statistics of the human-annotated and dis-
tantly labeled datasets of DocRED (Yao et al., 2019).
Doc., Ins., Fact and Ent. indicate the numbers of doc-
uments, relation instances, relation facts and entities
respectively.

With the development of Pre-trained Language 064

Models (PLMs), some of the recent work in DocRE 065

proposes to utilize the DS data for pretraining 066

PLMs and achieve considerable improvements 067

(Tan et al., 2022; Ma et al., 2023; Li et al., 2023; 068

Sun et al., 2023). However, existing methods typi- 069

cally use all of the DS data for pretraining, neglect- 070

ing that the expansion of DS data is much faster and 071
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cheaper than that of human-annotated data. With072

the fast-growing size of DS data, utilizing all of073

it can make pretraining extremely expensive and074

lead to low time efficiency. Moreover, the wrong075

labeling problem of DS remains a major challenge076

and causes a lot of noise within the DS dataset.077

To improve the efficiency of DS data utiliza-078

tion as well as reduce the effects of noise from079

distant supervision, we propose Efficient Multi-080

Supervision (EMS) which includes two steps: (1)081

Document Informativeness Ranking (DIR) for data082

augmentation with informative DS documents and083

(2) noise-resistant training using Multi-Supervision084

Ranking Loss (MSRL). In DIR, We describe the085

valid information in a DS document as the reliable086

labels it contains, and we define a scoring criterion087

to rank the documents in DS data according to their088

informativeness. Later, we use the top informative089

subset of DS documents to augment the training090

data. In the training step, we extend the adaptive091

ranking loss (Zhou et al., 2021) to a more robust092

and flexible form called MSRL to receive super-093

vision from multiple sources. We consider three094

sources of supervision: distant supervision from095

automatically generated labels, expert supervision096

from a trained model and self supervision from097

the output of the training model. Distant supervi-098

sion and expert supervision participate in determin-099

ing the desired ranking of relation classes in the100

loss function. Self supervision is employed to dy-101

namically adjust the fitting priority of the relation102

classes. We conduct experiments on the DocRED103

dataset to demonstrate our method’s effectiveness.104

The results show that EMS can efficiently augment105

the training process of DocRE and the ablation106

study demonstrates that both DIR and MSRL play107

important roles in improving the performance. Our108

contributions are summarized below:109

• The proposed Document Informativeness110

Ranking (DIR) is the first attempt to retrieve111

the most informative documents from the DS112

dataset. It augments the training data with113

higher efficiency and greatly saves the time114

cost of DS data utilization.115

• We extend the previous ranking-based loss of116

DocRE as Multi-Supervision Ranking-based117

Loss (MSRL) which enables the model to118

combine multiple sources of supervision in119

the calculation of training loss. Compared120

with the original ranking-based loss, MSRL is121

more robust against the noise from incorrect122

labels and is flexible in handling supervision 123

from multiple sources. 124

• We provide detailed experiments and effi- 125

ciency analysis for EMS. The experiments 126

and analysis show that EMS can improve the 127

training of DocRE with high efficiency. 128

2 Related Work 129

Relation Extraction(RE) has been a long-discussed 130

topic in information extraction. Traditional RE 131

mostly extracts relations between an entity pair 132

within a sentence (Zeng et al., 2014; Wang et al., 133

2016; Zhang et al., 2017). However, it is shown by 134

prior works that a large number of relation facts can 135

only be extracted from multiple sentences (Verga 136

et al., 2018; Yao et al., 2019). Therefore, various 137

methods have been proposed to explore document- 138

level relation extraction (DocRE) recently. Early 139

methods in DocRE are mostly based on Graph Neu- 140

ral Networks (Scarselli et al., 2008). Quirk and 141

Poon (2017) first introduces document-level graphs, 142

in which they use words as nodes and dependency 143

information as edges. Later graph-based methods 144

(Peng et al., 2017; Song et al., 2018; Jia et al., 2019; 145

Christopoulou et al., 2019; Nan et al., 2020; Zeng 146

et al., 2021) typically extends the GNN architec- 147

tures to learn better representations for the entity 148

mentions. Recently, transformer-based methods, 149

especially those with pretrained language models, 150

have become popular since they can automatically 151

learn the dependency information (Verga et al., 152

2018; Wang et al., 2019; Tang et al., 2020; Ye et al., 153

2020). Particularly, Zhou et al. (2021) proposes the 154

adaptive thresholding loss to make the classifica- 155

tion threshold adjustable to different entity pairs. 156

Tan et al. (2022) adopts knowledge distillation to 157

utilize the large but noisy distantly supervised data. 158

Some recent work also leverages the DS data for 159

better performance (Ma et al., 2023; Li et al., 2023; 160

Sun et al., 2023). 161

However, previous methods typically use all the 162

DS data for pertaining, which is of low efficiency. 163

Therefore, we seek to utilize only the most infor- 164

mative part of the DS data to improve the model 165

performance with higher efficiency. Moreover, we 166

modify the widely used adaptive thresholding loss 167

(Zhou et al., 2021) to a generalized form integrat- 168

ing multiple sources of supervision to mitigate the 169

noisy instance problem in DS data. 170
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Figure 1: The illustration of EMS, contains two main components: DIR and MSRL. In MSRL, Agg. represents
aggreements, Rec. represents recommendations and Oth. represents others.

3 Methodology171

The overall framework of EMS, our proposed172

method, is illustrated in Figure 1. In both DIR173

and MSRL, we adopt a pretrained expert model to174

provide an extra source of supervision by making175

predictions on the DS data. First, we retrieve a176

set of the most informative documents from the177

DS dataset using Document Informativeness Rank-178

ing (DIR) to augment the training data of DocRE.179

Then, the model is trained using the augmented180

training data with the help of Multi-Supervision181

Ranking-based Loss (MSRL). MSRL enhances the182

model’s training by ensuring the relation classes183

adhere to specific rankings based on their logits. It184

also employs self supervision to dynamically adjust185

the learning of relation classes.186

3.1 Preliminary187

The task of document-level relation extraction is to188

predict the relation classes between pairs of entities189

(es, eo)s,o=1...n;s ̸=o given a document D containing190

the entity set {ei}ni=1. where es and eo represent191

the subject and object respectively. The set of pre-192

defined relation classes is R ∪ {NA}, where NA193

stands for no relation between the entity pair. Dur-194

ing the testing process, the relations between all195

the possible entity pairs (es, eo)s,o=1...n;s̸=o are pre-196

dicted and there may be multiple relation classes197

between es and eo. Each of the entity pairs is called198

an instance in the following parts. 199

The annotation process of distantly supervised 200

data is based on the assumption that if two entities 201

participate in a relation, any document that contains 202

those two entities expresses that relation (Mintz 203

et al., 2009; Yao et al., 2019). This assumption is 204

too strong and causes the unreliability of DS labels. 205

In order to provide an extra source of automatic an- 206

notation, we utilize a trained expert model to make 207

predictions on the distantly supervised dataset. The 208

relation triples provided by distant supervision are 209

denoted as (es, eo, rDS) and the expert predictions 210

are denoted as (es, eo, rEX), where both rDS and 211

rEX are within R ∪ {NA} and may indicate mul- 212

tiple relation classes. 213

3.2 Document Informativeness Ranking 214

The information within distantly labeled docu- 215

ments is hard to obtain due to its noisy nature. 216

Still, it holds the potential to improve the perfor- 217

mance of DocRE models and most of the relevant 218

methods use all the DS data for pretraining before 219

fine-tuning on the annotated set (Tan et al., 2022; 220

Ma et al., 2023; Sun et al., 2023). However, using 221

all of the DS data is often of low efficiency. As 222

shown in Table 1, the size of existing DS data is 223

far larger than the annotated dataset. Moreover, 224

the automatic annotation process of DS data en- 225

ables it to expand much faster and cheaper than the 226

human-annotated dataset. Pretraining using the DS 227
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dataset before refining the model with the human-228

annotated dataset can help with performance gains,229

but this approach makes the whole process too ex-230

pensive in time cost for realistic use.231

To overcome this challenge and efficiently utilize232

the DS dataset for the DocRE task, we propose the233

Document Informativeness Ranking (DIR) to re-234

trieve the most informative subset of the DS dataset235

to augment the training data of DocRE. We argue236

that relying solely on the DS label is inevitably237

biased and at least one extra source of reference238

labels should be introduced. Therefore, we employ239

an expert model to automatically generate predic-240

tions on the DS data, which can be pretrained on an241

annotated dataset to increase efficiency. For a fair242

comparison in the experiments, the expert model243

and the training model share identical network ar-244

chitectures.245

Based on the consistency between the DS labels246

and the expert predictions, we divide the relation247

classes of each instance into three groups:248

• Agreements (Agg.): relation classes indicated249

by both the DS label and the expert prediction.250

• Recommendations (Rec.): relation classes in-251

dicated by either the DS label or the expert252

prediction, but not both.253

• Others (Oth.): the rest of the relation classes254

(not indicated by either the DS label or the255

expert prediction).256

Distant supervision typically aligns the entities257

with existing pairs in the knowledge base, while the258

expert makes predictions based on the knowledge259

it has learned (from the human-annotated dataset).260

In other words, distant supervision is a source of261

prior knowledge while the expert is usually context-262

based. Thus, agreements can be seen as relatively263

reliable labels as they are supported by both prior264

knowledge and contextual information. Recommen-265

dations have discrepancies between prior knowl-266

edge and the context, which could be attributed to267

either the incompleteness of existing knowledge or268

potential biases held by the expert. In either case,269

the document may still express the relation classes270

in the Recommendations group. However, the rela-271

tion classes in the Others group lack grounding in272

prior knowledge or context, making their presence273

in the document less probable.274

The informativeness of a document can be de-275

scribed as the amount of reliable and valuable276

information it contains. In our work, each DS in- 277

stance (es, eo, rDS) is considered an individual in- 278

formation contributor, and the amount of informa- 279

tion it contributes is determined by the reliability 280

and scarcity of its label. Considering the presence 281

of two labeling sources (distant supervision and 282

expert prediction), we propose the equation below 283

as an attempt to quantify a document’s informative- 284

ness: 285

I(D) =

ND∑
i=1

Nr∑
j=1

Vrj (y
ij
DS · yijEX)P ij

EX (1) 286

where yijDS and yijEX are the one-hot labels from 287

distant supervision and expert prediction respec- 288

tively. P ij
EX is the softmaxed output distribution 289

from the expert. ND is the number of entity pairs 290

in the document. Nr is the number of predefined 291

relation classes R, note that NA is not considered 292

in DIR. Vr is a class-weighting vector to encour- 293

age the retrieval of the instances expressing rare 294

relation classes. In the experiments, we directly 295

apply the class weight function of scikit-learn 1 296

toolkit based on the distribution of classes in the 297

human-annotated dataset. After computing infor- 298

mativeness, we retrieve a subset of the documents 299

with the largest informativeness I(D) in the DS 300

dataset, forming an augmentation set Saug where 301

Saug ⊂ SDS . During training, the augmentation 302

set Saug is mixed with the human-annotated dataset 303

Sann. The DS documents in Saug are considered 304

of relatively high quality, but they still contain 305

many wrongly labeled instances to be addressed by 306

MSRL in training. 307

3.3 Multi-Supervision Ranking-based Loss 308

Ranking-based loss functions like the Adaptive- 309

Thresholding Loss (ATL) (Zhou et al., 2021) are 310

widely used by previous DocRE methods. In ATL, 311

an adaptive threshold TH is introduced to sepa- 312

rate the relation classes expressed by the instance 313

(positive) and those unexpressed relation classes 314

(negative). The goal of training is to push pos- 315

itive classes above the threshold and keep neg- 316

ative ones below the threshold, adhering to the 317

positive → TH → negative ranking order. How- 318

ever, the labels from distant supervision can be mis- 319

leading and may cause a lot of false positive or false 320

negative instances. To alleviate this issue, we ex- 321

tend ATL to the Multi-Supervision Ranking-based 322

1https://scikit-learn.org/
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Loss (MSRL) which combines multiple sources323

of supervision to alleviate the effects of noisy in-324

stances.325

Different from ATL, MSRL receives two sources326

of labels: distant supervision and expert prediction.327

As stated previously, the relation classes for each328

instance can be divided into agreements, recom-329

mendations and others. Intuitively, we hope to push330

agreements above threshold TH and keep others331

below TH . As for recommendations, we also keep332

them above others without additional ranking re-333

strictions. The idea is to fit the recommendations334

in a self-paced manner, hoping that reliable recom-335

mendations can rise above the threshold TH while336

unreliable ones stay below.337

Similar to ATL (Zhou et al., 2021), the logit338

vector is broken down into two parts to compute339

the probability vectors:340

P a
r =

exp(Or)1(r ∈ Ragg.)∑
r′∈Ragg.∪{TH} exp(Or′)

341

P b
r =

exp(Or)1(r ∈ Rrec. ∪ {TH})∑
r′∈Rrec.∪Roth.∪{TH}

exp(Or′)
) (2)342

where P a
r only involves aggreements and the TH343

class, with an indicator function 1 filtering the re-344

lation classes except aggreements. P b
r involves345

recommendations, others and the TH class.346

Since recommendations potentially contain347

wrong labels reflecting incomplete knowledge or348

biases, we hope to carefully adjust their fitting pri-349

orities during training. Intuitively, the recommen-350

dations confirmed by the current predictions y of351

the training model and with higher probabilities352

P b
r are less likely to be noisy. Thus, we design an353

extra class weighting mechanism based on self su-354

pervision to mitigate noisy recommendations. On355

the other hand, we hope to encourage the model356

to focus more on the under-fitted aggreements to357

effectively learn reliable knowledge. Therefore, the358

class weighting mechanism within MSRL is also359

divided into two parts:360

wa
r = γa + (1− yr)(1− P a

r )361

wb
r = γb + yrP

b
r (3)362

where γa and γb are the offsets of class weights363

which are based on the need for normalization.364

When yr is negative (equals 0) and P a
r is small,365

it indicates that the class belonging to agreements366

is under-fitted. In this case, a larger wa
r can prompt367

the model towards better fitting of the agreements.368

In contrast, wb
r only rewards those reliable recom- 369

mendations with positive predictions yr = 1 and 370

large probability values P b
r . 371

Finally, MSRL is defined in the following form: 372

L = −
∑
r

log(wa
rP

a
r ) + log(wb

rP
b
r ) (4) 373

where the first term pushes agreements above TH 374

and the second term keeps recommendations and 375

TH above others. Both distant and expert su- 376

pervisions are involved in dividing the relation 377

classes into agreements, recommendations and oth- 378

ers, while self supervision dynamically adjusts 379

the learning priorities within the groups. In sum- 380

mary, the idea of multi-supervision not only allows 381

MSRL to divide the relation classes in a more fine- 382

grained manner but also enables flexibility in han- 383

dling uncertainty. When using MSRL to train on 384

human-annotated data, there are only expert super- 385

vision (human annotations) and self supervision 386

available. In this case, there is no recommenda- 387

tions, and MSRL is equivalent to a ranking-based 388

loss with adaptive thresholds and class weights wa
r 389

accelerating the learning of under-fitted positive 390

relation classes. 391

Different from knowledge distillation, which 392

uses soft labels (logits) from the teacher model 393

as an extra source of knowledge. EMS uses one- 394

hot labels from the expert model in both DIR and 395

MSRL. Intuitively, soft labels contain more infor- 396

mation than one-hot labels. However, soft labels 397

may not be accessible in some cases, for example, 398

when using text-to-text language models or human 399

annotators. Therefore, employing one-hot labels 400

enables more flexible choices for the expert in real 401

applications. 402

4 Experiments 403

In this section, we first introduce the dataset and ex- 404

perimental settings used in our experiments. Then, 405

we provide our main experiment results and com- 406

pare EMS with several strong baselines. Finally, 407

we discuss the effects of DIR and MSRL through 408

ablation study. 409

4.1 Datasets and Settings 410

We employ the DocRED (Yao et al., 2019) dataset 411

in our experiments. DocRED is a large-scale 412

DocRE dataset constructed from Wikipedia and 413

Wikidata. It is the most widely used dataset 414

for DocRE so far and has the largest available 415
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Hyperparameter Value

Batch size 4
Number of epochs 30
Number of relation classes Nr 96
Class Weight Offsets γa/γb 1.0 / 0.9

Table 2: The details of experimental settings.

DS dataset. The statistics of DocRED are al-416

ready displayed in Table 1. The human-annotated417

dataset is divided into train/dev/test sets, with418

3053/1000/1000 documents respectively. We use419

the dev set for evaluation and choose the best model420

for testing.421

The base model of our experiment is ATLOP422

(Zhou et al., 2021), which is a popular benchmark423

in DocRED. We use the same ATLOP architecture424

for the expert model and the training model for fair425

comparisons. The encoder is initialized using bert-426

base-cased checkpoint(Devlin et al., 2018). Due to427

the limitation of infrastructure, the experiments are428

run using smaller batch size settings. Our model429

is optimized with AdamW (Loshchilov and Hutter,430

2017) using a 5e-5 learning rate for the encoder431

and 1e-4 for the classifier, with the first 6% steps432

as warmup steps. Other details of hyperparameters433

are shown in Table 2.434

The evaluation metrics are F1 and Ign F1. The435

Ign F1 represents the F1 score excluding the rela-436

tion triples shared by the human-annotated training437

set.438

4.2 Compared Baselines439

We compare our EMS with several strong base-440

lines, some of which also utilize DS data in their441

frameworks. ATLOP (Zhou et al., 2021) proposes442

a localized context pooling layer to aggregate re-443

lated context for entity pairs to get better entity444

representations and utilizes an adaptive threshold-445

ing loss function to replace the global threshold446

with an entity-pair-dependent threshold. ATLOP is447

also the expert model adopted in our experiments.448

SSAN(Xu et al., 2021) utilizes co-occurrence in-449

formation between entity mentions and extends450

the standard self-attention mechanism with struc-451

tural guidance. SIRE(Zeng et al., 2021) employs452

a sentence-level encoder to extract intra-sentence453

relations and a document encoder to extract inter-454

sentence relations respectively to represent two455

types of relations in different ways. DocuNet456

(Zhang et al., 2021) regards the DocRE task as a457

semantic segmentation task, attempting to capture 458

both local context information and global interde- 459

pendency among triples. NCRL (Zhou and Lee, 460

2022) proposes a multi-label loss that prefers large 461

label margins between the NA class and the prede- 462

fined relation classes. KD-DocRE (Tan et al., 2022) 463

proposes an adaptive focal loss to alleviate the long- 464

tailed problem and uses knowledge distillation to 465

utilize the DS dataset. The compared methods all 466

use the BERT (Devlin et al., 2018) encoder for fair 467

comparisons. 468

As for methods concerning DS data, we choose 469

KD-DocRE for comparison, which uses all the DS 470

data in pretraining. KD-DocRE also shares a simi- 471

lar network architecture with ATLOP, which makes 472

it a good fit for comparison. We also present the 473

result of ATLOP pretrained by DS data and fine- 474

tuned by human-annotated data to compare with 475

the performance and efficiency of EMS. 476

4.3 Main Results 477

Table 3 shows the experimental results on the Do- 478

cRED dataset. According to the results, DS data 479

greatly improves the performance of DocRE mod- 480

els. With only 3% of DS data, the performance of 481

ATLOP+EMS almost surpasses the state-of-the-art 482

non-DS methods. However, DS data significantly 483

increases the time costs of the models due to its 484

massive size. Taking ATLOP as an example, with 485

DS data, the performance increases by 2.63 on test 486

F1 and 2.72 on test Ign F1. However, the time cost 487

dramatically increases to more than 30 times due to 488

the use of all DS data in pretraining. KD-DocRED, 489

the state-of-the-art method, also requires a substan- 490

tial cost of time to achieve good performance. By 491

retrieving informative instances and denoised train- 492

ing with MSRL, EMS can improve performance 493

with higher efficiency than the baselines. Using 494

only 3% of DS data, ATLOP+EMS achieves 1.2 495

and 1.17 improvements on test F1 and test Ign 496

F1 respectively, only increasing the time cost to 4 497

times. Using 30% of DS data, ATLOP+EMS even 498

surpasses ATLOP with DS pretraining by 0.41 test 499

F1 and 0.55 test Ign F1. It also achieves a compara- 500

ble performance to the state-of-the-art method with 501

13 times the cost of the original ATLOP, which is 502

significantly smaller than KD-DocRE. 503

In practice, the size of DS data grows faster than 504

the human-annotated dataset because DS labels are 505

much cheaper and faster to obtain. Therefore, EMS 506

can save even more time in the real application of 507

distant supervision. 508
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Model
Dev Test

Relative Time Cost
F1 Ign F1 F1 Ign F1

Without distantly supervised data

ATLOP* (Zhou et al., 2021) 61.05 59.18 60.85 58.71 1x
SSAN(Xu et al., 2021) 59.19 57.03 58.16 55.84 -
SIRE(Zeng et al., 2021) 61.60 59.82 62.05 60.18 -
DocuNet(Zhang et al., 2021) 61.83 59.86 61.86 59.93 -
NCRL*(Zhou and Lee, 2022) 61.10 59.22 60.91 58.77 -
KD-DocRE (Tan et al., 2022) 62.03 60.08 62.08 60.04 -

With all of distantly supervised data

ATLOP with DS 63.42 61.57 63.48 61.43 34x
KD-DocRE with DS 64.81 62.62 64.76 62.56 111x

With EMS

ATLOP+EMS (3% DS data)* 62.39 60.56 62.05 59.88 4x
ATLOP+EMS (30% DS data)* 64.08 62.11 63.89 61.98 13x

Table 3: Results of EMS and baselines on DocRED. Models marked with * are reproduced or implemented by us,
others are from the papers. The relative time costs are estimated using the method in Appendix A. Bold indicates
the best results among the compared methods, the second best results are underlined.

4.4 Ablation Study509

Model
Dev

F1 Ign F1

ATLOP+EMS 62.39 60.56
- Self Sup. 62.19 60.23
- Expert Sup. 61.33 59.21
- Distant Sup. 61.59 59.70
Rand+MSRL 61.72 59.84
ATLOP 61.05 59.18

Table 4: Ablation study of our method using top 3% of
the DS data. Sup. is the abbreviation of supervision.

Table 4 shows the results of the ablation study.510

We conduct this part of experiments on the dev511

set of DocRED using the top 3% of the DS data.512

Removing self supervision means removing the513

class weights wa
r and wb

r defined in Equation 3.514

This slightly affects the performance because class515

weights not only accelerate the learning of under-516

fitted agreements but also reduce the effects of517

noisy recommendations. If the size of the aug-518

mentation set increases, the effects of removing519

self supervision will be more significant because520

more noisy instances are introduced into the train-521

ing process.522

Since MSRL distinguishes agreements, recom-523

mendations and Others based on the consistency524

between distant supervision and expert supervi- 525

sion, removing either of them essentially disables 526

MSRL. Removing distant supervision leads to sole 527

dependence on an expert model trained on a smaller 528

dataset, which can lead to inaccurate predictions 529

due to unseen patterns. Removing expert supervi- 530

sion, on the other hand, leaves a large number of 531

noisy instances unaddressed. Thus, both distant 532

supervision and expert supervision are crucial for 533

MSRL. According to the results in the third and 534

fourth row of Table 4, removing either distant super- 535

vision or expert supervision leads to a significant 536

performance decline. 537

Rand+MSRL is a variation that selects augmen- 538

tation set randomly instead of on the basis of in- 539

formativeness. Other settings are identical to AT- 540

LOP+EMS. The presented result is from the best 541

model among five runs using five different random 542

seeds. The performance decreases by 0.67 for F1 543

and 0.72 for Ign F1 compared with using DIR. The 544

difference in performance demonstrates that DIR is 545

effective in retrieving informative documents from 546

the DS dataset. 547

From the above results and discussions, we can 548

conclude that distant supervision, expert supervi- 549

sion and self supervision all proved useful in the 550

EMS framework. Also, it is clear that the two main 551

components of EMS, DIR and MSRL, are both 552

effective in improving the performance of DocRE. 553
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Republika Srpska (literally "Serb Republic 

") is one of two constitutional and legal 

entities of Bosnia and Herzegovina, the 

other being the Federation of Bosnia and 

Herzegovina. The entities are largely 

autonomous. Its de jure capital city is 

Sarajevo, but the de facto capital and 

administrative centre is Banja Luka. ... 

(Sarajevo, capital of, Bosnia)

DS labels

(Sarajevo, NA, Bosnia)

Expert Predictions Informativeness

None

(Banja Luka, located in, Republika Srpska)
(Banja Luka, located in, Republika Srpska)

Low

High(Sarajevo, capital of, Republika Srpska) (Sarajevo, capital of, Republika Srpska)

Republika Srpska

After Training with MSRL 

(Sarajevo, Bosnia)

TH

capital of

Oth.

(Banja Luka, capital of, Republika Srpska)

(Sarajevo, located in, Republika Srpska)

(Banja Luka, Republika Srpska)

located in9.7

6.5

< 1.0

capital of

TH

Oth.

8.8

7.1

7.4

< 1.0

(Sarajevo, Republika Srpska)

located in

capital of 

TH

Oth.

11.1

8.0

6.9

< 1.0

Figure 2: A retrieved document with some representative instances. The numbers are the logit values of the relation
classes after training, and "located in" is the abbreviation of relation class "located in the administrative territorial
entity".

5 Case Study554

In order to illustrate the idea of multi-supervision,555

we choose an example document retrieved by DIR556

from the DS dataset and present it in Figure 2. At557

the upper part of the figure, DIR estimates the in-558

formativeness of each instance. Since capital of is559

a rare relation class with only dozens of instances560

in the human-annotated set while located in is a561

more common one, the informativeness of the third562

instance is higher than the second one. After train-563

ing on the augmented dataset {Sann ∪ Saug} with564

MSRL, the logit values of the instances are shown565

at the bottom part of Figure 2. For the pair (Sara-566

jevo, Bosnia), capital of is not the gold label ac-567

cording to the context of the document, but distant568

supervision indicates that capital of could be ap-569

plicable to this entity pair in other contexts. There-570

fore, it is acceptable and reasonable that capital571

of, which is a recommendation from distant super-572

vision, has a higher logit value than the classes573

from Others. Regarding entity pairs (Banja Luka,574

Republika Srpska) and (Sarajevo, Republika Srp-575

ska), the agreements are both far above the TH576

threshold. The recommendation for (Banja Luka,577

Republika Srpska) is ambiguous because it is unde-578

fined whether de jure capital indicates the capital of579

relation, so the logit value is near the TH threshold.580

The recommendation for (Sarajevo, Republika Srp-581

ska), located in, is a missing gold label due to the582

incompleteness of distant supervision. Therefore,583

the logit value of located in tends to rise above584

the threshold after learning from the augmented585

dataset. This case study illustrates the process of586

DIR and the outcome of MSRL and shows that 587

integrating multiple sources of supervision enables 588

the model to learn from DS instances with better 589

robustness and flexibility. 590

6 Conclusions 591

In this paper, we introduce EMS, an efficient and 592

effective approach leveraging DS data to enhance 593

DocRE models. EMS comprises two key compo- 594

nents: DIR and MSRL. Unlike traditional meth- 595

ods that costly pretrain on the entire DS dataset, 596

DIR retrieves the most informative documents from 597

DS to create an augmentation set. Subsequently, 598

the model undergoes training with MSRL, which 599

flexibly mitigates noisy DS labels by integrating 600

multiple sources of supervision. Our experiments 601

demonstrate that EMS can significantly boost the 602

DocRE model with higher time efficiency than ex- 603

isting baselines. 604

7 Limitations 605

Our work still has some limitations. Firstly, EMS 606

depends on an expert model to provide an extra 607

source of supervision, meaning that the capability 608

of the expert is crucial to the effectiveness of EMS. 609

Secondly, the useful information within the infor- 610

mative documents is still very sparse due to the 611

highly noisy nature of distant supervision, which 612

makes the learning on the augmentation set inef- 613

ficient compared with that on the annotated set. 614

Thirdly, though the network architecture is not 615

likely to affect the efficacy of EMS, there is still a 616

lack of combinations between EMS and all kinds 617

of DocRE models in our experiments. 618
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A Time Efficiency 796

Previous methods concerning DS data mostly in- 797

volve pertaining using the whole DS data. Taking 798

KD-DocRE(Tan et al., 2022) as an example, it first 799

pretrains the teacher model on DS data, then infer- 800

ence logits for the DS data. It also needs to pretrain 801

the student model on DS data before fine-tuning it 802

on the human-annotated dataset. In contrast, DIR 803

pretrains the expert on human-annotated dataset, 804

inferences using the DS data for informativeness 805

ranking, and trains the model with the augmented 806

dataset. Since DIR does not need to repeatedly 807

train on the large DS dataset, it is much more ef- 808

ficient in the cost of time compared with previous 809

baselines. For better comparisons, we give a rough 810

estimation to support our idea based on the number 811

of processing steps. 812

For convenience of estimation, we assume the 813

processing time needed for inference or training 814

on the same set of data is similar. Under this as- 815

sumption, we further assume the time needed for 816

one processing step in inference or training as t, 817

which is the minimal unit of time in our analy- 818

sis. We represent the sizes of DS data SDS and 819

human-annotated data Sann as M and m respec- 820

tively. With the above notations, we are able to rep- 821

resent the estimated time costs of DocRE methods. 822

For example, the time cost of training the original 823

ATLOP model for 30 epochs can be estimated as 824

30mt. 825

For EMS, we assume that each training round 826

includes {kn, n = 1, 2} epochs. Then, the time 827

cost of ATLOP+EMS can be estimated as ((k1 + 828

k2)m+k2mA+M)t with mA being the size of the 829

augmentation set Saug. By taking {kn, n = 1, 2} 830

as {30, 30} respectively, M
m ≈ 33 in DocRED, and 831

mA
m ≈ 10 in our setting, the estimated time cost 832

is 393mt. We adopt the time cost of the original 833

ATLOP (30mt) as the standard time cost for ease 834

of comparison, and the relative time cost of KD- 835

DocRE is 393mt
30mt ≈ 13. We estimate the relative 836

time cost of DS-related methods using the same 837

idea and present the results in Table 3. 838

Notably, ATLOP has the simplest architecture 839

among the analyzed methods and intuitively has 840

the shortest processing time in each training step. 841
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Therefore, the relative time costs of KD-DocRED842

are likely to be underestimated.843
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