Under review as a conference paper at ICLR 2026

ACHIEVING LOW-BIT MUON THROUGH SUBSPACE
PRESERVATION AND GRID QUANTIZATION

Anonymous authors
Paper under double-blind review

ABSTRACT

Training Large Language Models (LLMs) faces severe memory constraints due
to the increasing size of model parameters and optimizer states. The Muon op-
timizer, which is based on matrix orthogonalization, has recently demonstrated
significant potential and offers considerable memory advantages over AdamW by
utilizing only the first moment. However, how to apply memory-reduction tech-
niques to further compress the optimizer states of Muon remains underexplored.
Directly applying existing methods may encounter significant difficulties due to
the orthogonalization process. In this work, we investigate the low-bit compres-
sion of Muon and systematically analyze the quantization error exacerbated by
orthogonalization. We identify that the error primarily originates from the top sin-
gular subspace and the outlier patterns of moment matrix appearing across both
dimensions. To address this, we propose 4-bit-Muon-GRASP (GRid And Sub-
space Preserving), which compresses the Muon optimizer states to 4 bits using
grid quantization, while preserving the top singular subspace with minimal over-
head. We evaluate 4-bit-Muon-GRASP through pre-training on LLaMA-130M,
350M, and 1.1B architectures and fine-tuning on 7B models for various reasoning
tasks. Extensive experiment results show that our 4-bit-Muon-GRASP achieves
accuracy comparable to full-precision counterparts while reducing training mem-
ory consumption by up to 28%. Code will be made public upon acceptance.

1 INTRODUCTION

Large Language Models (LLMs) have shown impressive performance across multiple domains, in-
cluding language translation and math reasoning. The growing size of deep learning models has led
to significant challenges in terms of memory consumption and computational efficiency, particularly
during training (Chowdhery et al., 2023; Rajbhandari et al., 2021). For instance, pre-training a 5B
model from scratch using AdamW with only one sequence of length 1024 exceeds the memory ca-
pacity of an NVIDIA A100, with the full-precision (fp32) optimizer state alone surpassing 40GB,
due to the need for a buffer of 2x the model size to track both the first and second moments.

Existing efforts including GPU sharding (Rajbhandari et al., 2020; Zhao et al., 2023) and CPU
offloading (Ren et al., 2021) have focused on reducing the memory consumption of optimizer states
at the hardware level. On the other hand, there are two main approaches in the algorithmic domain:
factorization uses low-rank approximation to optimize states (Shazeer & Stern, 2018; Zhao et al.,
2024), while quantizing the optimizer to lower precision is particularly attractive due to its simplicity
and broad applicability. Existing works have successfully compressed the optimizer state to low-bit
(8-bit,4-bit), primarily focusing on AdamW and SGD (Wang et al., 2024; Dettmers et al., 2021; Li
et al., 2023). As a result, optimizing the memory usage of the optimizer allows the saved memory
to be reallocated for a larger model or an increased batch size.

Recently, Jordan et al. (2024) introduced the Muon optimizer, which incorporates orthonormalized
update rules and has demonstrated substantial advantages. Large-scale studies (Liu et al., 2025) re-
port that Muon nearly doubles the efficiency of AdamW, and Muon has been successfully deployed
in foundational models such as Kimi-K2 (Team et al., 2025). From the perspective of memory-
efficient training, Muon can reduce optimizer state memory usage by approximately 50% compared
to the widely-used AdamW in LLM training, as it only requires storage of the first moment. There-
fore, further compressing the Muon optimizer state holds significant potential.
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However, the application of memory-reduction techniques to Muon remains an open question. Di-
rectly applying low-bit compression techniques, such as those used in AdamW (Dettmers et al.,
2021; Li et al., 2023), may encounter great challenges due to the orthonormalization process. In
this paper, we explore the low-bit compression of Muon optimizer, a problem that, to the best of our
knowledge, has not been attempted before. Our contributions are as follows:

1) We conduct a systematic analysis of the 4-bit compression error in Muon and find that the Newton-
Schulz iteration exacerbates the quantization error, primarily due to the top singular subspace. In
light of this, we divide the moment matrix into two parts: the top singular subspace and the residual
singular subspace, and compress them separately.

2) We propose 4-bit-Muon-GRASP (GRid And Subspace Preserving) with two key techniques: sub-
space preservation and grid quantization. Specifically, we suggest using a relatively mild compres-
sion (8-bit) to preserve the top singular subspace, with the memory overhead being negligible, while
compressing the residual singular subspace to 4-bit. Moreover, given that the outlier pattern of
moments appears across both dimensions, we introduce grid quantization to provide more accurate
bounds via normalizing both row and column directions.

3) We evaluate our 4-bit-Muon-GRASP through both pre-training and fine-tuning. Specifically,
we pre-train on LLaMA-130M, 350M, and 1B architectures with up to 31.5B tokens and fine-tune
on 7B models for either general or specific reasoning tasks. The performance of our compressed
optimizers is assessed through training curves and downstream tasks. Across all tasks, our 4-bit
optimizers achieve accuracy comparable to their full-precision counterparts, while reducing total
training memory consumption by up to 28%. To the best of our knowledge, it is the most memory-
efficient optimizer among all low-bit optimization methods.

2 PRELIMINARIES

2.1 MUON OPTIMIZER

The Muon optimizer (Jordan et al., 2024) is a recently proposed novel optimization method, specif-
ically designed for neural network weights representable as matrices. Unlike traditional optimizers,
Muon introduces a key innovation by integrating orthogonalization into the moment update process.
Atiteration ¢, given the current weight W,_; € R™*"™ learning rate 7,, momentum u, and objective
L, the update rule for the Muon optimizer can be formulated as follows:

M; = pM;_1 + VL (Wi_1),
O; = Newton-Schulz,, (M, T),
W, =W;_; — 0Oy,

where M, represents the moment buffer at step ¢, initialized as a zero matrix, p is the degree of
the Newton-Schulz (NS) iteration polynomial, and 7" is the number of iteration steps. The NS
iteration aims to approximately orthogonalize the update matrix, which is equivalent to replacing
the update with UV ", where UXV' = M, is the singular value decomposition (SVD) of M.
The NS iteration approximation avoids the high computational cost of SVD while still achieving the
orthogonalization of the moment matrix, leading to an isomorphic parameter update.

For the NS iteration, we set Xy = Hl\l,\[/[ﬁ Following Jordan et al. (2024); Team et al. (2025), where

both p and 7" are set to 5, we denoted this setting as official choice. then the update X, from X1
at each step k is as follows:

Xy, = aXpo1 b (X1 X[_y) Xioy + ¢ (X1 X)X ()

where a, b, and c are the coefficients. To ensure proper convergence, we tune the coefficients so that
the polynomial f(x) = az + bz + ca® has a fixed point near 1. In this paper, we follow the official
design, using a = 3.4445, b = —4.7750, and ¢ = 2.0315 for LLM training.

Remark. A recent work (Liu et al., 2025) has extended Muon from classic models to LLM-scale
training by incorporating weight decay and carefully adjusting the per-parameter update scale. As
our goal is also for LLM, we adopt these techniques and follow their setting in the training of LLMs.
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Figure 1: Visualization of momentum in transformer.layers.7.attn.o_proj in a LLaMA model.

(a) The distribution of matrix (real) and their 4-bit compressions (quant). (b) Distribution of the
matrix after NS iteration (NS(real)) and its 4-bit compressions after NS iterations (NS(quant)). (c)
and (d): Distribution of singular values of the matrices in (a) and (b), displayed on a log, scale.

2.2 QUANTIZATION AND DEQUANTIZATION

Quantizing the optimizer states to lower precision is an effective method to compress optimizer
states for memory savings. Specifically, the optimizer states M; are compressed to M7 using a
quantizer at step ¢ and then decompressed with a dequantizer for use at step ¢ + 1.

Quantization. Quantization is the process of converting full-precision tensors into low-precision
formats. Let X € RP represent a full-precision tensor, and let QUANT}, be a b-bit quantizer that
reduces X to a discrete value chosen from a set of 2° possible values. The quantization process
involves two operations: normalization A/(-) and mapping M(-), which are applied sequentially
and element-wise. Specifically, for each element z; € X, the quantized value is given by

i = QUANT, (z;) = M o N(z;). )

Taking signed values as an example, the normalization operator transforms elements of X into the
range [—1, 1] according to the following formula:

T
N(wi) = ——————, 3)
max <;<p |25
The scaling factors involved in normalization are referred to as quantization scales, and they are
stored along with the quantized tensor for dequantization. The normalization range determines the
granularity of quantization, with common granularities including per-tensor, per-token, per-channel,

group-wise, and block-wise.

The mapping operator M for € R in a b-bit quantizer is defined as follows:
M(z) = arg min [z — R(j)| )]
JET,

where R is the quantization mapping function. The set T, = {0, 1,. .., 271} represents the discrete
set of possible values, and the mapping R is an element-wise function that maps each element of T,
into the normalized range [—1, 1]. Different quantization mappings can be employed, such as linear
mapping and dynamic exponent mapping.

Dequantization. The dequantizer, denoted as DEQUANT, performs the inverse operation of the
quantizer, recovering the approximate original value. This process is defined as follows:

& = DEQUANT(g;) = N'" o R(q;) (5)

3 METHODOLOGY

In this section, we first present the challenge of quantizing the Muon optimizer states to 4 bits and
analyze the associated quantization error. We then describe the design of our proposed 4-bit-Muon-
GRASP, highlighting two key techniques: top singular subspace preservation and grid quantization.

3.1 CHALLENGES

A straightforward way to implement 4-bit Muon is to directly apply group quantization to the mo-
ment matrix My, as in Dettmers et al. (2021); Li et al. (2023). In this paper, we refer to this naive
method as 4-bit-Muon-base.
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To assess the quantization errors of matrices, we first define the relative error between matrix A and
matrix B as follows:
_[A-BJr

RE(A.B) = 5[,

(6)

NS iterations amplify quantization error. Unlike optimizers such as SGDM (Qian, 1999),
Adam (Kinga et al., 2015), and AdamW (Loshchilov & Hutter, 2017), which compute updates in an
element-wise fashion, the moment matrix in Muon undergoes an orthogonalization step, achieved
through Newton-Schulz (NS) iterations. This process may introduce significant quantization errors.
To assess whether this process amplifies the quantization error, we visualize the real matrices and
their 4-bit compressions. Fig. 1(a) and (b) demonstrate that the distributions of M; and its 4-bit
compressions are nearly identical (RE=0.07), while a significant difference emerges between their
distributions after NS iterations (RE=1.78). In other words, the disturbances and errors introduced
by quantization become much more pronounced after matrix orthogonalization.

Error Not Caused by Insufficient Iterations. To
study how NS iterations amplify quantization error,
we investigate how quantization errors change with
the arguments in NS iterations, including the degree
of the polynomial and the number of steps. Fig. 2
shows that as the number iterations and/or the degree
of the polynomial increases, although the accuracy
of the NS iteration improves, the quantization error
even becomes higher. On the other hand, we ana-
lyze the singular values of the moment matrix. From
Fig. 1(c) and (d), it is evident that the quantization
operation consistently increases the singular values
before and after NS iterations. Instead, this suggests
that the quantized matrix requires fewer N.S iFera- Figure 2: Comparison of quantization error
tons to converge. Together, the ev1d§:nces 111d10a}e with different arguments in NS iteration.
that quantization errors are not due to insufficient iterations.
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Top singular subspace suffers large quantization error.
To further investigate the source of error amplification in the
NS iteration, we analyze the moment matrix by dividing it
into the top singular space and the residual singular space.
Formally, suppose USV T = M is the SVD of the moment
matrix M € R™*", Then, we define:

Table 1: Quantization error before
and after NS iterations. The results
represent the average values obtained
across all parameters during the first
100 training iterations of the 1.1B
LLaMA model.

Mp := My, = UpE, V], Mpes =M — Myop, (7
op = M = UiV oo D T RE (M) RE (M)
where Uy, € R™*k V. € R™** are top-k singular vectors g4 0.08 — 331 0.09 —s 0.47
and Xj, € R*** contains top-k singular values. We choose 128 0.08 —2.42 0.09 — 0.63
different ranks k to construct Mo, and M., and compress 256 0.08 — 1.76 0.09 — 0.35
them to 4-bit, resulting in Mo, and M, and compute the 512 0.08 —1.26 0.09 — 0.42

quantization error before and after NS iterations.

As shown in Tab. 1, we find that the quantization errors of the top singular spaces and residual
singular spaces are comparable before NS iteration. However, after NS iteration, the difference
between the two becomes significant. Specifically, when setting k£ = 64 for all parameter tensors in
the model, NS iteration amplifies the quantization error of M, by 40, while increasing it only 5x
for the residual matrix M. This indicates that NS iteration primarily amplifies quantization errors
in the top singular subspaces, suggesting that quantization methods can be designed separately for
different subspaces.

3.2 SUBSPACE PRESERVING

Given that the top singular subspace incurs significant quantization error in Muon, we propose using
relatively mild compression to better preserve the information contained in the top singular subspace.
Additionally, the NS iteration amplifies all singular values, leading to the magnification of even
originally small values to an extent that cannot be overlooked. As a result, relying solely on the top
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Algorithm 1 4bit-Muon-GRASP

Require: Weight W, objective £, learning rate 7, momentum u, weight decay A, rank k, quantizer
QUANT and dequantizer DEQUANT.

1: repeat

2 if ¢ is O then

3 Randomly initialize right factor Qg ,Mp+0

4 else

5: Mies i1 DEQUANT(M?CSJ_I)

6 P, , « DEQUANT(P?_,) ,R,_1 + DEQUANT(R/_,)

7 Mtfl — Mres,t—l + PtflR;rfl

8: Q: + ColumnNormalize(R,;)

9: end if
10: Mt — /.LMt—l + VEt(Wt_l)
11: P, R; + Powerlter(_lr\/lt, Qi) B> get top singular vectors
12: Mes: +— M — P:R, > get residual subspace of M
13: M,  QUANT, (M) > 4-bit quantization
14: P} + QUANT(P;_4) , R} <+ QUANT(R;) > 8-bit quantization
15: O, + Orthogonalize(M,) > using newton-schulz iterations

16: W, W1 —1:(0; + AW, _,)
17: until convergence criteria met

1: function POWERITER(B, Q) > single power iteration (from Q)
2 P+ BQ

3 P «+ Orthogonalize(P) > using QR decomposition
4: R+~ B'P

5 return P, R > P is orthonormal
6: end function

singular subspace fails to capture all the information in the moment matrix, leading to accuracy loss.
To address this, we retain the residual subspace of the matrix and apply 4-bit quantization to it.

Regarding how to obtain the top singular space of the moment matrix, using Eq. 7 via SVD is
computationally expensive. In this work, we employ a numerical iterative approximation method
known as Power Iteration to get the top singular vectors, which has also been utilized in Vogels
etal. (2019); Ahn et al. (2025). Following them, we warm-start the power iteration using the results
from the previous optimizer, so that a single iteration is sufficient to accurately capture the top
singular subspace of M. Specifically, at each step, we first compute the moment M, = pM,_; +
VL:(W;_1), and then use Power Iteration to compute the top singular vectors P, R; with rank %:

PtR;r ~ My, where P; € Rka,Rt c R<k. ®

It should be noticed that we perform column normalization on R;_; to obtain Q;, and use Q; to
perform a single step of power iteration. Since M; and M, _; exhibit a certain degree of similarity,
we can benefit from reusing R;_; as the starting point.

We then get the residual singular subspace of M as described in Eq. 7 and apply 4-bit quantization
to it. To preserve more information of the top singular subspace, we utilize a relatively mild com-
pression (8-bit) to Py, R;. We store 8-bit P,, R;, and the 4-bit M, in the optimizer buffer. Since
the rank k * n + k * m < m * n, the memory overhead of storing P, R; is relatively small.

3.3 GRID QUANTIZATION

Fig. 3 (a) shows moment tensors in Muon, and we observe that the outlier pattern appears across
both dimensions. As a result, neither per-channel group nor per-token group quantization can fully
capture such outliers. To achieve higher precision, we propose grid quantization, which performs
normalization in both row and column directions to obtain a more precise bound for each entry.

Specifically, for matrix X, we divide it into several blocks of size s x s (s is the group size), and
the element within the block are denoted as {z; j|r1 < i < 73,¢1 < j < co}. Then, the row and
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Figure 3: Left: Outlier patterns of moment tensor. Right: Illustration of grid quantization.
column quantization scales of this block are formulated as follows:
scaler, = max z;;, scale., = max T;;. 9
T r1<j<ra »I? © c1<i<ca I ©)
Then the normalization of grid quantization x; ; can be formulated as:
T
Noria(wi ;) = - (10)

min(scale,,, scale,)

Grid quantization utilizes information in a more fine-grained manner and provides element-wise
unique quantization scales, effectively addressing the outliers that appear across both dimensions.
Although grid quantization requires storing twice the number of quantization scales compared to
group-wise quantization, the resulting memory overhead is negligible.

3.4 OVERALL ALGORITHM

distribution singular value distribution
By employing the techniques of top 50 N\
subspace preserving and grid quan- 40 /N P
tization, we achieve a lower quan-  Z30 2
tization error for the Muon opti- £ / \ w-0.1s %,
mizer (NE=1.78 — NE=0.14). The 10{ — NS(real) 2 os| NS(real)
comparison between NS(real) and po T NS@uant | N~ | NS(quant) 1
NS(quant) is presented in Fig. 4, w00 o 0 0 500 1000 1500 2000
where the rank of the top subspace is (a) (b)

set to 1/16 of the original matrix rank.
Algo. 1 outlines the overall procedure
of 4-bit-Muon-GRASP, including the detailed steps of Power Iteration.

Figure 4: The comparision of NS(real) and NS(quant).

4 EXPERIMENTS

We evaluate 4-bit-muon-base and 4-bit-muon-GRASP on both pre-training and fine-tuning of LLMs.
We compare our 4-bit muon optimizers with their full-precision counterparts, namely fp32-muon.
Here we further include 8-bit-Muon as a baseline, which is implemented through group quantization.
All experiments run on NVIDIA A100 GPUs.

Following Liu et al. (2025), we employ the Muon optimizer for updating matrix parameters, while
RMSNorm, the LM head, and embedding parameters remain optimized using AdamW. Except for
the ablation study, the rank of the top singular subspace is set to 1/16 of the original, and we use the
widely adopted INT4 and INT8 format for simplicity and efficiency. We implement the quantization-
related code using OpenAl Triton kernel to enhance efficiency and achieve real memory reduction.
Both the group size and grid size of quantization are set to 128.

4.1 PRETRAINING

Datasets, architecture and hyperparameters. Following Zhang et al. (2024), we utilize Slimpa-
jama (Soboleva et al., 2023) as the pre-training dataset and adopt a LLaMA-based architecture with
RMSNorm (Zhang & Sennrich, 2019) and SwiGLU activations (Shazeer, 2020). We evaluate three
model sizes: 130M, 350M, and 1.1B, and all experiments are conducted with BF16 mixed-precision
training to enhance training efficiency. For each model size, we first tune the learning rate for the
fp32-Muon from the set {2¢ — 3, 1le — 3, 6e — 4, 3¢ — 4}, selecting the best learning rate based on
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Figure 5: Validation loss comparison of pretraining with different optimizers on Slimpajama.

Table 2: Evaluation of models pre-trained with three optimizers, across downstream tasks for differ-
ent model sizes. The results are the average of multiple random seeds.

Model Optimizer HellaSwag ARC-¢c ARC-e boolQ OBQA PIQA SciQ Avg
fp32-Muon 28.4 21.8 343 62.1 25.8 58.3 622 41.8

130M 8bit-Muon 28.4 21.6 34.1 62.2 26.9 58.5 61.7 41.6
4bit-Muon-base 28.2 20.8 34.0 62.2 27.8 58.8 59.6 41.9
4bit-Muon-GRASP 28.7 21.6 342 62.1 28.0 58.1 60.4 419
fp32-Muon 324 23.5 38.3 59.4 28.8 62.0 68.0 44.6

350M 8bit-Muon 32.5 22.3 38.1 61.3 28.4 61.8 66.5 44.5
4bit-Muon-base 31.6 22.4 37.7 61.9 26.2 61.8 64.4 437
4bit-Muon-GRASP 324 23.0 38.5 61.2 28.2 614 66.6 445
fp32-Muon 40.6 25.4 42.8 60.4 30.2 66.5 69.5 48.0

L1B 8bit-Muon 40.5 25.2 42,5 60.4 30.2 66.8 714 482
: 4bit-Muon-base 39.8 24.2 41.5 61.0 304 66.6 69.7 47.6
4bit-Muon-GRASP 40.4 24.8 423 60.5 30.6 674 713 4382

Table 3: Statistics of different optimizers: the step time (s), total memory usage (GB), and validation
perplexity () after training for 10K steps.

130M 350M 1.1B
time mem PPL time mem PPL time mem  PPL
fp32-Muon 31.8 1.76  19.21 458 4.04 1557 61.3 13.22 1248
8-bit-Muon 319 147 19.29 457 335 15.65 61.5 13.22 12.46
4-bit-Muon-base 319 142 19.73 458 323 1596 61.5 10.54 12.76
4-bit-Muon-GRASP 320 143 19.35 46.0 3.26 15.67 61.9 10.14 1248

the validation perplexity, respectively. We then apply the same learning rate to the 4-bit-Muon-base
and 4-bit-Muon-GRASP models to ensure a fair comparison. See Appendix A for more detailed
hyperparameter settings.

Training Curve. Fig. 5 illustrates the training curves of different optimizers across three model
sizes. The results show that even the 4-bit-Muon-base optimizer does not significantly affect training
convergence, with an accuracy loss of 1%. Our proposed 4-bit-Muon-GRASP reduces the training
gap with fp32-Muon to less than 0.2%, and on the 1.1B model, 4-bit-Muon-GRASP even achieves
no loss in training accuracy.

Accuracy of 4-bit Optimizers. To assess whether our memory efficient 4-bit optimizers could
maintain accuracy on downstream tasks, we evaluate zero-shot performance using the Im-evaluation-
harness (Gao et al., 2021) codebase on standard benchmarks, including HellaSwag (Zellers et al.,
2019), ARC (Yadav et al., 2019), BoolQ (Clark et al., 2019), OpenbookQA (Mihaylov et al., 2018),
SciQ (Johannes Welbl, 2017), PIQA (Bisk et al., 2020), Winogrande (Sakaguchi et al., 2021). The
corresponding results are shown in Tab. 2. For the 350MB model, 4-bit-Muon-base and 4-bit-Muon-
GRASP achieve an average accuracy of 44.6 and 44.5, respectively, while the baseline performs at
43.7. A similar trend is observed with the 130M and 1.1B models. These results show that 8-bit-
Muon and our 4-bit-Muon-GRASP could match or exceed fp32-Muon performance across all tasks,
while 4-bit-Muon-base shows a slight accuracy loss.
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Figure 6: Total training memory usage across different optimizers and model sizes, evaluated with
one sequence of length 1024 on a single device.

Table 4: Comparison of three optimizers applied to the SFT of the Qwen2.5-7B and Qwen2.5-7B-
Math pretrained models. The results are the average of multiple random seeds.

Benchmark (Metric) # Shots Origin SFT(fp32) SFT(4bit-base) SFT(4bit-GRASP)
Pretrained model: Qwen2.5-7B
MMLU(EM) 0-shot(CoT) 71.9 72.0 72.1 72.0
HumanEval (Pass@1) 0-shot 56.1 76.2 76.6 76.7
MBPP (Pass@1) 0-shot 64.4 71.4 70.3 70.9
GSMSK (EM) 5-shot 80.3 85.4 84.8 85.2
Pretrained model: Qwen2.5-7B-Math
MATH (Pass@1) 0-shot 65.4 70.5 69.8 70.8
Minerva Math (Pass@1) 0-shot 12.1 26.8 27.9 29.0
Olympiad Bench (Pass@1) 0-shot 27.3 36.0 359 354
Average - 539 62.6 62.5 62.8

Memory and Computing Efficiency. The training statistics are presented in Tab. 3, where the
4-bit-Muon-base shows degradation in training accuracy, whereas our 4-bit-Muon-GRASP demon-
strates negligible accuracy loss, particularly with the 1.1B model size. Moreover, we find that the
training time overhead introduced by quantization is minimal and a detailed breakdown of the cost
of power iteration and other optimzier logics are shown in Appendix B.2. Fig. 6 provides a further
total memory usage comparison with the full-precision AdamW, 4-bit AdamW, and 8-bit Muon op-
timizers, with model sizes scaled up to 3B and 5B. We observe that the 4-bit Muon optimizer is the
most memory-efficient among all, achieving memory reductions of up to 48% and 28% compared to
fp32-AdamW and fp32-Muon, respectively. However, for smaller model sizes, the memory reduc-
tion is not substantial, and the memory savings plateau as the bitwidth decreases. This is because we
report total memory consumption, encompassing data, activations, weight gradients, and memory
fragments, rather than isolating the optimizer’s memory consumption alone. We also compare our
low-bit compression optimizer with cpu-offloading optimizer, see Appendix B.1 for details.

4.2 FINE-TUNING

Experimental Setup. We select two pretrained models: the general model Qwen2.5-7B (Yang et al.,
2025) and the domain-specific model Qwen2.5-7B-math (Yang et al., 2024), to evaluate the effects
of different optimizers on both general capabilities and advanced mathematical reasoning.

Our implementation builds upon the verl framework (Sheng et al., 2025). Since Muon requires the
full gradient matrix to calculate the updates, and PyTorch Fully Sharded Data Parallel is not directly
applicable to Muon, we refer to the public implementation of distributed Muon (hor, 2025; Ahn
et al., 2025). We further implement the distributed 4-bit-Muon-base and distributed 4-bit-Muon-
GRASP, where the quantization and dequantization are performed in a partitioned shape, and the
subspace preservation of momentum is carried out globally. See Appendix A for training details.

Performance on Downstream Tasks. For general model, we use Im-eval-harness (Gao et al., 2021)
to evaluate on benchmarks including MMLU (Hendrycks et al., 2020), HumanEval (Chen et al.,
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Figure 7: Ablation studies on pretraining: (a) Selection of different top singular space ranks, (b)
Comparison of group and grid quantization, (c) Preservation of only the top singular space.

2021), MBPP (Austin et al., 2021) and GSM8K (Cobbe et al., 2021). For high-level mathematical
reasoning model, we evaluate on established benchmarks including Math (Hendrycks et al., 2021),
Minerva Math (Lewkowycz et al., 2022), and Olympiad Bench (olympiad problems 2024, 2024).
The evaluation metric and results are shown in Tab. 4, where we compare the performance of fine-
tuned models with different optimizers. The results demonstrate that our 4-bit-Muon optimizers will
not destroy the capabilities of pretrained models, and the 4-bit-Muon-GRASP achieves performance
comparable to that of the 32-bit Muon across all tasks.

4.3 ABLATION STUDIES

How does the rank of the top singular space affect convergence, memory, and computing ef-
ficiency? We preserve the top singular space with different ranks, ranging from 1/64 to 1/2, and
perform pre-training on LLaMA-350M. Fig. 7 (a) illustrates that the gap of the training curve be-
tween our method and fp32 baseline widens as the rank decreases. Notably, when the rank of the
top singular space is set to half of the rank of the matrix M, the training loss shows no difference
from the baseline. Here, we also provide the memory usage and time of different rank chosen, and
the results are shown in Tab. 5 and Tab. 6. To highlight the contrast more clearly, here we focus only
on the optimizer itself.

These results reveal a trade-off: as the rank increases, model performance improves, but this comes
at the cost of increased time consumption and memory usage. Consequently, in practical training, we
propose selecting the highest possible rank that remains within the acceptable limits of memory and
time usage to achieve a good performance. Furthermore, we have included additional visualizations
of the singular value distributions in Appendix B.4, which reveal that the distributions exhibit similar
patterns across different model sizes. Therefore, the rank selected for smaller models can also be
transferred to larger models.

Table 5: The optimizer memory usage (GB) of different ranks.

Model Size 130M 350M 1.1B 3B 5B

4-bit-Muon-GRASP (rank 1/4) 0.11 025 1.06 3.03 542
4-bit-Muon-GRASP (rank 1/8) 0.08 023 092 257 462
4-bit-Muon-GRASP (rank 1/16)  0.06 0.19 081 2.07 3.79
4-bit-Muon-GRASP (rank 1/32)  0.05 0.17 078 199 3.32
4-bit-Muon-GRASP (rank 1/64)  0.05 0.16 074 192 286

What happens if we preserve only the top singular space while discarding the residual singular
space? Fig. 7 (c) shows the results when only the full-precision top singular space is preserved,
with the rank ranging from 1/2 to 1/16. The results demonstrate that discarding the residual singular
space leads to a significant degradation in training accuracy. Even with a 1/2 rank approximation, the
training accuracy loss exceeds 2%. This underscores the importance of the residual singular space
and suggests that the orthogonalization of Muon prevents a straightforward low-rank approximation.

Comparison between grid quantization and group quantization. We compare the effects of grid
quantization and group quantization on training performance. To provide a clearer comparison, we
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Table 6: The optimizer updating time(s) of different ranks.

Model Size 130M 350M 1.1B 3B 5B

4-bit-Muon-GRASP (rank 1/4) 0.55 0.91 1.82 2.85 421
4-bit-Muon-GRASP (rank 1/8) 0.46 072 130 194 272
4-bit-Muon-GRASP (rank 1/16)  0.41 0.61 09 121 193
4-bit-Muon-GRASP (rank 1/32)  0.40 0.56 083 1.04 1.60
4-bit-Muon-GRASP (rank 1/64)  0.39 054 076 0.88 143

directly compress the moment matrix without preserving the top singular space. As shown in Fig. 7
(b), grid quantization reduces the accuracy loss of group quantization by half. See Appendix B.3 for
more ablation studies.

Comparison of different number of Power Itera-
tion steps. To evaluate the approximation accuracy
of Power Iteration with different step, Fig. 8 report
the relative error during training, with 1-step, 2-step,
and 3-step power iterations, respectively. The rel-
ative error here defined as RE(U,X, V] ,PRT),
where Uy, zkv,j represents the accurate top singu-
lar space, and PR.T is the approximation obtained
through power iteration. The results demonstrate 000
that the error gap between the 1-step and multi-step 00 25 50 75 100
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5 RELATED WORKS

Quantization-based memory efficient optimizers. Dettmers et al. (2021) propose block-wise
dynamic quantization, allowing first-order optimizers to operate with 8-bit states, while Li et al.
(2023) further compresses the Adam/AdamW optimizer states to 4 bits by applying finer-grained
quantization and removing zero points from the second moment. Moreover, Wang et al. (2024)
introduces 4-bit second-order optimizers and exemplifies by 4-bit Shampoo.

Other memory efficient techniques. Several works have explored approximating gradient statistics
with sublinear memory cost relative to the number of parameters. For instance, Adafactor (Shazeer
& Stern, 2018) uses the outer product of two vectors to approximate Adam’s second moment.
SM3 (Anil et al., 2019) approximates the second moment in Adam using the statistics of its covers.
LoRA (Hu et al., 2022) freezes the pretrained weights and tunes only the newly initialized low-rank
parameters. Additionally, some approaches focus on reducing the memory consumption of activa-
tions, such as activation-compressed training and gradient checkpointing, which can be integrated
with our optimizer to achieve further memory savings.

6 CONCLUSION AND OUTLOOK

In this paper, we introduce 4-bit-Muon-GRASP, a method for compressing the Muon optimizer
to improve memory efficiency. By dividing the moment matrix into two parts and applying grid
quantization, we are able to reduce memory usage by up to 28% while maintaining performance
comparable to full-precision optimizers.

Limitations and Future Works. The optimal quantization settings are likely dependent on the task,
datasets, and training details, but the exploration in this paper is relatively limited to common LLM
training scenarios. Due to resource limitations, our evaluation is currently limited to pretraining on
1.1B models. We identify several open problems for 4-bit-Muon-GRASP, which include: 1) pro-
viding strategies or guidelines for automatic rank selection; 2) further enhancing memory efficiency
by employing activation reduction methods; and 3) optimizing the efficiency and communication of
low-bit optimizer algorithms in distributed scenarios.

10
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DECLARATION OF AI USE

We used Gemini/ChatGPT to assist in writing:
1) Correcting grammar, improving clarity, and refining the flow of sentences.

The LLMs do not contribute to research ideation, methodology, experimental design, data analysis,
interpretation of results, or the creation of substantive academic content or references. We carefully
review and approve all suggestions from the models, and we take full responsibility for the final
manuscript.
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A DETAILS OF PRE-TRAINING SETTING

Table 7: Hyperparameters for LLaMA model pretraining.

Parameters 130M 350M 1.1B
Ir-schedule WSD (Wen et al., 2024) WSD WSD
max, min Ir (le-3, le-4) (6e-4, 6e-5) (6e-4, 6e-5)
warmup-ratio 0.1 0.1 0.1
Training decay-ratio 0.99 0.99 0.99
AdamW-3 (0.95,0.9) (0.95,0.9) (0.95,0.9)
weight-decay 0.1 0.1 0.1
grad_clip 1.0 1.0 1.0
hidden dim. 768 1024 2048
#layers 12 22 22
#q heads 12 16 32
Model iy heads 4 4 4
context-length 1024 1024 1024
FFN size 1024 2560 5632
tokenzier LLaMA-2 LLaMA-2 LLaMA-2
Data #steps(B) 10K 20K 30K
#Tokens(B) 10.5 21.0 314
Batch size 1024 1024 1024

Pre-training. We provide details of the LLaMA architecture and the hyperparameters used for pre-
training. Tab. 7 presents the key hyperparameters for LLaMA models across different sizes. In all
experiments, we use a WSD (warmup-stable-decay) learning rate schedule. The learning rate is
warmed up for the first 10% of the training steps and then decays to 10% of the initial value during
the final 1% of the training steps.

Fine-tuning. For Qwen2.5-7B, we fine-tune the model using the open-source tulu-3-sft-mixture
dataset (Lambert et al., 2024). Following Liu et al. (2025), the dataset is packed with a sequence
length of 8k tokens, and the learning rate follows a cosine decay schedule, starting from 5 x 10~° and
gradually decaying to 2 x 10~5. For Qwen2.5-7B-Math, we adopt the NuminaMath CoT dataset (Li
et al., 2024) for fine-tuning, which consists of approximately 860,000 mathematical problems paired
with their corresponding solutions. In accordance with Qin & Springenberg (2025); Wu et al. (2025),
we randomly sample 100K instances from the dataset for training, and the dataset is packed with a
sequence length of 2k tokens.

B MORE EXPERIMENT RESULTS
B.1 COMPARISON WITH CPU-OFFLOADING OPTIMIZERS

Table 8: The optimizer updating time(s) of different methods.

Model Size 130M  350M 1.1B 3B 5B

fp32-Muon 0.18 025 039 055 075
fp32-Muon-CPU 0.73 099 389 1132 17.93
4-bit-Muon-GRASP (rank 1/4) 0.55 0.91 1.82 285 421
4-bit-Muon-GRASP (rank 1/16)  0.41 061 09 1.21 1.93
4-bit-Muon-GRASP (rank 1/64)  0.39 054 0.76 0.88 1.43

Tab. 8 and Tab. 9 shows the optimizer updating times (s) and optimizer memory usage (GB) of dif-
ferent methods, which demonstrate that the optimizer step time for CPU-offloaded Muon increases
significantly, especially as the model size grows. For a 5B model, the optimizer time becomes
20 times longer, introducing a substantial overhead. In contrast, our proposed 4-bit compression
method, with a rank selection of 1/16, only doubles the time, while simultaneously reducing mem-
ory usage to approximately 1/7 of the original. This highlights that, compared to CPU-offloading
methods, low-bit compression offers a more favorable balance between memory usage and time
consumption.
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Table 9: The optimizer memory usage (GB) of different methods.

Model Size 130M  350M 1.1B 3B 5B
fp32-Muon 0.41 094 388 11.81 19.97
fp32-Muon-CPU 0 0 0 0 0

4-bit-Muon-GRASP (rank 1/4) 0.11 025 1.06 3.03 542
4-bit-Muon-GRASP (rank 1/16)  0.06 0.19 081 207 3.79
4-bit-Muon-GRASP (rank 1/64)  0.05 0.16 074 192 286

B.2 DETAILED BREAKDOWN OF OPTIMIZER TIME USAGE

Table 10: Time (ms) of different optimizer logic.

Model size (rank) 130M(1/4) 130M(1/16) 130M(1/64) 350M(1/4) 350M(1/16) 350M(1/64) 1.1B(1/4) 1.1B(1/16) 1.1B(1/64)

Power iteration 134 46 32 410 129 58 1010 242 94
NS iteration 98 98 98 224 224 224 378 378 378
param update 12 12 12 22 22 22 35 35 35

Here, we provide a detailed breakdown of the cost of power iteration versus the rest of the optimizer
logic and the results are shown in Tab 10. We find that when the rank is selected as 1/16, the time
required for Power Iteration is less than that of the NS iteration. However, when the rank is larger
(1/4), the QR decomposition in Power Iteration becomes relatively time-consuming and exceeds the
time required for the NS iteration. This pattern holds across different model sizes. In the overall
training steps, the forward and backward processes account for the majority of the time, with the
increase in optimizer time (0.2-0.6 seconds) considered a minimal overhead.

B.3 DATA FORMATS AND LEARNING RATES

0 INT4 vs FP4 (E2M1) 10 Model Size 1.1B

38 int4-1.1B 38 Ir6e-4
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Figure 9: Left: Comparision of INT4 and FP4 data format. Right: Different learning rate.

Here, we compare the impact of FP4 and INT4 data formats on quantization. The implementation
of INT4 is straightforward: after dividing by the normalization scale, we apply the round() function.
For FP4 representation, we adopt the E2ZM1 format as defined in prior studies (Rouhani et al., 2023),
which includes the following values:

{—6,-4,-3,—2,—1.5,—1,-0.5,0,0.5,1,1.5,2,3,4,6} (11

Following Wang et al. (2025), we implement a look-up table for FP4 quantization within a Triton
kernel. Quantization functions typically involve element-wise operations on large datasets, which
can be parallelized to leverage the highly parallel computing power of GPUs. Fig. 10 (left) shows
that the training curves for both data formats are nearly identical, but the look-up process in FP4
introduces a slight efficiency overhead.

We also compare the effect of different learning rates on the convergence of training with 4-bit-
Muon-GRASP optimizer. We select learning rates from the set {3e-4, 6e-4, 1e-3, 3e-3}. Figure 10
(right) shows that 4-bit-Muon-GRASP converges to similar levels across different learning rates.
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B.4
DIFFERENT SIZES.
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