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Abstract001

The proliferation of misinformation in digi-002
tal platforms reveals the limitations of tradi-003
tional detection methods, which mostly rely004
on static classification and fail to capture the005
intricate process of real-world fact-checking.006
Despite advancements in Large Language Mod-007
els (LLMs) that enhance automated reasoning,008
their application to misinformation detection009
remains hindered by issues of logical incon-010
sistency and superficial verification. In re-011
sponse, we introduce Debate-to-Detect (D2D),012
a novel Multi-Agent Debate (MAD) frame-013
work that reformulates misinformation detec-014
tion as a structured adversarial debate. In-015
spired by fact-checking workflows, D2D as-016
signs domain-specific profiles to each agent017
and orchestrates a five-stage debate process,018
including Opening Statement, Rebuttal, Free019
Debate, Closing Statement, and Judgment.020
To transcend traditional binary classification,021
D2D introduces a multi-dimensional evalua-022
tion mechanism that assesses each claim across023
five distinct dimensions: Factuality, Source024
Reliability, Reasoning Quality, Clarity, and025
Ethics. Experiments with GPT-4o on two fake-026
news datasets demonstrate significant improve-027
ments over baseline methods, and the case028
study highlight D2D’s capability to iteratively029
refine evidence while improving decision trans-030
parency, representing a substantial advance-031
ment towards robust and interpretable misin-032
formation detection. Our code is available at033
4open.science/emnlp_d2d-36E2.034

1 Introduction035

The modern information landscape is flooded with036

content that may be linguistically fluent but factu-037

ally misleading, ranging from political rumors to038

health misinformation (Esma et al., 2023; Tobia039

et al., 2024; Saha and Srihari, 2024). While large040

language models (LLMs) such as GPT-4o show041

advanced capabilities on many reasoning bench-042

marks (Madaan et al., 2023; Liang et al., 2024),043

Figure 1: In Standard Multi-Agent Debate (SMAD),
two debater agents participate in multi-turn exchanges,
while a single judge agent evaluates the process. While
effective for basic reasoning, it limits perspective di-
versity, lacks domain-specific expertise, and simplifies
the evaluation. In contrast, D2D uses domain-specific
agents with diverse viewpoints, allowing for deeper and
more realistic argument exploration.

their reliability in evaluating the factuality of real- 044

world news remains limited (Gou et al., 2024; Ma 045

et al., 2024). When exposed to misleading nar- 046

ratives, LLMs often “take the text at face value,” 047

leading to overconfident yet inaccurate judgments 048

(He et al., 2023). Such challenges can be attributed 049

to their reliance on surface-level linguistic patterns 050

rather than deep contextual understanding, leading 051

to not only misinformation detection failures but 052

also potential amplification (Pan et al., 2023; Liu 053

et al., 2024a). 054

To overcome the constraints, researchers have 055

introduced multi-step reasoning and multi-agent 056

strategies, including Chain-of-Thought (CoT) (Wei 057

et al., 2022), Self-Reflection (Madaan et al., 2023; 058

Shinn et al., 2023), and Multi-Agent Debate 059

(MAD) (Du et al., 2024; Liang et al., 2024; Li et al., 060

2024; Amayuelas et al., 2024). While these meth- 061

ods have shown efficacy in mitigating hallucina- 062

tions and enhancing response quality, their evalua- 063
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Figure 2: The D2D framework structures misinformation detection as a multi-agent debate, comprising two layers:
the Agent Layer and the Orchestrator Layer. The Agent Layer includes domain-specific agents (Affirmative,
Negative, Judge) with shared memory; The Orchestrator Layer manages the debate flow across five stages—Opening,
Rebuttal, Free Debate, Closing, and Judgement.

tions are often restricted to controlled settings with064

limited contextual diversity, failing to capture the065

complexity of real-world misinformation (Deng066

et al., 2025). Moreover, existing MAD frame-067

works lack the structured process of real-world068

fact-checking, where claims are systematically ex-069

amined through evidence collection, counterargu-070

ment analysis, and multi-dimensional evaluation071

conducted by domain experts (Slonim et al., 2021;072

Masterman et al., 2024). Current MAD frame-073

works capture only fragmented components of the074

process, relying on general agents and neglecting075

the differentiation of distinct debate stages, result-076

ing in simplified binary judegments.077

To overcome these challenges, we propose078

Debate-to-Detect (D2D), an extension of MAD079

that simulates realistic debate with a set of domain-080

specific LLM agents. Given an input text, D2D081

first (i) identifies its topical domain, (ii) assigns082

each agent a concise domain profile, and (iii) con-083

ducts a five-stage debate, including opening state-084

ment, rebuttal, free debate, closing statement, and085

judgement. The judging panel assesses the debate086

along five independent dimensions, culminating in087

an authenticity score that reflects both the truth-088

fulness of the claim and the quality of the process.089

By reformulating misinformation detection as an090

adversarial debate, our framework enhances the in-091

terpretability and better aligns with fact-checking092

practices.093

Our contributions are summarized as follows:094

(1) We introduce Debate-to-Detect (D2D),095

a structured deliberative framework for mis-096

information detection inspired by real-world 097

fact-checking workflows. D2D assigns domain- 098

specific profiles to agents, engaging them in a five- 099

stage progressive debate. This structured debate 100

enhances logical coherence and facilitates stepwise 101

evidence refinement, reflecting human reasoning 102

patterns. Experiment results demonstrate that D2D 103

not only significantly outperforms baseline meth- 104

ods but also remains robust on recently published 105

news beyond GPT-4o’s pre-training. 106

(2) We propose a multi-dimensional evalua- 107

tion mechanism that redefines verdict genera- 108

tion in LLM-based misinformation detection. 109

Our design introduces a structured rubric compris- 110

ing five dimensions: Factuality, Source Reliabil- 111

ity, Reasoning Quality, Clarity, and Ethics. This 112

schema enables D2D to produce interpretable au- 113

thenticity scores with explicit rationale, reflecting 114

rubric-based judgement practices in human debate. 115

(3) We conduct a comprehensive analysis 116

of the debate mechanism to examine how key 117

components enhance misinformation detection. 118

Ablation studies underscore the complementary 119

roles of domain profiles, stage design, and multi- 120

dimensional evaluation. Stage-wise substitution 121

further shows that debate phases differ in their 122

demands on model capacity, with the judgement 123

stage being most critical. Robustness tests confirm 124

D2D’s resistance to biases such as speaker order 125

and lexical framing. These results advance the un- 126

derstanding of multi-agent debate and support the 127

design of more interpretable and reliable detection 128

systems. 129
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2 Our Framework: Debate to Detect130

Figure 2 illustrates the framework of Debate-to-131

Detect (D2D), a MAD system that formulates mis-132

information detection as a structured debate. The133

framework includes two layers: the Agent Layer,134

responsible for role profile assignment and task al-135

location to support diverse argumentation; and the136

Orchestrator Layer, which manages the debate137

flow and aggregates judgements.138

2.1 Agent Layer139

The Agent Layer consists of three distinct roles:140

Affirmative, Negative, and Judge. The Affirma-141

tive and Negative sides each include four debater142

agents with a fixed stance of "The Claim is Real"143

or "Fake." This configuration follows the "tit for144

tat" strategy proposed by Liang et al. (2024), en-145

couraging diverse reasoning paths and reducing146

confirmation bias. Agent profiles are dynamically147

generated based on the topical domain of the input,148

ensuring context-aware argumentation.149

To enable multi-dimensional evaluation and150

minimize bias, six judge agents are deployed,151

each evaluating arguments along specific dimen-152

sions. Unlike single-agent evaluations, the multi-153

judge setup enhances robustness and aligns with154

the ChatEval strategy for diversified assessment155

(Chan et al., 2024). Role-specific prompts further156

promote argumentative diversity and address the157

"Degeneration-of-Thought" (DoT) issue observed158

in LLM-based debates (Du et al., 2024).159

2.2 Orchestrator Layer160

The Orchestrator Layer organizes the debate into161

five structured stages: Opening Statement, Re-162

buttal, Free Debate, Closing Statement, and163

Judgement. Each stage serves a distinct rhetorical164

purpose, reinforcing clarity and coherence in argu-165

mentation. The Affirmative side initiates the de-166

bate, and the Free Debate rounds are configurable167

to match task-specific requirements.168

Before each turn, the active agent receives a com-169

pressed summary of the Shared Memory, ensuring170

engagement with core arguments while filtering171

redundant information. This mechanism maintains172

contextual relevance across debate stages.173

2.3 Scoring Mechanism174

Following the Closing Statement, the Agent Layer175

will initiate a two-step judgement process: (1) Neu-176

tral Synopsis – A judge agent generates a compre-177

hensive summary of the debate; (2) Scoring – Five 178

independent judge agent assess both sides across 179

the following dimensions: Factuality, Source Re- 180

liability, Reasoning Quality, Clarity, and Ethics. 181

Each Judge assigns complementary integer scores 182

summing to 7 (e.g., 4:3, 5:2, 6:1), adhering to a 183

strict zero-sum structure. This design guarantees 184

an unambiguous outcome—since the total score 185

across all dimensions is inherently imbalanced, a 186

tie is mathematically impossible. Consequently, 187

each news is definitively classified as REAL or 188

FAKE. 189

3 Experiment 190

3.1 Experimental Setup 191

Datasets. We conduct experiments on two pub- 192

lic datasets: Weibo21 (Nan et al., 2021) and the 193

FakeNewsDataset (consisting of FakeNewsAMT 194

and Celebrity) (Pérez-Rosas et al., 2018). To mini- 195

mize interference from excessively long texts, the 196

top 5% of the longest samples are excluded. Ad- 197

ditionally, the original Weibo21 dataset contains 198

many low-quality samples that are are ambiguous 199

or unverifiable, and we remove such samples to 200

aovid the issue. The statistics of the preprocessed 201

datasets are summarized in Table 1. We also re- 202

port results on the original datasets and the error 203

analysis in Appendix A. The processed datasets 204

are included in our repository. 205

Dataset Fake Real Average Words

Weibo21 2373 2461 100.44
FakeNewsDataset 466 466 211.73

Table 1: Statistics of two datasets

Baselines. We compare our D2D framework 206

with the following baselines: 207

• Zero-Shot (ZS): A single LLM performs di- 208

rect classification of each news item without 209

other prompting. 210

• Chain-of-Thought (CoT)(Wei et al., 2022): 211

The model generates an explicit step-by-step 212

reasoning process before producing the final 213

prediction. 214

• Self-Reflect (SR) (Madaan et al., 2023): The 215

model iteratively critiques and revises its own 216

outputs until the self-evaluation indicates con- 217

vergence or no further improvement. 218
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Method
Weibo21 FakeNewsDataset

Accuracy Precision Recall F1 Accuracy Precision Recall F1

ZS 67.11 65.74 68.90 67.28 66.31 65.57 68.67 67.09
CoT 74.04 72.74 75.35 74.02 72.32 71.14 75.11 73.07
SR 76.33 75.68 76.32 76.00 73.71 74.29 72.53 73.40

SMAD 77.02 76.76 76.27 76.52 74.79 74.42 75.54 74.97
D2D w/o DP 79.38 79.76 77.71 78.72 78.54 78.79 78.11 78.45
D2D w/o SD 80.33 79.90 80.07 79.98 78.33 77.73 79.40 78.56
D2D w/o MJ 78.88 78.51 78.21 78.36 76.72 76.42 77.25 76.84

D2D 82.17 81.39 82.55 81.97 81.65 80.67 83.26 81.94

Table 2: Overall accuracy, precision, recall, and F1-score (%) on Weibo21 and FakeNewsDataset. D2D achieves
the highest performance across all metrics, highlighting the impact of iterative reasoning, debate structure, and
evaluation design.

• Standard Multi-Agent Debate (SMAD):219

Two debater agents with generic profiles en-220

gage in a fixed number of debate rounds (set221

to four here for alignment with our frame-222

work). A single judge agent evaluates the223

debate and make the judgement.224

D2D Variants. To evaluate the impact of differ-225

ent components in the D2D framework, we design226

three ablated versions:227

• D2D w/o DP (Domain Profile): This variant228

removes domain-specific profiles, replacing229

them with a generic profile for all participants230

to assess the influence of domain knowledge.231

• D2D w/o SD (Stage Design): This variant232

eliminates the structured four-stage debate233

process, replacing it with a continuous four-234

round discussion where agents interact with-235

out predefined roles or prompt-specific duties.236

• D2D w/o SD (Multi-dimensional Judge-237

ment): This variant eliminates the multi-238

dimensional judgement mechanism, and a239

single-dimensional judgement is applied, fo-240

cusing on the factuality of claims.241

Model Configuration. All experiments are con-242

ducted using GPT-4o as the backbone model. Do-243

main inference is performed with a temperature244

of 0.0. Agent profile generation and responses in245

the four debate stages are generated with a tem-246

perature of 0.7 to promote diversity. Judgement is247

conducted at a lower temperature of 0.2 to ensure248

consistency and reliability in evaluation. Unless249

otherwise specified, the number of Free Debate 250

rounds is fixed at 1. 251

3.2 Results 252

We measure the performance using four standard 253

metrics: accuracy, precision, recall, and F1-score. 254

Table 2 presents the overall results of D2D, base- 255

lines and ablated variants on the two datasets. 256

The improvement from ZS to CoT and SR 257

demonstrates a clear improvement in misinforma- 258

tion detection, highlighting the benefits of iter- 259

ative reasoning mechanisms. Specifically, CoT 260

enhances performance over ZS by approximately 261

6.74% and 5.98% in F1-score on Weibo21 and 262

FakeNewsDataset, respectively. The SR method 263

further refines these results, achieving 76.00% and 264

73.40% in F1-score on the two datasets, reflecting 265

the effectiveness of self-evaluation and iterative 266

refinement. 267

Incorporating adversarial interactions through 268

SMAD results in additional gains, with 76.52% 269

and 74.97% F1-score on Weibo21 and FakeNews- 270

Dataset, respectively, representing a small improve- 271

ment over SR, indicating that structured two-agent 272

debate enhances evidence evaluation by introduc- 273

ing conflicting perspectives. 274

D2D achieves the highest performance across all 275

metrics on both datasets, with 81.97% and 81.94% 276

F1-score on Weibo21 and FakeNewsDataset, re- 277

spectively. Ablation studies reveal that remov- 278

ing Domain Profiles leads to F1-score reductions 279

of 3.25% on Weibo21 and 3.49% on FakeNews- 280

Dataset, closely aligning with D2D’s gains over 281

SMAD. The removal of Stage Design results in 282
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Figure 3: Case Study – A Demonstration of the Structured MAD in the D2D Framework. The process reflects real-
istic argumentative strategies, including rhetorical misinformation tactics and factual rebuttals, while progressively
refining evidence through agent interaction.

smaller declines of 1.99% on Weibo21 and 3.38%283

on FakeNewsDataset, highlighting the structured284

stages’ role in enhancing logical coherence and285

handling longer texts. Furthermore, eliminating the286

Multi-Dimensional Judgement mechanism causes287

more pronounced drops of 3.61% on Weibo21288

and 5.10% on FakeNewsDataset, underscoring its289

critical contribution to the assessment. These re-290

sults emphasize the synergistic effects of domain-291

specific profiling, structured debate stages, and292

multi-dimensional evaluation in optimizing the293

judgement reliability.294

3.3 Case Study295

Figure 3 presents a representative debate example296

within the D2D framework, focusing on the claim297

“drink high-proof liquor can prevent COVID-19 in-298

fection” from Weibo21. We highlight three obser-299

vations that illustrate how D2D reflects the patterns300

of realistic argumentation while enhancing factual301

resolution.302

(1) Stage coherence.303

The framework begins by assigning concise304

health-related profiles to all debater and judge 305

agents. Both sides adhere to the five-stage struc- 306

ture. In the Opening Statement, the Affirmative 307

introduces anecdotal evidence and a misquoted 308

physician statement, whereas the Negative contex- 309

tualizes the argument with epidemiological reason- 310

ing. In the Rebuttal stage, the Negative systemati- 311

cally refutes the cited endorsement by referencing 312

the original interview, and the Affirmative coun- 313

ters by questioning the credibility of mainstream 314

media, a rhetorical strategy frequently observed in 315

real-world misinformation discourse. 316

(2) Progressive evidence refinement. 317

The dialogue demonstrates incremental evi- 318

dence development. The Affirmative cites tra- 319

ditional Chinese spirits as an example, and 320

the Negative introduces WHO-published ethanol- 321

inactivation thresholds as a counter. This exchange 322

demonstrates that agents are not merely repeating 323

predefined outputs but dynamically revising their 324

claims in response to new information, exhibit- 325

ing the adaptive reasoning behavior that the D2D 326

framework is designed to facilitate. 327
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(3) Criterion-Based Evaluation.328

Following the Closing statements, one Judge329

provides a neutral summary of the debate, while330

the remaining five assign scores across predefined331

evaluation dimensions. Accuracy (2:5), Source332

Reliability (1:6), Reasoning (2:5) and Ethics (2:5)333

overwhelmingly favor the Negative, while Clarity334

shows a tighter score gap of 3:4, reflecting the335

Affirmative’s stylistic appeal despite weak factual336

grounding. The final aggregate (10:25) results in a337

clear FAKE classification.338

This case shows that D2D can provide accu-339

rate judgements through structured dialogue and340

stepwise evidence exchange. The debate process341

reflects real-world argumentative patterns and pro-342

vides clear, interpretable justifications results.343

4 Analysis344

4.1 Which Debate Stage Matters Most?345

In classical debate theory, each stage serves a dis-346

tinct rhetorical function: Opening establishes the347

argument, Rebuttal introduces the counterpoints,348

Free Debate facilitates interactive reasoning, Clos-349

ing consolidates key arguments, and Judgement350

delivers the final evaluation. To quantify the rela-351

tive contribution of each stage and examine how352

model capability affects performance, we conduct353

a controlled cross-model substitution experiment354

on the FakeNewsDataset. Specifically, the model355

at each stage is replaced with either weaker GPT-356

3.5-turbo or stronger GPT-4.1, while keeping the357

remaining stages unchanged.358

Figure 4: Performance Comparison of Model Variants
Across Debate Stages in the D2D.

Figure 4 presents the F1-score for each configu-359

ration. Compared to the GPT-4o baseline (81.55%),360

substituting GPT-4.1 consistently improves perfor-361

mance across all stages, with the most substantial362

gain observed in the Judgement stage (+3.03%). 363

Meanwhile, replacing GPT-3.5-turbo leads to per- 364

formance drops, with the largest drop also occur- 365

ring at the Judgement (−6.87%). These findings 366

align with prior research by Liang et al. (2024), 367

which similarly identifies the Judgement stage as 368

the most critical component in MAD frameworks. 369

4.2 Do Speaker Order and Side Labels 370

Influence Judgements? 371

LLMs are known to exhibit biases associated with 372

speaker order and lexical framing, potentially in- 373

fluencing outputs in adversarial dialogue settings 374

by favoring the side that speaks first or carries a 375

more positively connoted label (Sultan et al., 2024; 376

Angelina et al., 2025). To evaluate whether such bi- 377

ases affect the fairness of D2D, we design two con- 378

trolled perturbation experiments targeting speake- 379

ing order and side labels, respectively. 380

Specifically, we randomly select 100 fake and 381

100 real samples from the FakeNewsDataset and 382

evaluate the robustness of D2D by measuring (i) 383

judgement consistency and (ii) the distribution of 384

score deviations under the 35-point scale. The ab- 385

solute difference in judgement scores, denoted as 386

∆, serves as a key measure of consistency across 387

perturbations. It captures the deviation of judge- 388

ment scores between the original and perturbed 389

configurations. ∆ ≤ 5 indicates strong consis- 390

tency, while 5 < ∆ ≤ 10 suggests moderate varia- 391

tion. Table 3 presents the results. 392

(a) Speaking Order Permutation. 393

In this experiment, the initial speaking order of 394

the Affirmative and Negative sides are reversed, 395

keeping all other components constant. Among 396

FAKE samples, 90 samples remain consistent 397

within a 5-point deviation, with an additional 3 398

within a 10-point deviation. Only 7 cases show 399

variations, all within 5 points. For REAL samples, 400

93 samples stay within the 5-point deviation, while 401

the remaining 5 disagreements also fall within 5 402

points. These results suggest that D2D is robust to 403

order-based biases. 404

(b) Neutral Relabeling. 405

To evaluate the susceptibility to lexical framing, 406

we replace the terms "Affirmative" and "Negative" 407

with neutral terms: "Supporter" and "Skeptic" in 408

all prompts. For FAKE samples, 94 instances re- 409

mained within a 5-point range, with 1 more case 410

within 10 points. Verdict inconsistencies were min- 411

imal (5 for FAKE, 4 for REAL), all within 5 points. 412

The result demonstrates D2D’s robustness to lexi- 413
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Perturbation Judgement Result Fake Real

∆ ≤ 5 5 ≤ ∆ ≤ 10 ∆ ≤ 5 5 ≤ ∆ ≤ 10

Speaking Order
Consistent 90 3 93 2

Inconsistent 7 0 5 0

Neutral Relabeling
Consistent 94 1 96 0

Inconsistent 5 0 4 0

Table 3: Robustness of D2D to Speaker Order and Lexical Framing Perturbations. Over 90% of the samples
demonstrate strong robustness (∆ ≤ 5), indicating that D2D is highly resilient to biases arising from speaker order
and lexical framing variations.

cal framing effects.414

4.3 The Influence of Debate Rounds415

The number of debate rounds in MAD have been416

shown to significantly impact the performance of417

reasoning tasks(Liang et al., 2024; Du et al., 2024).418

To further explore the adaptability of D2D, we con-419

duct experiments on the FakeNewsDataset, strati-420

fied by text length and varied the number of debate421

rounds from 1 to 6. The rounds configurations are422

shown in Table 4:423

Rounds Included Debate Stages

1 Opening only
2 Opening+Closing
3 Opening+Rebuttal+Closing
4 Opening+Rebuttal+Free Debate+Closing
5 Opening+Rebuttal+2×Free Debate+Closing
6 Opening+Rebuttal+3×Free Debate+Closing

Table 4: Debate Stage Configurations for Different
Round Settings

We select 50 samples from four text length range424

(0-100 words, 100-200 words, 200-300 words, and425

300-400 words), ensuring a balanced representa-426

tion of fake and real samples (25 fake, 25 real)427

in each group. Figure 5 presents the performance428

F1-Score across the different configurations.429

The results reveal that the effectiveness of debate430

rounds is significantly influenced by text length.431

For shorter texts (0–100 words), the optimal config-432

uration is observed at 4 rounds; For slightly longer433

texts (100–200 words), the optimal is achieved at 5434

rounds, suggesting that additional debate iterations435

contribute to argument refinement and correction.436

For medium-length texts (200–300 words), the437

optimal performance is also observed at 5 rounds.438

This demonstrates that deeper rounds provide more439

comprehensive exploration of reasoning paths, en-440

hancing judgement accuracy; For longer texts441

Figure 5: Effect of Debate Rounds on F1-Score Across
Different Text Length Intervals

(300–400 words), the highest performance is 442

achieved at 6 rounds, reflecting the need for ex- 443

tended deliberation to navigate complex narratives 444

effectively. 445

These observations align with the findings of 446

Liang et al. (2024) and Li et al. (2024), which high- 447

light the importance of iterative reasoning stages 448

in reducing information overload for shorter texts 449

while enhancing argument development for longer 450

claims. Meanwhile, the results also indicate that 451

exceeding the optimal number of rounds can have 452

negative effects, particularly for shorter texts where 453

additional rounds fail to provide further improve- 454

ments. 455

4.4 Generalization to Latest Published News 456

One common critique of LLM-based detectors is 457

their potential reliance on memorized content from 458

pre-training corpora (Das and Dodge, 2025). To 459

evaluate the generalization capability of D2D be- 460

yond pre-trained knowledge, we construct a bench- 461

mark consisting of 596 Chinese news samples (342 462

real, 254 fake) sourced from the Chinese Internet 463

Rumor Dispelling Platform1 between January and 464

1www.piyao.org.cn
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April 2025—a period postdating the GPT-4o pre-465

training cut-off in June 2024.466

Method Accuracy F1-score

ZS 74.50 68.46
SMAD 78.69 73.92
D2D 83.92 79.83

Table 5: Accuracy and F1-score (%) on the Latest News,
and D2D achieves the highest performance across both
metrics.

As shown in Table 5, D2D achieves an accuracy467

of 83.92% and an F1-score of 79.83%, significantly468

outperforming SMAD, which attains 78.69% accu-469

racy and 73.92% F1-score, as well as the zero-shot470

GPT-4o baseline. A manual inspection of the 254471

fake samples confirm the absence of verbatim over-472

laps with publicly indexed sources prior to June473

2024, indicating that D2D is not merely retrieving474

memorized content.475

5 Related Work476

5.1 Misinformation Detection477

The proliferation of misinformation across digi-478

tal platforms has motivated extensive research on479

automated detection methods. Most existing ap-480

proaches follow content-based paradigms, lever-481

aging deep learning models to learn associations482

between textual features and veracity labels (Nan483

et al., 2021; Mridha et al., 2021; Xu et al., 2024).484

These methods incorporate lexical semantics, syn-485

tactic structure, and sentiment to build classifiers486

for misinformation detection. However, they often487

struggle with contextual understanding, particu-488

larly in complex or adversarial scenarios.489

The emergence of LLMs has introduced new490

possibilities for misinformation detection (Liu491

et al., 2024b; Sharma and Singh, 2024). Recent492

LLM-based misinformation detection incorporates493

synthetic data generation, multi-perspective rea-494

soning, and instruction-based veracity assessment495

to enhance robustness and generalization (He et al.,496

2023; Wan et al., 2024). This transition facilitates497

more interpretable and scalable misinformation de-498

tection, particularly in zero-shot setting. However,499

most existing LLM-based misinformation detec-500

tion methods still rely on a single agent, limiting501

their ability to capture the complexity of real-world502

cases. This limitation motivates the development503

of multi-agent approaches.504

5.2 Multi-Agent Debates 505

Multi-Agent Debate (MAD) framework simulates 506

a deliberative process in which multiple LLM- 507

based agents interact iteratively to assess claims, 508

challenge assumptions, and refine reasoning (Du 509

et al., 2024). By distributing reasoning across 510

agents with different roles or prompts, MAD better 511

reflects the dynamic process of human argumen- 512

tation and consensus building (He et al., 2024). 513

Agents exchange arguments, rebuttals, and evalua- 514

tions across multiple rounds, encouraging diverse 515

reasoning paths and reducing the risk of early con- 516

vergence (Liang et al., 2024). Prior work on MAD 517

has examined various design choices, such as role 518

assignment (He et al., 2024), communication struc- 519

ture (Li et al., 2024; Amayuelas et al., 2024), and 520

judgement aggregation (Park et al., 2024). Al- 521

though these methods have proven effective in 522

enhancing reasoning depth and diversity across 523

different tasks, their application to misinformation 524

detection remains largely unexplored. 525

Another limitation of existing MAD frameworks 526

is their inability to capture the structured progress 527

of real-world debates. Human deliberation is typ- 528

ically organized in distinct stages, each serving a 529

specific purpose and contributing to progressive 530

reasoning (Slonim et al., 2021; Zhang et al., 2024). 531

In contrast, most MAD systems homogenize each 532

interaction round, failing to differentiate between 533

the stages (Cemri et al., 2025). The lack of struc- 534

tural variation constrains their capacity to capture 535

the dynamics of persuasion and rebuttal, which are 536

crucial for robust misinformation detection. 537

6 Conclusion 538

In this study, we propose Debate-to-Detect (D2D), 539

a structured debate framework for misinforma- 540

tion detection. By assigning domain-specific pro- 541

files to agents based on the inferred topic of the 542

claim, D2D orchestrates a five-stage progressive 543

debate that simulates professional fact-checking 544

workflows. To improve interpretability and analyti- 545

cal rigor, the framework adopts a five-dimensional 546

evaluation method, generating authenticity scores 547

with clear justifications. Experiments on Weibo-21 548

and FakeNewsDataset show that D2D significantly 549

outperforms baseline methods. Further analysis 550

highlights the importance of agent capability dur- 551

ing the judgment stage and reveals that the optimal 552

number of debate rounds varies with text length. 553
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Limitations554

Interaction Cost. D2D involves 5 debate stages555

and the coordination among 14 agents, resulting in556

considerable computational. To enable deployment557

in real-time settings, such as social media moni-558

toring, future work may be expected to explore559

adaptive truncation strategies or lightweight mod-560

els that maintain diversity without compromising561

quality.562

Evidence Modality. Currently, D2D operates on563

textual input and does not incorporate external564

links, images, or videos, and thus lacks the ca-565

pacity to detect multimodal misinformation such566

as deepfakes. Future work will focus on extending567

D2D’s reasoning capabilities to encompass mul-568

timodal evidence, enabling more comprehensive569

misinformation detection.570

Scalability and Real-time Adaptation. The per-571

formance of D2D is inherently tied to the capa-572

bilities of the underlying LLMs. Any deficien-573

cies or biases in the LLM’s pre-trained knowl-574

edge can propagate through the framework, affect-575

ing judgment reliability. This dependency intro-576

duces vulnerabilities, particularly when encounter-577

ing domain-specific misinformation where LLM578

knowledge is outdated. Future work should con-579

sider integrating external knowledge bases, such580

as fact-checking repositories and domain-specific581

databases, to enhance real-time accuracy and re-582

duce reliance on LLM-generated assumptions.583

Ethics Statement584

Our work aims to improve the interpretability and585

robustness of misinformation detection through the586

Debate-to-Detect (D2D) framework. We acknowl-587

edge the ethical considerations inherent in using588

LLMs for misinformation detection, particularly in589

environments such as political discourse and public590

health.591

One major concern associated with the use of592

LLMs in misinformation detection is the potential593

for biased or erroneous inferences, which can arise594

from data imbalances or hallucinations. Further-595

more, D2D’s agent-driven debate, while designed596

to simulate human-like argumentation, may not597

fully replicate the nuance and contextual under-598

standing required for real-world fact-checking, es-599

pecially in culturally sensitive topics or politically600

charged narratives.601

To address these challenges, our research im-602

plements several mitigation strategies. First, D2D603

applies domain-specific profiles to enhance the con- 604

textual relevance. Second, each agent is guided by 605

structured prompts to maintain focus on evidence- 606

based reasoning, minimizing the influence of spec- 607

ulative or unfounded claims. Finally, the judgment 608

stage incorporates a multi-dimensional evaluation 609

mechanism to assess the arguments, ensuring a 610

balanced and transparent decision-making process. 611

Future work will also focus on enhancing bias 612

detection and correction mechanisms, expand- 613

ing domain coverage to include underrepresented 614

topics, and incorporating external fact-checking 615

databases to support more reliable judgment. Ad- 616

ditionally, we plan to explore more robust fairness 617

evaluations to improve the neutrality and reliability 618

of D2D. We believe that our efforts to refine D2D’s 619

design and evaluation process are essential to miti- 620

gating the risks associated with LLM-driven misin- 621

formation detection, promoting fair and transparent 622

deliberation across diverse information landscapes. 623
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Appendix 865

A Experiments on full datasets 866

In this appendix, we present the experimental re- 867

sults on the original datasets. Our main exper- 868

iments are conducted on preprocessed versions 869

of Weibo21 and FakeNewsDataset to ensure data 870

quality and reduce noise. By evaluating the raw 871

datasets, we illustrate how low-quality and ambigu- 872

ous samples can degrade the model performance. 873

The statistics of original datasets are presents in Ta- 874

ble 6. The preprocessed datasets are also available 875

at 4open.science/emnlp_d2d-36E2. 876

A.1 Performance on Full Datasets 877

Table 7 presents the performance of the D2D frame- 878

work on the original datasets. As observed, the 879

results exhibit a decline compared to the prepro- 880

cessed datasets, particularly in terms of Recall. 881
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Dataset Fake Real Average Words

Weibo21 2795 2956 92.08
FakeNewsDataset 490 490 276.12

Table 6: Statistics of two original datasets.

This disparity indicates that a significant portion882

of fake samples remains undetected by the model,883

resulting in a substantial number of false negatives.884

A.2 Error Analysis885

Upon analysis, a significant portion of the ob-886

served performance degradation can be attributed887

to low-quality samples, particularly in the Weibo21888

dataset. These samples often exhibit poor struc-889

tural coherence, substantial noise, or represent un-890

verifiable claims that elude standard fact-checking891

procedures. We illustrate examples of these prob-892

lematic samples in Figure 6. Consequently, the893

preprocessing is not only beneficial but necessary894

for enhancing model interpretability and perfor-895

mance consistency.896

B Prompts Archive897

Domain Inference:898

Classify the domain of the following claim in899

one or two words (e.g., politics, finance, sports,900

technology, health). Claim:{input}901

Profile Generation:902

The domain is {domain}. Provide a brief pro-903

fessional profile (3-4 sentences) for a debater in904

{stage_name} stage role relevant to this domain.905

Profile Example:906

As a public health expert with over 15 years of907

experience, I have dedicated my career to ensuring908

the dissemination of accurate and evidence-based909

health information. I hold a Master’s degree in910

Public Health from a leading university, supple-911

mented by extensive research in health communi-912

cation and media studies. My work has involved913

close collaboration with healthcare professionals,914

policy makers, and journalists to improve public915

understanding of health topics. This unique blend916

of expertise in both health and media allows me917

to effectively advocate for the crucial role factual918

news plays in shaping public health outcomes.919

Shared Memory:920

Given the following debate history: {de-921

bate_history}922

Summarize the key points from both the Affir- 923

mative and Negative sides, ensuring the following 924

aspects are preserved: 1. The main claim and its 925

justification. 2. Key arguments and supporting 926

evidence from both sides. 3. Notable rebuttals and 927

counterarguments. 4. Any unresolved contradic- 928

tions or logical conflicts. 929

Your summary should be concise yet compre- 930

hensive, allowing future agents to understand the 931

debate’s progression without losing important con- 932

text. Aim to reduce redundancy while maintaining 933

logical coherence. 934

Opening Statement: 935

{Profile} 936

The claim under discussion is: {input}. Your 937

assigned stance is {fixed_stance}. 938

Based on your designated role and the avail- 939

able argument history, construct a well-structured 940

opening statement that convincingly defends your 941

stance. Make sure to employ logical reasoning, rel- 942

evant evidence, and clear argumentation to support 943

your position. 944

Rebuttal: 945

{Profile} 946

The claim under discussion is: {input}. Your 947

assigned stance is {fixed_stance}. The previous 948

argument presented was: {Shared_Memory}. 949

Identify the key weaknesses or logical inconsis- 950

tencies in the opponent’s argument and provide 951

a well-structured rebuttal. Leverage relevant evi- 952

dence and logical reasoning to effectively counter 953

the claims made. Aim to challenge the validity of 954

the argument while reinforcing your own position. 955

956

Free Debate: 957

{Profile} 958

The claim under discussion is: {input}. Your 959

assigned stance is {fixed_stance}. The previous 960

argument presented was: {Shared_Memory}. 961

Building on your previous arguments and re- 962

sponding to the latest claims, provide a well- 963

structured continuation of the debate. Focus on 964

addressing any unresolved contradictions, introduc- 965

ing new evidence if necessary, and strengthening 966

your stance with logical reasoning. 967

Closing Statement: 968

{Profile} 969

The claim under discussion is: {input}. Your 970

assigned stance is {fixed_stance}. The final evalu- 971
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Method
Weibo21 FakeNewsDataset

Accuracy Precision Recall F1 Accuracy Precision Recall F1

ZS 65.14 65.93 58.50 61.99 64.59 63.88 67.14 65.47
D2D 78.79 82.00 72.20 76.79 81.22 80.72 82.04 81.38

Table 7: Overall accuracy, precision, recall, and F1-score (%) on original datasets.

Figure 6: Examples of low-quality samples in Weibo21.

ation is approaching. The previous argument pre-972

sented was: {Shared_Memory}.973

Using this information, summarize your key ar-974

guments and highlight the most compelling evi-975

dence presented throughout the debate. Empha-976

size the logical coherence of your stance, address977

any lingering concerns or contradictions raised978

by the opposition, and consolidate your position.979

Conclude with a clear and decisive statement that980

reinforces your stance as the more rational and981

evidence-based perspective.982

Judgement of Summary983

{Profile}984

You are assigned the role of a Judge responsible985

for summarizing the key points presented during986

the debate. Your task is to produce a concise and 987

neutral summary that accurately reflects the main 988

arguments from both the Affirmative and Negative 989

sides. 990

The previous argument presented was: 991

{Shared_Memory}. 992

Focus on the following aspects: 993

1. The main claim and its context. 994

2. Key supporting arguments presented by the 995

Affirmative side. 996

3. Key counterarguments raised by the Negative 997

side. 998

4. Notable rebuttals and their logical coherence. 999

5. Any unresolved contradictions or gaps in 1000

reasoning. 1001
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Judgement of Evaluation1002

{Profile}1003

You are assigned the role of a Judge, responsible1004

for evaluating the quality and validity of the argu-1005

ments presented during the debate. Affirmatives1006

defend the claim as factual, and Negatives argue1007

that the claim is misleading or fake.1008

The previous argument presented was:1009

{Shared_Memory}.1010

Your task is to assess the arguments from both1011

the Affirmative and Negative sides based on the1012

{dimension_name} dimension.1013

For this dimension, assign an integer score to1014

each side based on how convincingly they support1015

their position relative to the truth. The two scores1016

must add up to exactly 7.1017

Return the following JSON format:{Affirmative:1018

X, Negative: Y}.1019
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