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Abstract
Conversational dense retrieval has shown to001
be effective in conversational search. How-002
ever, a major limitation of conversational dense003
retrieval is their lack of interpretability, hin-004
dering intuitive understanding of model behav-005
iors for targeted improvements. This paper006
presents CONVINV , a simple yet effective ap-007
proach to shed light on interpretable conversa-008
tional dense retrieval models. CONVINV trans-009
forms opaque conversational session embed-010
dings into explicitly interpretable text while011
faithfully maintaining their original retrieval012
performance as much as possible. Such trans-013
formation is achieved by training a recently014
proposed Vec2Text model (Morris et al., 2023)015
based on the ad-hoc query encoder, leverag-016
ing the fact that the session and query embed-017
dings share the same space in existing conversa-018
tional dense retrieval. To further enhance inter-019
pretability, we propose to incorporate external020
interpretable query rewrites into the transfor-021
mation process. Extensive evaluations on three022
conversational search benchmarks demonstrate023
that CONVINV can yield more interpretable024
text and faithfully preserve original retrieval025
performance than baselines. Our work con-026
nects opaque session embeddings with trans-027
parent query rewriting, paving the way toward028
trustworthy conversational search. Our code is029
available at this anonymous repository.030

1 Introduction031

With the rapid development of language model-032

ing, conversational search has emerged as a novel033

search paradigm and is garnering more and more034

attention. Different from the traditional ad-hoc035

search paradigm characterized by keyword-based036

queries and “ten-blue” links (Yu et al., 2020), con-037

versational search empowers users to interact with038

the search engine through multi-turn natural lan-039

guage conversations to seek information, which040

brings a more intuitive and efficient search experi-041

ence (Mao et al., 2022b; Gao et al., 2022).042
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Figure 1: The blue section on the left signifies the con-
versational dense retrieval, and the green section on the
right provides an overview of CONVINV.

In conversational search, the system input is a 043

multi-turn natural language conversation, which 044

may have many linguistic problems such as omis- 045

sions, co-references, and ambiguities (Radlinski 046

and Craswell, 2017), posing great challenges for ac- 047

curately grasping the user’s real information needs. 048

Recently, conversational dense retrieval (CDR) (Yu 049

et al., 2021; Lin et al., 2021; Kim and Kim, 2022; 050

Mao et al., 2022a; Qian and Dou, 2022; Mo et al., 051

2023b), which directly encodes the whole conversa- 052

tional search session and the passages into a unified 053

embedding space to perform matching, has shown 054

to be a promising method to solve this complex 055

search task. Compared to another type of method: 056

conversational query rewriting (CQR) (Lin et al., 057

2020; Vakulenko et al., 2021a; Wu et al., 2022; 058

Mo et al., 2023a), which is a two-step method that 059

first reformulates the search session into a context- 060

independent query rewrite and then feeds it into 061

existing ad-hoc search models for search, the end- 062

to-end CDR models can be directly optimized to- 063

wards better search effectiveness (Yu et al., 2021) 064

and is more efficient as it avoids the extra latency 065
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caused by the rewriting step.066

However, a notable drawback of conversational067

dense retrieval is that it inherently lacks inter-068

pretability (Mao et al., 2023d). By encoding con-069

versations into dense vector embeddings rather than070

readable text, it becomes opaque how these CDR071

models comprehend search intent. The absence of072

interpretability becomes a severe obstacle for devel-073

opers to comprehend the reasons behind the search074

results, hindering effective and targeted enhance-075

ments to the bad cases of the models (Mao et al.,076

2023d,a). Moreover, the absence of interpretabil-077

ity poses challenges in identifying and addressing078

potential biases or errors within the models, which079

could lead to unfair or misleading search results080

without the possibility of timely correction.081

In this paper, we present CONVINV : a simple082

and effective approach aiming to shed light on the083

opacity problem of conversational dense retrieval.084

CONVINV demystifies the opaque conversational085

session embeddings by transforming them into ex-086

plicitly interpretable text while faithfully maintain-087

ing their retrieval performance as much as possible.088

This transformation allows us to intuitively deci-089

pher the characteristics of behaviors of different090

conversational dense retrieval models.091

Figure 1 provides an overview of CONVINV.092

Specifically, our approach is based on the recently093

proposed Vec2Text (Morris et al., 2023), which is094

a powerful method that can invert any text embed-095

ding into its original text given the corresponding096

text encoder. However, inverting the session em-097

bedding into the original session is meaningless as098

it brings no interpretability. We adapt Vec2Text to099

suit our interpretable inversion of conversational100

session embedding by taking specific advantage101

of how the conversational session encoders are102

trained: the session encoder starts from an ad-hoc103

query encoder and the passage encoder is frozen104

during the training. This makes the session and105

query embeddings finally share the same embed-106

ding space for retrieval. Therefore, we propose to107

train a Vec2Text model based on the ad-hoc query108

encoder to transform the session embedding so that109

the transformed text is different from the original110

session, but also maintains a similar retrieval per-111

formance when encoding it with the ad-hoc query112

encoder. To further enhance the interpretability113

of the transformed text, we directly incorporate114

well-interpretable external query rewrites into the115

Vec2Text transformation process, effectively guid-116

ing it to yield more interpretable text.117

We conduct extensive evaluations on three con- 118

versational search benchmarks. Compared to base- 119

lines, the proposed CONVINV can transform con- 120

versational session embeddings into more inter- 121

pretable text as well as faithfully restore the original 122

retrieval performance of the session embeddings. 123

In summary, the contributions of our work are: 124

(1) We introduce a simple and effective approach 125

CONVINV to shed light on the interpretability of 126

conversational dense retrieval models by transform- 127

ing opaque conversational session embeddings into 128

interpretable text as well as faithfully maintain their 129

original retrieval performance. 130

(2) We propose to incorporate the query rewrites 131

into the transformation process to effectively en- 132

hance the interpretability of the transformed text. 133

(3) Our work connects opaque session embed- 134

dings with transparent query rewriting, paving the 135

way toward trustworthy conversational search. 136

2 Related Work 137

2.1 Conversational Search 138

Currently, conversational search primarily relies on 139

two main methods: conversational query rewriting 140

(CQR) and Conversational dense retrieval (CDR). 141

CQR (Yu et al., 2020; Wu et al., 2022; Kumar and 142

Callan, 2020; Voskarides et al., 2020; Lin et al., 143

2020; Mao et al., 2023b; Liu et al., 2021; Vaku- 144

lenko et al., 2021a,b; Mao et al., 2023c; Mo et al., 145

2023a) transforms the whole session into a context- 146

independent query. The generated query rewrites 147

can directly perform ad-hoc retrieval. In contrast, 148

CDR (Yu et al., 2021; Mo et al., 2024; Krasakis 149

et al., 2022; Mao et al., 2022a; Mo et al., 2023b; 150

Mao et al., 2023d, 2022b; Dai et al., 2022) aims to 151

train a session encoder that is capable of encoding 152

the conversational context into a high-dimensional 153

space for conducting dense retrieval. However, the 154

session embedding encoded by the conversational 155

query encoder lacks interpretability, hindering de- 156

velopers from comprehending the retrieval results 157

obtained by the search engine. 158

2.2 Interpretable information retrieval 159

The interpretability issues have raised more and 160

more attention in the field of information retrieval. 161

(Ram et al., 2023) proposed to interpret the session 162

embeddings produced by dual encoders by project- 163

ing them into the model’s vocabulary space. (Mao 164

et al., 2023d) proposed to augment the SPLADE 165

model by incorporating multi-level denoising ap- 166
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proaches, which can produce denoised and inter-167

pretable lexical session representations.168

To explore the intricate interplay between embed-169

ded representations and their textual counterparts,170

a substantial body of research has focused on the171

task of inverting embeddings to coherent text. Rep-172

resenting the embedding of sentences as the initial173

token, (Li et al., 2023) trained a powerful decoder174

model to decode the entire sequence. (Morris et al.,175

2023) endeavored to produce text whose embed-176

ding closely approximates the given embedding.177

They achieved this by using the difference between178

hypothesis embeddings and actual embeddings.179

3 Methodology180

In this work, we present CONVINV, a new ap-181

proach designed to demystify conversational ses-182

sion embeddings. Our approach focuses on trans-183

forming these opaque conversational session em-184

beddings into explicitly interpretable text while185

maintaining their retrieval performance as much186

as possible. CONVINV aims to bridge the gap be-187

tween the mysterious nature of dense embeddings188

and the necessity for clear, understandable insights189

in conversational search intent analysis.190

3.1 Preliminaries191

3.1.1 Conversational dense retrieval192

Formally, conversational search involves a series of193

turns {(qi, ai)}ni=1, where the users express their in-194

formation needs at i-th turn through qi, and the sys-195

tem returns a relevant response ai. This paper fo-196

cuses on the conversational retrieval task, where the197

goal of conversational search models is to retrieve198

relevant passages p for the current query qi, con-199

sidering its historical context Hi = {(qj , aj)}i−1
j=1.200

The idea of conversational dense retrieval is to201

jointly map the current query qi along with the202

historical context Hi and passages into a unified203

embedding space, and use the similarity between204

the session embedding and the passage embedding205

as the retrieval score:206

si = Es(qi, Hi), p = Ep(p), (1)207

r = cos(si,p), (2)208

where Es and Ep are the session and passage en-209

coders, respectively. cos is the cosine similarity210

used to compute the retrieval score r.211

3.1.2 Task formulation212

The encoded conversational session embedding si,213

while effective, is inherently mysterious and lacks214

interpretability. Our goal is to transform the session 215

embedding si into an explicit, interpretable text q̂i 216

while faithfully maintaining the original retrieval 217

effectiveness of the session embedding in q̂i. 218

3.2 Our Approach 219

To achieve this transformation from session em- 220

beddings to interpretable text, we propose a simple 221

yet effective approach, called CONVINV , which 222

is built upon the Vec2Text model (Morris et al., 223

2023) with tailored adjustments for the interpreta- 224

tion of conversational dense retrieval. Specifically, 225

our approach has two important steps: (1) Training 226

a Vec2Text model based on the ad-hoc query en- 227

coder. (2) Enhancing interpretation with rewriting. 228

Figure 2 shows an illustration of our approach. 229

3.2.1 Training Vec2Text based on Ad-hoc 230

Query Encoder 231

Vec2Text (Morris et al., 2023) is a recently pro- 232

posed method for transforming embeddings into 233

text. Given any text encoder E and a large collec- 234

tion of texts T = {ti} where ti is a text, a Vec2Text 235

model ϕ is trained based on a large number of (em- 236

bedding, text) pairs (i.e., ⟨E(ti), ti⟩) to learn to in- 237

vert any text embedding E(ti) into a text t
′
i, where 238

E(t
′
i) is very similar to E(ti). As reported in their 239

original paper, cos(E(t
′
i), E(ti)) can reach up to 240

0.99. Motivated by the remarkable effectiveness 241

of Vec2Text, we adapt it to suit our interpretable 242

inversion of conversational session embedding by 243

leveraging a specific training characteristic of con- 244

versational session encoders: Shared Embedding 245

Space for Retrieval. 246

Shared embedding space for retrieval. For the 247

training of conversational dense retrievers, it is 248

common to initialize the conversational session en- 249

coder and the passage encoder from a pre-trained 250

ad-hoc retriever, and only fine-tune the session en- 251

coder while freezing the passage encoder for facili- 252

tating the training (Yu et al., 2021; Lin et al., 2021; 253

Mao et al., 2022a; Mo et al., 2023b). Therefore, we 254

may assume that the session encoder and the ad- 255

hoc query encoder share the same embedding space 256

for retrieval as they share the same passage encoder. 257

This characteristic is ideal for us to achieve more 258

interpretable session embedding inversion as well 259

as maintain its original retrieval effectiveness. 260

Interpretable query generation. For a session 261

encoder Es fine-tuned from an ad-hoc query en- 262

coder Eq, we train a Vec2Text model ϕq based on 263

Eq but not based on Es. Then, for a session em- 264
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bedding si = Es(qi, Hi), we obtain its transformed265

text q̂i = ϕq(si) through ϕq. Specifically, Vec2Text266

includes two models: the inversion model and the267

correction model, and the generation process of268

Vec2Text includes two steps: (1) The initial inver-269

sion step, where an inversion model first inverts270

the embedding into an initial inverted text tinv. (2)271

The correction step, where a correction model then272

progressively refines this initial inverted text tinv to273

be more accurate. Figure 2 shows an illustration of274

the whole generation process of Vec2Text. The de-275

tailed introduction of our Vec2Text model training276

is provided in Appendix A.1.277

Since Es and Eq share the same retrieval em-278

bedding space, the transformed query embedding279

Eq(q̂i) is supposed to be highly similar to the orig-280

inal session embedding si and thus keep similar281

retrieval performance.282

3.2.2 Interpretability Enhancement with283

Conversational Query Rewriting284

While the transformed text q̂i can attain retrieval285

performance comparable to that of the original ses-286

sion embedding si when encoded by the ad-hoc287

query encoder Eq, there is no assurance that q̂i288

will form a coherent and interpretable sentence for289

human understanding.290

We propose a simple method to leverage exter-291

nal query rewrites to enhance the interpretability.292

Specifically, we first employ a conversational query293

rewriting model R (for example, the T5QR (Lin294

et al., 2020) model) to transform the conversational295

search session {qi, Hi} into a standalone query296

rewrite q∗i = R(qi, Hi). Then, in the generation297

process of Vec2Text, we discard the initial inver- 298

sion process and directly use the query rewrite q∗i 299

as the initial inverted text tinv. 300

The rewriting model R, trained on a vast dataset 301

of human-crafted rewrites, ensures that the resul- 302

tant query rewrite is coherent and understandable 303

compared to the original inverted text produced 304

by VecText’s inversion model. The new inverted 305

text q∗i , serving as an improved starting point for 306

the session embedding transformation, can help 307

lead the whole generation process towards a more 308

interpretable direction, and thus enhance the inter- 309

pretability of the final transformed text q̂i. 310

4 Experimental Settings 311

This section presents our basic experimental set- 312

tings. See Appendix A.2 for full details. 313

4.1 Datasets 314

We use four public conversational search datasets: 315

QReCC (Anantha et al., 2021), TREC CAsT- 316

19 (Dalton et al., 2020), TREC CAsT-20 (Dalton 317

et al., 2021a), and TREC CAsT-21 (Dalton et al., 318

2021b). The QReCC dataset consists of 13.6K 319

conversations, with an average of 6 turns per con- 320

versation. While the three CAsT datasets (19, 20, 321

21) only comprise 50, 25, and 26 conversations, 322

respectively, but with more detailed relevance la- 323

beling. All four datasets provide human rewrites 324

for each turn. Following existing works (Mao et al., 325

2023d; Mo et al., 2023a), we train CDR models on 326

the QReCC dataset and conduct evaluations on the 327

three CAsT datasets. 328
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4.2 Conversational Dense Retrieval Models329

Currently, there are mainly two paradigms to train330

conversational session encoders. The first is pro-331

posed by Yu et al. (2021) which employs an ad332

hoc query encoder as the teacher and learns the333

student session encoder by mimicking the teacher334

embeddings originating from human queries. The335

second is to use the classical ranking loss func-336

tion (Karpukhin et al., 2020; Lin et al., 2021) to337

maximize the distance between the session and its338

positive passages and minimize the distance be-339

tween the session and negative passages.340

Our evaluation is based on both types of CDR341

models. We name the first type KD-Retriever and342

the second type Conv-Retriever, where Retriever343

can be replaced with any base ad-hoc retriever.344

Specifically, we mainly experiment with a popular345

ad-hoc retriever, i.e., GTR (Ni et al., 2022), and346

we investigate the universality of our method to347

different ad-hoc retrievers in Section 5.3.348

4.3 Baselines349

Our main goal is to demonstrate the interpretability350

and preserved retrieval performance of the trans-351

formed text generated by our CONVINV , compared352

to the original session embeddings of KD-GTR353

and Conv-GTR. To the best of our knowledge,354

there is no existing method that is completely suit-355

able for our task, i.e., interpreting conversational356

session embeddings (see the full task definition in357

Section 3.1.2). Therefore, we propose a straightfor-358

ward but strong baseline called UniCRR. Figure 3359

illustrates UniCRR. Specifically, we unify the ses-360

sion encoder and the query rewriter in an encoder-361

decoder architecture and adopt multi-task learning362

to simultaneously train both. As such, the rewrite363

generated from the decoder part can interpret the364

session embedding generated from the encoder part365

to some extent. 366

In addition to the original KD-GTR, Conv- 367

GTR, and our proposed UniCRR, we also use the 368

following conversational search baselines mainly 369

for the comparisons of retrieval performance: 370

(1) T5QR (Lin et al., 2020): A conversational 371

query rewriter based on T5 (Raffel et al., 2020), 372

trained using human-generated rewrites. (2) Con- 373

vGQR (Mo et al., 2023a): A framework for query 374

reformulation that integrates query rewriting with 375

generative query expansion. (3) LeCoRE (Mao 376

et al., 2023d): A conversational lexical retrieval 377

model extending from the SPLADE model with 378

two well-matched multi-level denoising methods. 379

4.4 Evaluation Metrics 380

Retrieval and inversion evaluation. Following 381

existing works (Mo et al., 2023a; Mao et al., 2023d) 382

and the official settings of the CAsT datasets (Dal- 383

ton et al., 2021a), we choose MRR, NDCG@3, and 384

Recall@100 to evaluate the retrieval performance. 385

We use two metrics to quantify the fidelity of the 386

embedding inversion: (1) The absolute difference 387

in the retrieval performances between using the 388

session embeddings and the transformed text. (2) 389

Following Vec2Text (Morris et al., 2023), we also 390

calculate the cosine similarity between the session 391

embeddings and the transformed text embeddings. 392

Interpretability evaluation. We conduct a hu- 393

man evaluation for the interpretability of the trans- 394

formed text from three aspects: (1) Clarity: evalu- 395

ating the clarity of text expression and identifying 396

the presence of ambiguity or vague expressions; (2) 397

Coherence: examining the logical structure of the 398

text; (3) Completeness: determining the extent to 399

which the text comprehensively covers all historical 400

information. Five information retrieval researchers 401

are employed to assign scores ranging from 1 to 5. 402

A larger score indicates better performance. 403

4.5 Implementations 404

For CONVINV , we train Vec2Text models on 405

the large-scale MSMARCO (Nguyen et al., 2016) 406

query and passage collections based on different 407

ad-hoc query encoders. The inversion model is 408

trained for 50 epochs with a batch size of 128 and 409

the correction model is trained for 100 epochs with 410

a batch size of 200 with 1e-3 learning rate. The 411

maximum sequence length is set to 48. By default, 412

we use the rewrites generated by T5QR to perform 413

rewriting enhancement. 414
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CAsT-19 CAsT-20 CAsT-21
Method

MRR NDCG@3 Recall@100 MRR NDCG@3 Recall@100 MRR NDCG@3 Recall@100

T5QR 65.8 41.9 38.2 46.6 32.1 41.4 47.9 34.1 45.2
ConvGQR 66.7 39.3 33.7 39.7 25.9 33.8 40.6 25.3 37.3
LeCoRE 70.3 42.2 49.4 45.0 29.0 46.7 54.8 32.3 38.7

Conv-GTR 53.8 31.0 34.6 27.9 18.4 31.8 42.2 28.4 46.4
UniCRR 54.4 (+0.6) 31.9 (+0.9) 31.0 (-3.6) 36.0 (+8.1) 23.7 (+5.3) 33.3 (+1.5) 35.0 (-7.2) 23.2 (-5.2) 31.3 (-15.1)

CONVINV 56.4 (+2.6) 33.1 (+2.1) 37.0 (+2.4) 27.2 (-0.7) 18.5 (+0.1) 30.4 (-1.4) 41.9 (-0.3) 28.2 (-0.2) 41.7 (-4.7)
KD-GTR 74.9 46.9 41.9 49.5 35.9 46.9 54.7 36.4 55.4
UniCRR 65.1 (-9.8) 40.6 (-6.3) 37.0 (-4.9) 44.4 (-5.1) 32.3 (-3.6) 39.5 (-7.4) 41.0 (-13.7) 27.3 (-9.1) 39.5 (-15.9)

CONVINV 74.2 (-0.7) 44.9 (-2.0) 43.0 (+1.1) 47.6 (-1.9) 34.4 (-1.5) 44.0 (-2.9) 54.7 (+0.0) 37.4 (+1.0) 55.1 (-0.3)

Table 1: Retrieval performance comparisons. Our main competitor is UniCRR. The numbers in parentheses indicate
the absolute difference between the original CDR model (i.e., Conv-GTR or KD-GTR) and the transformed text. In
the comparison between CONVINV and UniCRR, a green background indicates that its performance gap with the
original session embedding is smaller compared to its counterpart, while a red background indicates a larger gap.
The best performance is bold.

CAsT-19 CAsT-20 CAsT-21
Method

MRR NDCG@3 Recall@100 MRR NDCG@3 Recall@100 MRR NDCG@3 Recall@100

Conv-GTR 53.8 31.0 34.6 27.9 18.4 31.8 42.2 28.4 46.4
TX-Inversion 58.0(+4.2) 33.5 (+2.5) 37.1(+2.5) 28.2(+0.3) 18.8(+0.4) 29.5(-2.3) 40.7(-1.5) 26.6(-1.8) 43.1(-3.3)
TX-Human 55.6(+1.8) 33.0(+2.0) 36.0(+1.4) 27.3(-0.6) 18.5(+0.1) 30.9(-0.9) 42.6(+0.4) 26.5(-1.9) 41.1(-5.3)
CONVINV 56.4 (+2.6) 33.1 (+2.1) 37.0 (+2.4) 27.2 (-0.7) 18.5 (+0.1) 30.4 (-1.4) 41.9 (-0.3) 28.2 (-0.2) 41.7 (-4.7)
KD-GTR 74.9 46.9 41.9 49.5 35.9 46.9 54.7 36.4 55.4

TX-Inversion 71.6(-3.3) 44.2(-2.7) 42.3(+0.4) 48.1(-1.4) 33.6(-2.3) 44.8(-2.1) 53.8(-0.9) 36.1(-0.3) 55.6(+0.2)
TX-Human 73.1(-1.8) 44.1(-2.8) 42.3 (+0.4) 48.6(-0.9) 35.0(-0.9) 45.9(-1.0) 53.1(-1.6) 35.8(-0.6) 54.3(-1.1)
CONVINV 74.2 (-0.7) 44.9 (-2.0) 43.0 (+1.1) 47.6 (-1.9) 34.4 (-1.5) 44.0 (-2.9) 54.7 (+0.0) 37.4 (+1.0) 55.1 (-0.3)

Table 2: Ablation results of the effect of rewriting-enhancement. The numbers in parentheses indicate the difference
between the original (i.e., Conv-GTR or KD-GTR) and the transformed text. CONVINV uses T5QR for rewriting
enhancement by default. In the comparison between TX-Inversion, TX-Human, and CONVINV , a green background
indicates that its performance gap with the original session embedding is the smallest. The best performance is bold.

We train the conversational dense retrieval mod-415

els on the QReCC dataset. The session encoder is416

initialized from an ad-hoc query encoder and the417

passage encoder is frozen during training. The in-418

put of the session encoder is the concatenation of419

all historical turns and the current query following420

existing works (Mao et al., 2023d; Mo et al., 2023a).421

For KD-Retriever, we follow Yu et al. (2021) using422

the Mean Squared Error (MSE) loss function to per-423

form knowledge distillation. For Conv-Retriever,424

we use the contrastive ranking loss function with425

48 batch size. The maximum input lengths of the426

session encoder and the passage encoder are set427

to 512 and 384, respectively. We generally train 2428

epochs with 5e-5 learning rate for CDR models.429

5 Experimental Results430

5.1 Retrieval and Inversion Evaluation431

Note that our work does not aim to achieve abso-432

lutely higher retrieval performance, but rather to433

Method CAsT-19 CAsT-20 CAsT-21

UniCRR 94.10 92.80 87.90
ConvInv 95.80 95.20 94.50

Table 3: The similarity between the embeddings of texts
generated by UniCRR and CONVINV, and the original
session embeddings. The best performance is bold.

faithfully restore the retrieval performance of the 434

original session embeddings, so the main competi- 435

tor of our CONVINV is only UniCRR. The retrieval 436

performance comparisons on three CAsT datasets 437

are shown in Table 1 and the similarity is shown in 438

Table 3. We find: 439

(1) Compared to UniCRR, CONVINV achieves 440

superior embedding restoration. For example, 441

for KD-GTR, the average absolute differences 442

for CONVINV are 0.87 (MRR), 1.5 (NDCG@3), 443

and 1.43 (Recall@100), and the average abso- 444

lute differences for UniCRR are 9.53 (MRR), 6.3 445

(NDCG@3), and 9.4 (Recall@100). This indi- 446
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cates that the transformed texts generated by CON-447

VINV are closer to the original session embeddings.448

This aligns with the restoration similarity, which is449

shown in Table 3. The superior reconstruction per-450

formance of ConvInv compared to UniCRR may451

stem from the fact that UniCRR fails to establish452

a direct correlation between session embeddings453

during both the training and inference phases.454

(2) We surprisingly notice that the transformed455

text generated by CONVINV can sometimes even456

yield slightly better retrieval performance. For457

example, on the CAsT-21 dataset, we observe 2.7%458

NDCG@3 relative gains over the original session459

embedding, respectively. This discovery could po-460

tentially pave the way for enhancing retrieval effi-461

cacy and interpretability through the collaborative462

optimization of CQR and CDR.463

Ablation study for rewriting enhancement.464

We propose using external query rewrites generated465

by T5QR to improve the interpretability of trans-466

formed text, which matches the original session467

embedding’s retrieval performance but may lack468

coherence and understandability. Building on this469

proposition, we compare three types of transformed470

text to investigate the effect of rewriting enhance-471

ment: (1) using T5QR rewrites for the rewriting472

enhancement, which is the default CONVINV. (2)473

TX-Human: using human rewrites for the rewriting474

enhancement. (3) TX-Inversion: not performing475

rewriting enhancement (i.e., just using the text gen-476

erated by the inversion model for the correction477

step). The ablation results of the retrieval perfor-478

mance of transformed text are shown in Table 2.479

We observe that the utilization of rewriting enhance-480

ment brings the retrieval performance closer to the481

original. Using rewriting enhancement generally482

leads to stronger overall retrieval performance483

compared to not.484

5.2 Interpretability Evaluation485

We manually evaluate the interpretability of three486

types of transformed text generated by CONVINV.487

Evaluation results are shown in Figure 4 and we488

have the following observations:489

(1) Using query rewrites as the initial inverted490

text improves the interpretability of the transformed491

text of KD-GTR and Conv-GTR across the CAsT-492

19, CAsT-20, and CAsT-21 datasets. This improve-493

ment can be attributed to the introduction of the494

rewrite as the initial inverted text, which essen-495

tially offers the corrector model a more informative496

and clear starting point. These notable enhance-497

Context: (CAsT-19 Session 54)
q1: What is worth seeing in Washington D.C.?
...
q4: Is the spy museum free?
q5: What is there to do in DC after the museums close?
Current Query(68.1):
What is the best time to visit the reflecting pools?
CONVINV (68.1):
In Washington D.C. what is the best time to visit the reflecting
pools (like the Smithsonian Museum)?
TX-Human(47.9):
In Washington D.C., what is the best time to visit the reflecting
pools by the Smithsonian and other DC museums?
TX-Inversion(20.2):
In Washington D.C., what is the best time to visit the reflecting
pools (e.g. Smithsonian National Museum)?
Human Rewrite(36.1):
What is the best time to visit the reflecting pools in Washington
D.C.?

Table 4: A case illustrating the distinction in utilizing
rewriting enhancement for transformed text. The num-
bers in parentheses indicate the retrieval performance
NDCG@3 of the transformed text. Notably, the num-
ber in parentheses under Current Query represents the
retrieval results of the original session embedding, not
that of the current query statement.

ments underscore the necessity of our rewriting- 498

enhancement approach in improving text inter- 499

pretability. 500

(2) For both KD-GTR and Conv-GTR, the hu- 501

man evaluation scores of transformed text on 502

CAsT-19 are higher, whether using rewriting- 503

enhancement or not, compared to CAsT-20 and 504

CAsT-21. This observation may be attributed to the 505

absence of response information in the CAsT-19 506

dataset, which exclusively contains query content. 507

Consequently, the session embedding on CAsT-19 508

is relatively simple, lacking the complexity intro- 509

duced by response data. 510

(3) The lower human evaluation scores of trans- 511

formed text for Conv-GTR compared to KD-GTR 512

on three datasets may be due to the implications of 513

contrastive learning. This method often introduces 514

additional noise. Therefore, Conv-GTR’s session 515

embedding might be more prone to interference, 516

potentially leading to its less effective performance 517

in generating transformed text. 518

We provide a concrete example of the trans- 519

formed texts in Table 4. More case studies are 520

in Appendix A.4. We find that the transformed text 521

CONVINV not only exhibits high interpretability, 522

fully capturing the user’s query intent about “in 523

Washington D.C.”, but also maintains the closest 524

proximity of retrieval performance to the original 525

session embedding. We notice that it includes an 526
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Figure 4: Results of human evaluations for interpretability. Cla, Coh, and Com represent Clarity, Coherence, and
Completeness, respectively. The Avg indicates the average of these scores.

Retriever Method
CAsT-19 CAsT-21

Retrieval Performance Interpretablity Retrieval Performance Interpretablity
MRR NDCG@3 Recall@100 similarity hum eval MRR NDCG@3 Recall@100 similarity hum eval

GTR
KD-GTR 74.9 46.9 41.9 - - 54.7 36.4 55.4 - -
CONVINV 74.2 (-0.7) 44.9 (-2.0) 43.0 (+1.1) 0.985 4.40 54.7(0.0) 37.4(+1.0) 55.1(-0.3) 0.945 3.53

ANCE
KD-ANCE 72.0 44.4 34.2 - - 52.8 36.9 50.8 - -
CONVINV 72.0(0.0) 44.5(+0.1) 34.3(+0.1) 0.999 4.90 55.8(+3.0) 37.4(+0.5) 53.1(+2.3) 0.998 4.07

BGE
KD-BGE 69.5 44.0 41.2 - - 57.9 41.2 56.0 - -
CONVINV 69.9(+0.4) 45.4(+1.4) 41.5(+0.3) 0.972 4.33 59.8(+1.9) 41.1(-0.1) 54.4(-1.6) 0.954 4.25

Table 5: Retrieval performance and interpretability of generated transformed text based on different ad-hoc retrievers
on CAsT-19 and CAsT-21 datasets. The "hum eval" represents the human evaluation score. The numbers in
parentheses indicate the difference between the original and the transformed text. The best performance is bold.

additional clue “(like the Smithsonian Museum)” in527

the query, which may just be additional knowledge528

reflected in the mysterious session embedding that529

can help retrieve passages about famous attractions530

in Washington D.C.531

5.3 Experiments with Different Retrievers532

We investigate the universality of our CONVINV533

by changing the base ad-hoc retriever of the CDR534

models. Specifically, we experiment with another535

two popular ad-hoc retrievers: ANCE (Xiong et al.,536

2021) and BGE (Xiao et al., 2023). Results are537

shown in Table 5. We find that:538

(1) Regardless of the selected ad-hoc retriever,539

both retrieval similarity and text similarity metrics540

are observed to be high. To illustrate, on the CAsT-541

19 dataset, the average absolute differences for KD-542

ANCE on CAsT-19 dataset are 0.0 (MRR), 0.1543

(NDCG@3), and 0.1 (Recall@100), and the cosine544

similarity is up to 99.9%.545

(2) Across both CAsT-19 and CAsT-21 datasets,546

there is a sustained consistency between similar-547

ity scores and human evaluations, indicating that548

textual similarity is a reliable indicator of quality549

as perceived by human judges. However, this does 550

not encapsulate all the factors considered in human 551

evaluations, especially as similarity scores remain 552

robust while human evaluations show a decline 553

from CAsT-19 to CAsT-21. Although there is a 554

noted decrease in human evaluation scores across 555

all methods when moving from CAsT-19 to CAsT- 556

21, the similarity scores remain high or even show 557

marginal improvement. 558

6 Conclusion 559

In this paper, we present a novel approach CON- 560

VINV to shed light on the interpretability of con- 561

versational dense retrieval. By experimenting with 562

two typical conversational dense retrieval models 563

on three conversational search benchmarks, we 564

demonstrate the effectiveness of our approach in 565

providing interpretable text as well as faithfully 566

restoring the original retrieval performance of ses- 567

sion embeddings. Our work not only enhances in- 568

terpretability in conversational dense retrieval but 569

also lays a groundwork for future research toward 570

trustworthy conversational search. 571
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Limitations572

Our work provides a simple but effective solution573

to enhance the interpretability of conversational574

dense retrieval models, bridging the gap between575

opaque session embeddings and transparent query576

rewriting. However, the necessity to train distinct577

Vec2Text models based on various retrievers de-578

mands a significant time investment. Additionally,579

for session embeddings trained using contrastive580

learning, the transformed text fails to achieve suffi-581

ciently high similarity to the original session em-582

bedding, suggesting an incomplete decoding of the583

session embedding. Besides, some of the trans-584

formed texts may not exhibit retrieval performance585

as effective as the original session embeddings.586

Some more sophisticated conversational dense re-587

trievers have not been investigated.588

References589

Raviteja Anantha, Svitlana Vakulenko, Zhucheng Tu,590
Shayne Longpre, Stephen Pulman, and Srinivas591
Chappidi. 2021. Open-domain question answering592
goes conversational via question rewriting. In Pro-593
ceedings of the 2021 Conference of the North Amer-594
ican Chapter of the Association for Computational595
Linguistics: Human Language Technologies, NAACL-596
HLT 2021, Online, June 6-11, 2021, pages 520–534.597
Association for Computational Linguistics.598

Zhuyun Dai, Arun Tejasvi Chaganty, Vincent Y. Zhao,599
Aida Amini, Qazi Mamunur Rashid, Mike Green, and600
Kelvin Guu. 2022. Dialog inpainting: Turning docu-601
ments into dialogs. In International Conference on602
Machine Learning, ICML 2022, 17-23 July 2022, Bal-603
timore, Maryland, USA, volume 162 of Proceedings604
of Machine Learning Research, pages 4558–4586.605
PMLR.606

Jeffrey Dalton, Chenyan Xiong, and Jamie Callan. 2020.607
TREC cast 2019: The conversational assistance track608
overview. CoRR, abs/2003.13624.609

Jeffrey Dalton, Chenyan Xiong, and Jamie Callan.610
2021a. Cast 2020: The conversational assistance611
track overview. In In Proceedings of TREC.612

Jeffrey Dalton, Chenyan Xiong, and Jamie Callan.613
2021b. TREC cast 2021: The conversational as-614
sistance track overview. In Proceedings of the Thir-615
tieth Text REtrieval Conference, TREC 2021, online,616
November 15-19, 2021, volume 500-335 of NIST Spe-617
cial Publication. National Institute of Standards and618
Technology (NIST).619

Jianfeng Gao, Chenyan Xiong, Paul Bennett, and620
Nick Craswell. 2022. Neural approaches to con-621
versational information retrieval. arXiv preprint622
arXiv:2201.05176.623

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2021. 624
Billion-scale similarity search with gpus. IEEE 625
Trans. Big Data, 7(3):535–547. 626

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick 627
S. H. Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, 628
and Wen-tau Yih. 2020. Dense passage retrieval for 629
open-domain question answering. In Proceedings of 630
the 2020 Conference on Empirical Methods in Nat- 631
ural Language Processing, EMNLP 2020, Online, 632
November 16-20, 2020, pages 6769–6781. Associa- 633
tion for Computational Linguistics. 634

Sungdong Kim and Gangwoo Kim. 2022. Saving dense 635
retriever from shortcut dependency in conversational 636
search. In Proceedings of the 2022 Conference on 637
Empirical Methods in Natural Language Processing, 638
EMNLP 2022, Abu Dhabi, United Arab Emirates, De- 639
cember 7-11, 2022, pages 10278–10287. Association 640
for Computational Linguistics. 641

Antonios Minas Krasakis, Andrew Yates, and Evangelos 642
Kanoulas. 2022. Zero-shot query contextualization 643
for conversational search. In SIGIR ’22: The 45th 644
International ACM SIGIR Conference on Research 645
and Development in Information Retrieval, Madrid, 646
Spain, July 11 - 15, 2022, pages 1880–1884. ACM. 647

Vaibhav Kumar and Jamie Callan. 2020. Making in- 648
formation seeking easier: An improved pipeline for 649
conversational search. In Findings of the Association 650
for Computational Linguistics: EMNLP 2020, Online 651
Event, 16-20 November 2020, volume EMNLP 2020 652
of Findings of ACL, pages 3971–3980. Association 653
for Computational Linguistics. 654

Haoran Li, Mingshi Xu, and Yangqiu Song. 2023. Sen- 655
tence embedding leaks more information than you 656
expect: Generative embedding inversion attack to 657
recover the whole sentence. In Findings of the Asso- 658
ciation for Computational Linguistics: ACL 2023, 659
Toronto, Canada, July 9-14, 2023, pages 14022– 660
14040. Association for Computational Linguistics. 661

Sheng-Chieh Lin, Jheng-Hong Yang, and Jimmy Lin. 662
2021. Contextualized query embeddings for conver- 663
sational search. In Proceedings of the 2021 Con- 664
ference on Empirical Methods in Natural Language 665
Processing (EMNLP). 666

Sheng-Chieh Lin, Jheng-Hong Yang, Rodrigo Frassetto 667
Nogueira, Ming-Feng Tsai, Chuan-Ju Wang, and 668
Jimmy Lin. 2020. Conversational question refor- 669
mulation via sequence-to-sequence architectures and 670
pretrained language models. CoRR, abs/2004.01909. 671

Hang Liu, Meng Chen, Youzheng Wu, Xiaodong He, 672
and Bowen Zhou. 2021. Conversational query rewrit- 673
ing with self-supervised learning. In IEEE Inter- 674
national Conference on Acoustics, Speech and Sig- 675
nal Processing, ICASSP 2021, Toronto, ON, Canada, 676
June 6-11, 2021, pages 7628–7632. IEEE. 677

Kelong Mao, Zhicheng Dou, Bang Liu, Hongjin Qian, 678
Fengran Mo, Xiangli Wu, Xiaohua Cheng, and Zhao 679
Cao. 2023a. Search-oriented conversational query 680

9

https://doi.org/10.18653/V1/2021.NAACL-MAIN.44
https://doi.org/10.18653/V1/2021.NAACL-MAIN.44
https://doi.org/10.18653/V1/2021.NAACL-MAIN.44
https://proceedings.mlr.press/v162/dai22a.html
https://proceedings.mlr.press/v162/dai22a.html
https://proceedings.mlr.press/v162/dai22a.html
http://arxiv.org/abs/2003.13624
http://arxiv.org/abs/2003.13624
http://arxiv.org/abs/2003.13624
https://trec.nist.gov/pubs/trec30/papers/Overview-CAsT.pdf
https://trec.nist.gov/pubs/trec30/papers/Overview-CAsT.pdf
https://trec.nist.gov/pubs/trec30/papers/Overview-CAsT.pdf
https://doi.org/10.1109/TBDATA.2019.2921572
https://doi.org/10.18653/V1/2020.EMNLP-MAIN.550
https://doi.org/10.18653/V1/2020.EMNLP-MAIN.550
https://doi.org/10.18653/V1/2020.EMNLP-MAIN.550
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.701
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.701
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.701
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.701
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.701
https://doi.org/10.1145/3477495.3531769
https://doi.org/10.1145/3477495.3531769
https://doi.org/10.1145/3477495.3531769
https://doi.org/10.18653/V1/2020.FINDINGS-EMNLP.354
https://doi.org/10.18653/V1/2020.FINDINGS-EMNLP.354
https://doi.org/10.18653/V1/2020.FINDINGS-EMNLP.354
https://doi.org/10.18653/V1/2020.FINDINGS-EMNLP.354
https://doi.org/10.18653/V1/2020.FINDINGS-EMNLP.354
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.881
http://arxiv.org/abs/2004.01909
http://arxiv.org/abs/2004.01909
http://arxiv.org/abs/2004.01909
http://arxiv.org/abs/2004.01909
http://arxiv.org/abs/2004.01909
https://doi.org/10.1109/ICASSP39728.2021.9413557
https://doi.org/10.1109/ICASSP39728.2021.9413557
https://doi.org/10.1109/ICASSP39728.2021.9413557


editing. In ACL (Findings), volume ACL 2023 of681
Findings of ACL. Association for Computational Lin-682
guistics.683

Kelong Mao, Zhicheng Dou, Bang Liu, Hongjin Qian,684
Fengran Mo, Xiangli Wu, Xiaohua Cheng, and Zhao685
Cao. 2023b. Search-oriented conversational query686
editing. In Findings of the Association for Compu-687
tational Linguistics: ACL 2023, Toronto, Canada,688
July 9-14, 2023, pages 4160–4172. Association for689
Computational Linguistics.690

Kelong Mao, Zhicheng Dou, Fengran Mo, Jiewen Hou,691
Haonan Chen, and Hongjin Qian. 2023c. Large lan-692
guage models know your contextual search intent: A693
prompting framework for conversational search. In694
Findings of the Association for Computational Lin-695
guistics: EMNLP 2023, Singapore, December 6-10,696
2023, pages 1211–1225. Association for Computa-697
tional Linguistics.698

Kelong Mao, Zhicheng Dou, and Hongjin Qian. 2022a.699
Curriculum contrastive context denoising for few-700
shot conversational dense retrieval. In SIGIR ’22:701
The 45th International ACM SIGIR Conference on702
Research and Development in Information Retrieval,703
Madrid, Spain, July 11 - 15, 2022, pages 176–186.704
ACM.705

Kelong Mao, Zhicheng Dou, Hongjin Qian, Fengran706
Mo, Xiaohua Cheng, and Zhao Cao. 2022b. Con-707
vtrans: Transforming web search sessions for conver-708
sational dense retrieval. In Proceedings of the 2022709
Conference on Empirical Methods in Natural Lan-710
guage Processing, EMNLP 2022, Abu Dhabi, United711
Arab Emirates, December 7-11, 2022, pages 2935–712
2946. Association for Computational Linguistics.713

Kelong Mao, Hongjin Qian, Fengran Mo, Zhicheng714
Dou, Bang Liu, Xiaohua Cheng, and Zhao Cao.715
2023d. Learning denoised and interpretable session716
representation for conversational search. In Proceed-717
ings of the ACM Web Conference 2023, WWW 2023,718
Austin, TX, USA, 30 April 2023 - 4 May 2023, pages719
3193–3202. ACM.720

Fengran Mo, Kelong Mao, Yutao Zhu, Yihong Wu,721
Kaiyu Huang, and Jian-Yun Nie. 2023a. Convgqr:722
Generative query reformulation for conversational723
search. In Proceedings of the 61st Annual Meeting of724
the Association for Computational Linguistics (Vol-725
ume 1: Long Papers), ACL 2023, Toronto, Canada,726
July 9-14, 2023, pages 4998–5012. Association for727
Computational Linguistics.728

Fengran Mo, Jian-Yun Nie, Kaiyu Huang, Kelong Mao,729
Yutao Zhu, Peng Li, and Yang Liu. 2023b. Learning730
to relate to previous turns in conversational search. In731
Proceedings of the 29th ACM SIGKDD Conference732
on Knowledge Discovery and Data Mining, KDD733
2023, Long Beach, CA, USA, August 6-10, 2023,734
pages 1722–1732. ACM.735

Fengran Mo, Chen Qu, Kelong Mao, Tianyu Zhu, Zhan736
Su, Kaiyu Huang, and Jian-Yun Nie. 2024. History-737

aware conversational dense retrieval. arXiv preprint 738
arXiv:2401.16659. 739

John X. Morris, Volodymyr Kuleshov, Vitaly Shmatikov, 740
and Alexander M. Rush. 2023. Text embeddings re- 741
veal (almost) as much as text. In Proceedings of the 742
2023 Conference on Empirical Methods in Natural 743
Language Processing, EMNLP 2023, Singapore, De- 744
cember 6-10, 2023, pages 12448–12460. Association 745
for Computational Linguistics. 746

Tri Nguyen, Mir Rosenberg, Xia Song, Jianfeng Gao, 747
Saurabh Tiwary, Rangan Majumder, and Li Deng. 748
2016. MS MARCO: A human generated machine 749
reading comprehension dataset. In Proceedings of 750
the Workshop on Cognitive Computation: Integrat- 751
ing neural and symbolic approaches 2016 co-located 752
with the 30th Annual Conference on Neural Infor- 753
mation Processing Systems (NIPS 2016), Barcelona, 754
Spain, December 9, 2016, volume 1773 of CEUR 755
Workshop Proceedings. CEUR-WS.org. 756

Jianmo Ni, Chen Qu, Jing Lu, Zhuyun Dai, Gus- 757
tavo Hernández Ábrego, Ji Ma, Vincent Y. Zhao, 758
Yi Luan, Keith B. Hall, Ming-Wei Chang, and Yinfei 759
Yang. 2022. Large dual encoders are generalizable 760
retrievers. In Proceedings of the 2022 Conference on 761
Empirical Methods in Natural Language Processing, 762
EMNLP 2022, Abu Dhabi, United Arab Emirates, De- 763
cember 7-11, 2022, pages 9844–9855. Association 764
for Computational Linguistics. 765

Hongjin Qian and Zhicheng Dou. 2022. Explicit query 766
rewriting for conversational dense retrieval. In Pro- 767
ceedings of the 2022 Conference on Empirical Meth- 768
ods in Natural Language Processing, EMNLP 2022, 769
Abu Dhabi, United Arab Emirates, December 7-11, 770
2022, pages 4725–4737. Association for Computa- 771
tional Linguistics. 772

Filip Radlinski and Nick Craswell. 2017. A theoretical 773
framework for conversational search. In Proceedings 774
of the 2017 Conference on Conference Human Infor- 775
mation Interaction and Retrieval, CHIIR 2017, Oslo, 776
Norway, March 7-11, 2017, pages 117–126. ACM. 777

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine 778
Lee, Sharan Narang, Michael Matena, Yanqi Zhou, 779
Wei Li, and Peter J Liu. 2020. Exploring the limits 780
of transfer learning with a unified text-to-text trans- 781
former. The Journal of Machine Learning Research, 782
21(1):5485–5551. 783

Ori Ram, Liat Bezalel, Adi Zicher, Yonatan Belinkov, 784
Jonathan Berant, and Amir Globerson. 2023. What 785
are you token about? dense retrieval as distributions 786
over the vocabulary. In Proceedings of the 61st An- 787
nual Meeting of the Association for Computational 788
Linguistics (Volume 1: Long Papers), ACL 2023, 789
Toronto, Canada, July 9-14, 2023, pages 2481–2498. 790
Association for Computational Linguistics. 791

Svitlana Vakulenko, Shayne Longpre, Zhucheng Tu, 792
and Raviteja Anantha. 2021a. Question rewriting for 793
conversational question answering. In WSDM ’21, 794

10

https://doi.org/10.18653/V1/2023.FINDINGS-ACL.256
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.256
https://doi.org/10.18653/V1/2023.FINDINGS-ACL.256
https://aclanthology.org/2023.findings-emnlp.86
https://aclanthology.org/2023.findings-emnlp.86
https://aclanthology.org/2023.findings-emnlp.86
https://aclanthology.org/2023.findings-emnlp.86
https://aclanthology.org/2023.findings-emnlp.86
https://doi.org/10.1145/3477495.3531961
https://doi.org/10.1145/3477495.3531961
https://doi.org/10.1145/3477495.3531961
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.190
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.190
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.190
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.190
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.190
https://doi.org/10.1145/3543507.3583265
https://doi.org/10.1145/3543507.3583265
https://doi.org/10.1145/3543507.3583265
https://doi.org/10.18653/V1/2023.ACL-LONG.274
https://doi.org/10.18653/V1/2023.ACL-LONG.274
https://doi.org/10.18653/V1/2023.ACL-LONG.274
https://doi.org/10.18653/V1/2023.ACL-LONG.274
https://doi.org/10.18653/V1/2023.ACL-LONG.274
https://doi.org/10.1145/3580305.3599411
https://doi.org/10.1145/3580305.3599411
https://doi.org/10.1145/3580305.3599411
https://aclanthology.org/2023.emnlp-main.765
https://aclanthology.org/2023.emnlp-main.765
https://aclanthology.org/2023.emnlp-main.765
https://ceur-ws.org/Vol-1773/CoCoNIPS_2016_paper9.pdf
https://ceur-ws.org/Vol-1773/CoCoNIPS_2016_paper9.pdf
https://ceur-ws.org/Vol-1773/CoCoNIPS_2016_paper9.pdf
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.669
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.669
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.669
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.311
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.311
https://doi.org/10.18653/V1/2022.EMNLP-MAIN.311
https://doi.org/10.1145/3020165.3020183
https://doi.org/10.1145/3020165.3020183
https://doi.org/10.1145/3020165.3020183
https://doi.org/10.18653/V1/2023.ACL-LONG.140
https://doi.org/10.18653/V1/2023.ACL-LONG.140
https://doi.org/10.18653/V1/2023.ACL-LONG.140
https://doi.org/10.18653/V1/2023.ACL-LONG.140
https://doi.org/10.18653/V1/2023.ACL-LONG.140
https://doi.org/10.1145/3437963.3441748
https://doi.org/10.1145/3437963.3441748
https://doi.org/10.1145/3437963.3441748


The Fourteenth ACM International Conference on795
Web Search and Data Mining, Virtual Event, Israel,796
March 8-12, 2021, pages 355–363. ACM.797

Svitlana Vakulenko, Nikos Voskarides, Zhucheng Tu,798
and Shayne Longpre. 2021b. A comparison of ques-799
tion rewriting methods for conversational passage re-800
trieval. In Advances in Information Retrieval - 43rd801
European Conference on IR Research, ECIR 2021,802
Virtual Event, March 28 - April 1, 2021, Proceedings,803
Part II, volume 12657 of Lecture Notes in Computer804
Science, pages 418–424. Springer.805

Nikos Voskarides, Dan Li, Pengjie Ren, Evangelos806
Kanoulas, and Maarten de Rijke. 2020. Query reso-807
lution for conversational search with limited supervi-808
sion. In Proceedings of the 43rd International ACM809
SIGIR conference on research and development in810
Information Retrieval, SIGIR 2020, Virtual Event,811
China, July 25-30, 2020, pages 921–930. ACM.812

Zeqiu Wu, Yi Luan, Hannah Rashkin, David Reit-813
ter, Hannaneh Hajishirzi, Mari Ostendorf, and Gau-814
rav Singh Tomar. 2022. CONQRR: conversational815
query rewriting for retrieval with reinforcement learn-816
ing. In Proceedings of the 2022 Conference on Em-817
pirical Methods in Natural Language Processing,818
EMNLP 2022, Abu Dhabi, United Arab Emirates,819
December 7-11, 2022, pages 10000–10014. Associa-820
tion for Computational Linguistics.821

Shitao Xiao, Zheng Liu, Peitian Zhang, and Niklas822
Muennighof. 2023. C-pack: Packaged resources823
to advance general chinese embedding. CoRR,824
abs/2309.07597.825

Lee Xiong, Chenyan Xiong, Ye Li, Kwok-Fung Tang,826
Jialin Liu, Paul N. Bennett, Junaid Ahmed, and827
Arnold Overwijk. 2021. Approximate nearest neigh-828
bor negative contrastive learning for dense text re-829
trieval. In 9th International Conference on Learning830
Representations, ICLR 2021, Virtual Event, Austria,831
May 3-7, 2021. OpenReview.net.832

Shi Yu, Jiahua Liu, Jingqin Yang, Chenyan Xiong,833
Paul N. Bennett, Jianfeng Gao, and Zhiyuan Liu.834
2020. Few-shot generative conversational query835
rewriting. In Proceedings of the 43rd International836
ACM SIGIR conference on research and development837
in Information Retrieval, SIGIR 2020, Virtual Event,838
China, July 25-30, 2020, pages 1933–1936. ACM.839

Shi Yu, Zhenghao Liu, Chenyan Xiong, Tao Feng, and840
Zhiyuan Liu. 2021. Few-shot conversational dense841
retrieval. In SIGIR ’21: The 44th International ACM842
SIGIR Conference on Research and Development in843
Information Retrieval, Virtual Event, Canada, July844
11-15, 2021, pages 829–838. ACM.845

A Appendix846

A.1 Vec2Text847

Due to the necessity of transforming session em-848

beddings into explicit and interpretable text, we849

Statistics
QReCC CAsT-19 CAsT-20 CAsT-21

Train Test Test Test Test
# Conv. 10823 2775 50 25 26

# Questions 63501 16451 479 216 239
# Documents 54M 38M 38M 40M

Table 6: Data statistics of conversational search datasets.

integrate the Vec2Text model into our architecture. 850

The utilization of Vec2Text (Morris et al., 2023) is 851

driven by its capability to effectively invert the full 852

text represented in dense text embeddings, aligning 853

with our goal to provide interpretability of session 854

embeddings in conversational dense retrieval. 855

The Vec2Text model aims for the complete inver- 856

sion of input text from its embedding; it leverages 857

the difference between a hypothesis embedding 858

and a ground-truth embedding to make discrete 859

adjustments to the text hypothesis. Specifically, 860

the Vec2Text model begins by proposing an initial 861

hypothesis and subsequently refines this hypoth- 862

esis through iterative corrections. The goal is to 863

progressively bring the hypothesis’s embedding êt 864

closer to the target embedding e. 865

The Vec2Text comprises two models: the inver- 866

sion model and the corrector model. Firstly, the 867

inversion model endeavors to invert encoder ϕ by 868

learning a distribution of texts given embeddings 869

p (x | e, θ). The training objective for the inver- 870

sion model is to find θ using maximum likelihood 871

estimation: 872

θ = argmax
θ̂

Ex∼D [p (x | ϕ (x) ; θ)] 873

On the basis of the simple learned inversion hy- 874
pothesis x0, the corrector model iteratively refines 875
this hypothesis via marginalizing over intermediate 876
hypotheses: 877

p
(
x(t+1) | e

)
=

∑
x(t)

p
(
x(t) | e

)
p
(
x(t+1) | e, x(t), ê(t)

)
878

where ê(t) = ϕ
(
x(t)

)
. 879

A.2 More Detailed Experimental Settings 880

A.2.1 Details of Datasets 881

The statistical data for each dataset are presented in 882

Table 6 and a more detailed description is provided 883

as follows: 884

QReCC is a large dataset designed for the study 885

of conversational search. Every query is accompa- 886

nied by an answer and a human-generated rewrite. 887

QReCC includes a total of 13,598 dialogues featur- 888

ing 79,952 queries. Of these, 9.3K conversations 889
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Context: (CAsT-19 Session 79)
q1: What is taught in sociology?
q2: What is the main contribution of Auguste
Comte?
q3: What is the role of positivism in it?
q4: What is Herbert Spencer known for?
q5: How is his work related to Comte?
Current Query(35.2):
What is the functionalist theory?
CONVINV (46.9):
what is comte’s functionalist theory in philosophy?
TX-Human(46.9):
what is comte’s functionalist theory in philosophy?
TX-Inversion(20.7):
What is the functionalist theory?
Human Rewrite(38.3):
What is the functionalist theory in sociology?

Table 7: An additional case illustrating the distinction
in utilizing rewriting enhancement for transformed text.
The numbers in parentheses indicate the retrieval perfor-
mance NDCG@3 of the transformed text. Notably, the
number in parentheses under Current Query represents
the retrieval results of the original session embedding,
not that of the current query statement.

originate from QuAC questions; 80 from TREC890

CAsT; and 4.4K from NQ. Additionally, 9% of891

the questions within QReCC lack corresponding892

answers.893

CAsT-19, CAsT-20, and CAsT-21 are three894

widely used conversational search datasets released895

by TREC Conversational Assistance Track (CAsT).896

For CAsT-19, relevance assessments are available897

for 173 queries within 20 test conversations. For898

CAsT-20, the majority of queries are accompanied899

by relevance judgments. For CAsT-21, there are900

relevance judgments for 157 queries within 18 test901

conversations. CAsT-19 and CAsT-20 share the902

same corpus, whereas CAsT-21 employs a differ-903

ent one.904

A.2.2 Implementation Details905

During the training process, we conduct the train-906

ing experiments of the Vec2Text model on four907

Nvidia A100 40G GPUs. We use bf16 precision908

and AdamW optimizer with 0.001 as the initial909

learning rate. The strategy to adjust the learning910

rate is constant with warm-up. We choose T5 (Raf-911

fel et al., 2020) as the backbone model. The number912

of times to repeat embedding along the T5 input913

sequence length is set to 16.914

During the inference process, the sequence beam 915

width and the invert num steps are set to 10 and 916

30, respectively. The maximum input length and 917

the maximum response length are set to 512 and 918

100, respectively. The dense retrieval is performed 919

using Faiss (Johnson et al., 2021). 920

A.3 Examples of Human Evaluation 921

Examples of the three metrics for human evaluation 922

are shown in Table 8. 923

A.4 Supplement of Case Study 924

In this section, We provide an additional case in 925

Table 7 for analysis. The transformed text not only 926

includes the keyword of the original query "func- 927

tionalist theory", but also enriches it with additional 928

information "comte" and "philosophy", thus yield- 929

ing a retrieval performance that surpasses that of 930

the human rewrite. 931

A.5 Experiments with Different Retrievers 932

Investigations of Based on Different Ad-hoc Re- 933

trievers on CAsT-19, CAsT-20, and CAsT-21 934

datasets are shown in Table 9, Table 10 and Ta- 935

ble 11, separately. 936
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Clarity

Context:
q1: What is throat cancer?
q2: Is it treatable?
q3: Tell me about lung cancer.
q4: What are its symptoms?
q5: Can it spread to the throat?
q6: What causes throat cancer?
Query: What is the first sign of it?
Human Rewrite: What is the first sign of throat cancer?
Positive Example:What is throat cancer and what is the first sign of it?
Negative Example: what is the first sign of throat or lung cancer?

Coherence

Context:
q1: What are the different types of sharks?
q2: Are sharks endangered? If so, which species?
q3: Tell me more about tiger sharks.
Query: What is the largest ever to have lived on Earth?
Human Rewrite: What is the largest shark ever to have lived on Earth?
Positive Example:What’s the largest sharks to have ever lived on earth?
Negative Example: What is the largest ever to have lived on earth, shark sharks?

Completeness

Context:
q1: What are the origins of popular music?
q2: What are its characteristics?
q3: What technological developments enabled it?
Query: When and why did people start taking pop seriously?
Human Rewrite: When and why did people start taking pop music seriously?
Positive Example:When did people start taking pop music seriously. and why?
Negative Example: What causes pop music and when did it begin to be taken seriously?

Table 8: Examples of the criteria of three metrics of human evaluation.

Method Retriever
Retrieval Performance Interpretability

MRR NDCG@3 Recall@100 similarity human evaluation

KD

KD-GTR 74.9 46.9 41.9 - -
CONVINV 74.2(-0.7) 44.9(-2.0) 43.0(+1.1) 0.958 4.40
KD-ANCE 72.0 44.4 34.2 - -
CONVINV 72.0(0.0) 44.5(+0.1) 34.3(+0.1) 0.999 4.90
KD-BGE 69.5 44.0 41.2 - -
CONVINV 69.9(+0.4) 45.4(+1.4) 41.5(+0.3) 0.972 4.33

Conv

Conv-GTR 53.8 31.1 34.6 - -
CONVINV 56.4(+2.6) 33.1(+2.0) 37.0(+2.4) 0.778 3.27

Conv-ANCE 62.8 34.5 29.6 - -
CONVINV 47.6(-15.2) 27.2(-7.3) 22.0(-7.6) 0.974 4.13
Conv-BGE 59.6 35.1 36.4 - -
CONVINV 55.2(-4.4) 32.0(-3.1) 37.1(+0.7) 0.736 3.47

Table 9: Retrieval performance and interpretability of generated transformed text based on different ad-hoc retrievers
on CAsT-19 Dataset. The best performance is bold.
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Method Retriever
Retrieval Performance Interpretability

MRR NDCG@3 R@100 similarity human evaluation

KD

KD-GTR 49.5 35.9 46.9 - -
CONVINV 47.6(-1.9) 34.4(-1.5) 44.0(-2.9) 0.952 3.80
KD-ANCE 51.0 35.8 38.6 - -
CONVINV 49.2(-1.8) 34.1(-1.7) 39.9(+1.3) 0.999 4.60
KD-BGE 44.7 31.9 46.8 - -
CONVINV 43.3(-1.4) 30.5(-1.4) 45.3(-1.5) 0.966 4.25

Conv

Conv-GTR 27.9 18.4 31.8 - -
CONVINV 27.2(-0.7) 18.5(+0.1) 30.4(-1.4) 0.719 3.00

Conv-ANCE 38.4 25.8 31.5 - -
CONVINV 27.8(-10.6) 18.6(-7.2) 22.8(-8.7) 0.972 2.93
Conv-BGE 30.7 20.9 35.4 - -
CONVINV 31.5(+0.8) 21.4(+0.5) 34.0(-1.4) 0.733 3.13

Table 10: Retrieval performance and interpretability of generated transformed text based on different ad-hoc
retrievers on CAsT-20 Dataset. The best performance is bold.

Method Retriever
Retrieval Performance Interpretability

MRR NDCG@3 R@100 similarity human evaluation

KD

KD-GTR 54.7 36.4 55.4 - -
CONVINV 54.7(0.0) 37.4(+1.0) 55.1(-0.3) 0.945 3.53
KD-ANCE 52.8 36.9 50.8 - -
CONVINV 55.8(+3.0) 37.4(+0.5) 53.1(+2.3) 0.998 4.07
KD-BGE 57.9 41.2 56.0 - -
CONVINV 59.8(+1.9) 41.1(-0.1) 54.4(-1.6) 0.954 4.25

Conv

Conv-GTR 42.2 28.4 46.4 - -
CONVINV 41.9(-0.3) 28.2(-0.2) 41.7(-4.7) 0.664 2.80

Conv-ANCE 41.1 25.2 42.1 - -
CONVINV 30.1(-11) 16.9(-8.3) 31.2(-10.9) 0.973 2.73
Conv-BGE 48.4 32.8 51.1 - -
CONVINV 50.5(+2.1) 32.4(-0.4) 50.5(-0.6) 0.740 3.07

Table 11: Retrieval performance and interpretability of generated transformed text based on different ad-hoc
retrievers on CAsT-21 Dataset. The best performance is bold.
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