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ABSTRACT

We study differentially private model training with stochastic gradient descent un-
der learning rate scheduling and correlated noise. Although correlated noise, in
particular via matrix factorizations, has been shown to improve accuracy, prior
theoretical work focused primarily on the prefix-sum workload. That workload
assumes a constant learning rate, whereas in practice learning rate schedules are
widely used to accelerate training and improve convergence. We close this gap by
deriving general upper and lower bounds for a broad class of learning rate sched-
ules in both single- and multi-epoch settings. Building on these results, we pro-
pose a learning-rate-aware factorization that achieves improvements over prefix-
sum factorizations under both MaxSE and MeanSE error metrics. Our theoret-
ical analysis yields memory-efficient constructions suitable for practical deploy-
ment, and experiments on CIFAR-10 confirm that schedule-aware factorizations
improve accuracy in private training.

1 INTRODUCTION

Privacy has become a major concern as machine learning systems are trained on sensitive data
such as personal communications, financial transactions, and medical records. Beyond the risk of
direct data exposure, models themselves may memorize and unintentionally reveal private informa-
tion, creating serious ethical and security challenges. These concerns are especially pressing for
production-level large language models trained on vast and heterogeneous datasets.

A widely studied approach to mitigating these risks is differential privacy (DP), which provides
formal mathematical guarantees that the output of a learning algorithm does not reveal sensitive
information about any individual training example (Dwork et al., |2006). In practice, DP is often
achieved by injecting carefully calibrated noise into either the gradients, ensuring that an adversary
cannot infer the presence or absence of a single data point with high confidence. More recently,
large-scale efforts such as VaultGemma (VaultGemma Team, 2025) have demonstrated that it is
possible to train billion-parameter models with rigorous privacy guarantees, showing that DP can be
integrated into state-of-the-art architectures without prohibitive utility loss.

To make model training differentially private, algorithms typically inject noise into the gradients to
mask the contribution of any individual data point. The most common approach, DP-SGD, adds
independent Gaussian noise at each update, which provides strong privacy guarantees but can sig-
nificantly reduce accuracy (Abadi et al.l 2016). Matrix factorization has emerged as a more general
alternative that introduces correlations in the injected noise, enabling improved accuracy while pre-
serving privacy (Choquette-Choo et al., 2023agb).The approach has also seen practical adoption,
with Google reporting its use for training production on-device language models in their 2024 blog
post “Advances in private training for production on-device language models” (Xu & Zhang| [2024).

Recent work has focused on making matrix factorization memory efficient (McKenna, 20255 |An-
dersson & Paghl 2025} [Kalinin et al., 2025} McMahan et al., [2024), and it has also been analyzed
theoretically, mostly in the setting of Toeplitz workloads (Fichtenberger et al.,[2023;|Henzinger et al.,
2024; |Henzinger & Upadhyay, 2025} Dvijotham et al.,[2024). However, existing utility analyses as-
sume a constant learning rate. While Denisov et al.| (2022) introduced a non-Toeplitz workload with
varying learning rates, its theoretical properties remain largely unexplored. In this work, we address
this gap by studying matrix factorization under learning rate schedules.
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Learning rate scheduling plays a critical role in the optimization of machine learning models, and a
variety of strategies have been proposed in the literature. Popular approaches include cosine anneal-
ing (Loshchilov & Hutter, 2017) and cyclical learning rates (Smith, 2017), which adapt the step size
during training to improve convergence. Another common technique is warm-starting (He et al.,
2016)), where models begin with a small learning rate that is gradually increased, as used in large-
scale training setups (Goyal et al., 2017). In this work, we focus on learning rate decays available in
PyTorch Paszke et al.| (2019) such as exponential, linear, polynomial and cosine, which are widely
used and can be easily applied in practice.

Learning rate scheduling can be particularly useful in private training when the number of iterations
is limited. By accelerating convergence, it enables higher accuracy in settings such as warm-up train-
ing (Kurakin et al., 2022), private fine-tuning (Luo et al.| [2021)), and training under computational
constraints. It has also been combined with matrix factorization as a form of learning rate cool-down
(Choquette-Choo et al.,2023bza;2025)), and was shown to provide improvements over fixed learning
rates in|Denisov et al.| (2022), where the workload of our interest was originally introduced.

Contribution

* We theoretically analyze the problem of matrix factorization under learning rate scheduling. We
establish general lower and upper bounds for MaxSE and MeanSE in single-epoch, as well as for
MeanSE in multi-epoch for a large class of schedulers. Here, MaxSE characterizes the maximum
variance of the added noise, while MeanSE captures the average variance across iterations.

* We propose a learning-rate-aware Toeplitz factorization, which for exponentially decaying learn-
ing rate is provably optimal in MaxSE under single-epoch and improves upon the proposed upper
bound for MeanSE. We adopt this factorization for memory efficient, multi-epoch training by
making it banded inverse.

* We show numerically that the proposed factorization is close to optimal in all metrics.

* We show experimentally on CIFAR-10 that banded inverse factorizations benefit from learning
rate scheduling. Moreover, we demonstrate that the proposed learning-rate-aware factorization
achieves even further accuracy improvements.

2 BACKGROUND

The most common way to train differentially private models is by using DP-SGD (Abadi et al.,
2016). At each step we receive a gradient g; € R, clip it to a fixed ¢, norm ¢ > 0, and add
appropriately scaled independent Gaussian noise z; ~ N(0, I; 02), where o depends on the target
privacy level (¢, d). The model is then updated as

0; = 01 — ni(clip(g:, ¢) + zi), (D
where 7); is the learning rate at step <.

This procedure can be improved by correlating the noise across iterations. To formalize this, we
define a matrix G € R™*? of stacked gradients, a matrix © € R™*4 of intermediate models, and
a workload matrix A € R"*" that encodes the training process such that © = AG. If we use a
constant learning rate, this matrix, denoted Ay, is a lower triangular matrix of ones. For varying
learning rates we instead use a matrix AX, described later.

To ensure that the intermediate models are differentially private, we can apply a matrix factoriza-
tion mechanism. Specifically, we factorize A into two matrices B and C, then compute C'G, add
Gaussian noise to ensure differential privacy, and finally multiply the result by B as post-processing:

AG = B(CG+Z)=A(G+C'2), )
which is equivalent to adding correlated Gaussian noise with covariance structure induced by C' !
to the gradients.

The remaining question is: how much noise must be added, and does this procedure remain differ-
entially private when the gradients are not known in advance but depend on the current model? The
foundational work of Denisov et al.| (2022)) shows that the procedure is indeed differentially private,
even when the gradients adaptively depend on the model, provided we add noise of scale

0=C-0cs-sens(C) =(-0es-||Cllis2, 3)
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Algorithm 1 Differentially Private SGD with Matrix Factorization and Learning Rate Schedules

Require: Model initialization 6, € R?, dataset D, batchsize B, model loss £(#, d), clipnorm ¢ > 0,
learning rate 7, correlation matrix C' € R™*"™, learning rate scheduler y;,
noise matrix Z € R"*< with i.i.d. entries N'(0, sens®(C)o? s¢?).
fori=1,2,...,ndo '
S; +{dy,...,dg} € D (select a data batch)
giev‘gé(ﬁi_l,dj) fOI'jil,...,B
Ti Zle min(1,¢/||g;]]) - g;  (clip gradients)
T; % (l‘i + [C_1th’])
0; — 0i—1 — (xin)@i
Ensure: 6,

where ¢ denotes the clipping norm, and o s is the noise multiplier of the standard Gaussian mech-
anism, which can be computed numerically (Balle & Wang|, 2018). The term sens(C') represents
the global sensitivity of the Gaussian mechanism for the product CG when the row or rows corre-
sponding to a single datapoint in G change; it can be computed explicitly as ||C|1 2, the maximum
column norm of C'. The case of multi-participation (multi-epoch) is discussed in Section[4.1] Now
we have all the steps to train the model with differential privacy as presented in Algorithm |I]

The choice of factorization A = BC significantly impacts the quality of the private estimation.
Following the work of |Denisov et al.[ (2022)); Henzinger et al.| (2024) we quantify the approxima-
tion quality by either the mean squared error (MeanSE) or the maximum expected squared error
(MaxSE), which can be computed as

MeanSE(B, C) = /L E4 | AG — AGI| = == |Blx [Clis20.5 . @)
MaxSE(B, C) = Ez||AG — AG||s = || Bll2so [IC]l152 0.5 ¢,

where || - || denotes the Frobenius norm and || - ||2— 0 the maximum row ¢5-norm. These approx-
imation errors are independent of &, and the term o, 5¢ is independent of the matrix factorization.
To isolate the contribution of the factorization (B, C), we will use the notation MeanSE(B, (),
MaxSE(B, C) assuming ¢ = o, 5 = 1 in the theoretical analysis.

3 METHOD

We now turn to the workload of stochastic gradient descent (SGD) with learning rate scheduling.
Let x1, X2, - - -, Xn be a sequence with minxy; = 4 > 0 and max x; = 1, representing a learning
rate scheduler such that the actual learning rate at time ¢ is 7; = 1. We assume that 3 is reasonably
separated from 1, as the regime 5 — 1 is not of interest since it nullifies the benefits of scheduling.
Then the workload matrix of interest is:

yi 0 0 - 0
X1 x2 0 - 0

Ay=|X1 x2 xs o 0 f_ 4 »p (5)
X1 X2 X3 " Xn

where A; is a prefix-sum matrix (lower triangular matrix of all ones) and D is a diagonal matrix
of learning rates, i.e., D = diag(x1,. .., Xn). We will study the problem of optimal matrix factor-
ization in MaxSE and MeanSE metrics for the matrix A, with the learning rate decays given in
Table[1] For the experiments, we will also include the constant learning rate (x; = 1).

In this work, we prove general lower and upper bounds for the MaxSE and MeanSE errors. For the

upper bound, we use a prefix-sum-based factorization given by B = AX(Al)_l/ 2and C = Ai/ 2
which has been shown to be nearly optimal up to the next asymptotic term for the prefix sum problem
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Table 1: Learning rate decays.

=T
Exponential y, = fn—1
: (3) -1
Polynomial yx=p+(1-p8)2— ~v2>1
nY —1
Linear xe=1-51(1-p)
Cosine Xt =B+ % (1 + cos(%w))

(xx = 1) (Henzinger et al.,[2025)). To further improve the bounds, we propose a learning-rate-aware

factorization. To define it, let A;‘)ep denote the Toeplitz matrix with x4, ..., X, on its subdiagonals.
X1 0 0 cee 0
X2 X1 0 ... 0

A;l;oep _ X3 X2 X1 . 0 (6)
Xn Xn—-1 Xn-2 --- X1

We propose Cy, = (Ay'®)'/2 as a learning-rate-aware correlation matrix. To analyze its properties,
1

we consider the exponentially decaying learning rate x; = 5 n—1 = o!~! with o = Bn—1. In this
setting, the correlation matrix can be computed explicitly as
1 0 ... 0
ary 1 ... 0
Co= : : N E (7)
o lr, 1 a2, ... 1
=12y o1 g2
where the coefficients are r; = ‘ / ) ‘ =+ H ).
4 RESULTS

In this work, we derive upper and lower bounds on the MaxSE and MeanSE errors of the learning
rate scheduling workload A,, for a large class of learning rate schedulers x1, ..., X». In the follow-
ing theorem, we prove an upper bound based on the prefix-sum factorization AXAl_l/ % x A}/ 2,

Theorem 1. Let (x:)7_, be a sequence on |3, 1] for some constant 8 > 0. For n > 2 we define
A = |xt — Xew1] (foralll<t<mn-—1). )

If either of the following two conditions holds (¢ > 0 an absolute constant):

c 5 _ logn
< ——m—— <t<n-—
Ay < {0 T Togl) (foralll <t <mn-—1), or E Af < > , 9)

then the factorization By, X A}/Q, where By, := A, (Al)_1/2, satisfies

me TL

MaxSE(B,, Al/2 <\/logn max X2, log m) , (10)

MeanSE(B,, Al/2 Vlogn -

1 n
— ngnlogm . (11)
nm:l

The conditions assumed in Theorem|I]are satisfied for all learning rate decays presented in Table[T}
more formally:
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Lemma 1. Every learning rate schedule (x:)}—, with constant 3 € (0,1/e) presented in Table
satisfies the assumptions of Theorem|l]

Moreover, in this work we also prove general lower bounds for any learning rate schedules:
Theorem 2. Let A, = A1D,, where D,, = diag(xu, ..., Xn) with positive x; > 0. Then

1
. S 1
BxlCr'liAX MaxSE(B,C) > max (I]n<1n X;)logt (12)
1/t
: > gt .
Bxlcr‘liAX MeanSE(B, C) max /o (rjngl? X;)logt (13)

k—1
In particular, plugging in the exponential learning rate decay y, = Sn—1 yields the following upper
and lower bounds.
Corollary 1. For exponential learning rate decay x = B% with 8 € (0,1/e), the prefix-sum—
based factorization A, = AX(Al)’l/2 X Al/2 gives the following values for MaxSE and MeanSE:

MaxSE(By, Al/2 <\/logn1 /log1 l/ﬂ ) (14)

MeanSE(B,, AY?) — o [ 108" ) 15
s A ( loa(1/9) >

k=1
Corollary 2. Suppose xi, = Bn—1 with 8 € (0,1/e). Then

inf  MaxSE(B,C) = Q(logl (I/B)) (16)

BxC=Ay

inf  MeanSE(B,C)

1 n
BxC=A, A Q(m loglog(1/5)> '

We further improve the upper bound by considering a learning-rate—aware factorization C' =

k=1
(AY*P)1/2 which can be computed explicitly for the exponential learning rate decay y, = 37—1
a*~1. This yields the factorization A, = B, x C,, where C\, is defined in equation (7), and B, is

obtained as A, (Cy)~Y/2.

a7

In Lemma 7 of Kalinin & Lampert (2024), the sensitivity of the matrix C,, has been computed as:

ICalline = O( 2\ /logi ) = O\ flog iy ) - (18)

We then bound both the maximum row norm and the Frobenius norm of B, which leads to the
following lemma.

Lemma 2. Let 3 € (0,1/e) and o = B/ "=V For the factorization A, = B, x Cl,

MaxSE(Ba, o) = O(log et ) (19)

MeanSE(B,, Cy) (, / lolgo(gl%) /108 ot 1/6)) (20)

This factorization achieves the optimal rate for the MaxSE error and, asymptotically, performs
better than alternative factorizations for the MeanSE error.

We summarize the errors for the exponential learning rate decay in Table[2] In addition, we consider

four alternative factorizations: the trivial factorizations A, x I and I x A, two prefix-sum—inspired

factorizations A; 172 5 Al/ %D, and the square-root factorization Ay/ V2 Al/ ®. The square-root fac-

torization is hlghly nontr1v1a1 to obtain since the matrix is not Toephtz due to space constraints, we
defer the detailed discussion to Appendix
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Table 2: Factorizations with corresponding MaxSE and MeanSE errors for exponential learning rate

scheduling x:¢ BT for B € (0,1/e). The proof of the first three bounds is rather technical and
can be found in Lemmal6]in Appendix. The errors for square root factorization (d) can be found in
Corollary 5} Learning-rate-aware factorization (e) is computed in Lemma[2] The prefix-sum-based
factorization (f) is computed in Corollary [6] The lower bounds are computed in Corollary 2]in the
appendix.

Factorization MaxSE MeanSE
@) A, = A)* x A}*D O(logn) O(logn)
0 Ay = Ay x I ®< a7 © ﬁ)
© Ay =1 x Ay o(v/n) o(v/n)
_41/2 1/2 n logn
@A, =A" x AY Q <\/logn‘ /log logl/,B) Q ’—log(l/B))
© Ay = A (AT) 1 (AT O (log ) 0 (/s /o5 7
. -1/2 1/2 n logn
(H A, = A1DA] /7 x A ) («/logm /log 15 1/5> C) —loz 1/6)
n 1 n
Lower Bound Q (105’; m) Q NI log <log 177 ))

—e— (a) C1@(C1Dy) 5 —e— (a) C1@(C1Dy)
23 —o (D) A@! 224 —o— (b)A®I
—o— (c) I@A« —o— (c) @A«
24 —o— (d) G,@Cyx 244 —e— () C,@Cx
w —e— (e) BJoeP @ CToeP 4 —e— () BIo® @CToep
5 53 —o— () B@C: § 23 —— () By@C:
= —*— lower bound = —»— dense
224
224 x
< —2 21<
21<
T T T T T T T T T T T T T T T T
1 271 272 273 274 275 276 -7 1 271 272 273 274 275 276 -7
B (learning rate decay) B (learning rate decay)
(a) n = 2048, MaxSE (b) n = 2048, MeanSE
14 14
131 0.4 131 0-6
— 12 [ T 0.3 - 121
¢ 114 9114 04
N 0.2 N
v 10 ' v 10 0.2
-g 94 01 _ E 94 : c
c 81 = c 81 £
E 7] 008 £ 71 00 8
= 69, -0.1 < 61 -0.2
=~ 59 ~0.2 < 51
o 4] : o 4]
g 4 o 4 —0.4
- 34 -0.3 - 34 .
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Figure 1: Comparison of MaxSE and MeanSE errors under an exponentially decaying learning rate,
for the proposed factorizations (see Table [2), with fixed matrix size n = 2048 and varying decay f.
We refer to the approximately optimal value of MeanSE computed by dense factorization (Denisov,
2022) as “dense.” For MaxSE, we report a lower bound since no scalable and accurate solution
for its optimal value is available. The bottom row compares our learning-rate aware factorization
with the prefix-sum based one, validating the theoretical improvements in both MeanSE and MaxSE.
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81 BISR w/o LRS BISR w/o LRS
BISR w/ LRS BISR w/ LRS
74 BandInvMF w/ LRS 104 BandInvMF w/ LRS
BandIinvMF w/o LRS BandIinvMF w/o LRS
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=] BLT w/o LRS = BLT w/o LRS
4] 61
\-
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B (learning rate decay) B (learning rate decay)
(a) number of participation k = 4 (b) number of participation k = 8

Figure 2: Multi-participation MeanSE error with matrix size n = 2048. Lines are computed for
bandwidth p = 64. For the exponential workload, we observe that with a larger participation number
it becomes beneficial to optimize the factorization with respect to the learning rate decay workload.
However, for the considered values of n and 3, we do not observe any benefit from incorporating
learning rate scheduling for BISR.

We then numerically compare the proposed factorizations in the single-epoch (single-participation)
setting using the MaxSE and MeanSE metrics, as functions of the learning rate decay S and the
matrix size n (see Figure[I]for exponential decay and Figure[]in the appendix for other learning rate
decays). As an approximation of the actual optimal value for MeanSE, we use a dense factorization
(Denisov et al., |2022) implemented in jax-privacy library (Balle et al. 2025). On the plots, we
refer to this approximation as “dense”. For MaxSE, it is computationally infeasible to compute
the exact optimal value for large matrix sizes. Therefore, we rely on the lower bound derived in
Theorem [2] which we denote on the plots as “lower bound”. We observe that our learning-rate-
aware factorization outperforms the others in terms of MaxSE. However, for the proposed values
of n and f3, it performs worse than the prefix sum based factorization in terms of MeanSE. To
further investigate this, we plot the colormap of the gain over the prefix sum based approach (see
Figure [T). In the blue regions, our method performs worse, while in the red regions it performs
better. As can be seen, for any fixed n, sufficiently small values of g lead to the learning-rate-
aware factorization outperforming the prefix sum based approach, thereby numerically validating
our theoretical findings.

4.1 MULTI-PARTICIPATION

Following the line of work on multi-participation matrix factorization (Choquette-Choo et al.,
2023bza; |[Kalinin & Lampert, [2024; McKenna, 2025; [Kalinin et al., [2025)), we allow each user or
datapoint to participate multiple times. Without imposing any restriction on the participation pattern,
the guarantees would be no stronger than those obtained via the privacy composition. To overcome
this, we adopt the notion of b-min separation, which requires that the gap between any two consecu-
tive participations of the same user be at least b > 0. Under this condition, each user may participate
up to k = [n/b] times. This naturally affects the definition of sensitivity, which we refine as

sensg ,(C) = Gsug/ |ICG - CG||F, 2D

where G and G’ differ in the participations of a single user, with the corresponding rows separated
by at least b. We then generalize the notion of MeanSE error to the multi-participation setting:

1
E(B,C) = % |B|| - sensg ,(C). (22)

In this section, we establish both upper and lower bounds on the optimal value £(B, C') among all
factorizations, for the learning-rate workload. This extends the results of |[Kalinin et al.| (2025) on
SGD with momentum and weight-decay workloads to the non-Toeplitz case. For the prefix-sum
workload, it was shown that the Banded Inverse Square Root (BISR) factorization is asymptoti-
cally optimal in the multi-participation setting. The BISR is defined as follows: given a workload
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matrix A, we compute the square root of its inverse, C' = A~'/2, band it to width p by nullifying all
elements below the p-th diagonal and then invert the result. The corresponding correlation matrix
is denoted CP. Then there exists a unique matrix B? such that BPC? = A. By using the BISR
matrix corresponding to the prefix-sum workload A;, we establish a general upper bound in the
multi-participation setting for workloads with learning rates A, .

Theorem 3. Under the same assumptions on learning rate scheduling x: as in Theorem |l| the
following holds.

n m—1
k 1
E(BY,CY)=0 - (logp + ) Z [ log (min{m, p}) + 5 Z Xf] .23
m=1 t=p
For exponential decay the upper bound (after optimizing over p) has the following form:
Corollary 3. Let x; = 3 =T with B € (0,1/e). Then, in multi-participation with b-min-separation
and at most k = [} ] participations, we have for p* ~ blog b the following optimized upper bound:

D P\ __ \/Elogn+k
£(B?,CY) =0 <1og(1/@>> . (24)

We prove a general lower bound for multi-participation error with arbitrary learning rate scheduling.

Theorem 4 (Lower bound for multi-participation). Let A, = A;D,, where D, =
diag(x1, ..., Xn) with positive x; > 0. Assume any factorization A, = B x C. Then, in multi-
participation with b-min-separation and at most k = [ ] participations, we have

VEtx: J
E(B,C) > max max ——-~ e (mlnxj log(t) leﬂb( 1) . (25)

For the exponential learning rate decay we can simplify the lower bound in the following Corollary.

Corollary 4. Let xj, = ﬂ% with B € (0,1/e). Then Theoremyields

vk n k )

£(8,0) =1 <log(1/ﬂ) 8 1oa(178) * loa(1/8) 20
For the numerical comparison in the multi-participation we study several recently proposed memory-
efficient factorizations. Including banded matrix factorization McKennal(2025)), banded inverse fac-
torization BandInvMF and BISR (Kalinin et al., 2025) and Buffered Linear Toeplitz (BLT) (McMa-
han et al.;|2024). We can optimize banded and banded inverse matrices, accounting for the learning
rate decay, as well as like if it was a prefix-sum workload with constant learning rate, we refer to
this difference as “w/ LRS” and “w/o LRS”. See the plots in the Figure 2] for the exponential decay,
and Figure [5]in the Appendix for other learning rate schedulers.

5 EXPERIMENTS

We demonstrate the practical benefits of learning rate scheduling in Figure [3]on CIFAR-10 dataset.
All experiments satisfy (9, 10~ ) DP and use a 3-block CNN trained for 10 epochs with batch size
128 and clipping norm 1. For privacy accounting, we use Poisson subsampling with PLD account-
ing (Koskela et al.|[2021)) for DP-SGD and amplification by ball-and-bins subsampling with MCMC
accounting (Choquette-Choo et al., 2025) for all factorizations. Subfigure (a) shows validation ac-
curacy across different initial learning rates, where exponential learning rate scheduling improves
performance compared to DP-SGD with a fixed learning rate (5 = 1). Subfigure (b) reports test
accuracy using the best learning rate chosen on the validation set. All factorizations benefit sub-
stantially from scheduling, and the learning-rate—aware factorization (denoted as BISR w/ LRS)
achieves even further improvements. However, optimizing the factorization with respect to learning
rate workload does not lead to additional gains: while RMSE can serve as a proxy for performance,
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Figure 3: CIFAR-10 results under (9, 10~°)-differential privacy. (a) Validation accuracy with ex-
ponential learning rate scheduling for different learning rates in DP-SGD. We report the points
corresponding to the lowest learning rate; for example, a learning rate of 1/2 for 5 = 1/4 indicates
that training starts with a learning rate of 2 and decays to 1/2. (b) Test accuracy across different
matrix factorizations with exponential learning rate scheduling. Training hyperparameters are
provided in Table[3] (c) Test accuracy for different learning rate decays. Training hyperparameters
are provided in Table [

it does not perfectly predict it. In practice, workload optimization increases the added noise per
iteration, and this effect is not fully compensated during training due to the non-linearity introduced
by large noise.

In Subfigure (c), we compare different learning rate schedulers with a constant one. We observed
that learning rate scheduling improves accuracy for DP-SGD for all types. For BISR, we found that
polynomial learning rate decay with v = 2 deteriorates the quality and is perhaps not a good choice
for the scheduler. The other schedulers substantially improve the accuracy of BISR. Moreover, our
proposed learning-rate-aware factorization (BISR w/ LRS) further improves the quality, with the
largest improvement for linear LRS, making it a suitable factorization for high-performance private
training.

6 CONCLUSION AND FUTURE DIRECTIONS

Learning rate scheduling has been shown to improve convergence in both private and non-private
machine learning. In this work, we combine learning rate scheduling with matrix factorization and
propose a learning-rate-aware factorization, which in the case of exponential learning rate decay
is theoretically shown to improve the error. Through numerical experiments using the MaxSE and
MeanSE metrics, as well as CIFAR-10 model training, we demonstrate its benefits.

We have primarily studied learning rate decay, but similar techniques can be applied to warm-
starting, where the learning rate is initially small and then gradually increased. Optimization-based
approaches for matrix factorization are generally agnostic to the choice of learning rate scheduling,
but adapting our learning-rate-aware factorization to this setting may pose extra challenges.
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Figure 4: Comparison of different LR schedulers (n = 2048) in single participation.
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Table 3: We train four different methods for matrix optimization: DP-SGD, BISR, BandInvMF, and
BandMF. Each factorization method can be computed either with a workload induced by learning
rate scheduling (w/ LRS) or with a constant workload corresponding to prefix sums (w/o LRS). All
experiments use clipping norm ¢ = 1 and batch size 128. For each method, the noise multiplier o
is computed using a privacy accountant: Poisson accounting for DP-SGD and bins-and-balls sam-
pling with an MCMC accountant Choquette-Choo et al.| (2025) for the matrix factorization methods.
Learning rates 7 are tuned on a validation set separately for each method and decay setting.

Method =1 p=3 p=1 b=5
¢ BS p g o n o n o U] o
DP-SGD 1 128 04 0479 04 0479 0.6 0479 08 0479
BISR (w/o LRS) 1 128 64 0.8 1910 1.6 1910 1.8 1910 1.8 1910
BISR (w/ LRS) 1 128 64 0.8 1908 1.6 1901 19 1.894 2.0 1.888
BandInvMF (w/oLRS) 1 128 64 1.0 2597 15 2597 1.6 2597 17 2597
BandInvMF (w/LRS) 1 128 64 1.0 2597 15 2681 1.6 2814 1.6 2870
BandMF (w/o LRS) 1 128 64 09 2921 1.5 2921 1.6 2921 1.7 2921
BandMF (w/ LRS) 1 128 64 09 2921 1.1 3.053 1.6 3.158 1.7 3.222
BLT 1 128 64 09 2580 13 2580 14 2580 1.8 2.580

Table 4: Comparison of different learning rate schedulers for training with matrix factorization with
fixed learning rate decay 3 = i. We evaluate DP-SGD, BISR (w/o LRS), and BISR (w/ LRS) under
four learning rate decay strategies: exponential, polynomial, linear, and cosine. All experiments use
clipping norm ¢ = 1 and batch size 128, for BISR we use bandwidth p = 64. Noise multipliers o are
computed using Poisson accounting for DP-SGD and bins-and-balls MCMC accounting |Choquette-
Choo et al.[(2025)) for BISR. Learning rates n are tuned on a validation set for each decay setting.

Method ¢ BS p Exponential Polynomial Linear Cosine

Ui o n o Ui o Ui o
DP-SGD 1 128 1 06 0479 1.1 0479 06 0479 05 0479
BISR (w/oLRS) 1 128 64 1.8 1910 18 1910 1.6 1910 1.5 1910
BISR(w/LRS) 1 128 64 19 1894 18 1366 1.6 1900 1.4 1.907
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B  SINGLE-PARTICIPATION: SQUARE ROOT OF THE WORKLOAD

As one of the baseline factorizations we propose the square root factorization

x1 0 0 - 0
X1 x2 0 - 0

A=A x A% where A, = | X1 X2 X5 ‘_) 27)
X1 X2 X3 " Xn

In the case of exponential learning rate decay we can compute the matrix square root explicitly and
tightly bound its values from below.

Theorem 5. For any n > 1 and o € (0,1), with learning rates x; = o'~ ! the following lower
bound holds:

(A;/z)m all= 1/2H 1— ok =72 pax {‘( 1/2> Vl_az} (28)

1—ak (1/2)
where I'y(x) denotes the q-Gamma function, and lim,,_,1- I',2(1/2) =T(1/2) = /7.

We can also compute the inverse of this matrix (see Appendix, Lemma[5). Using the lower bound,
we now establish the following bounds for the MaxSE and MeanSE errors under an exponentially
decaying learning rate.

Corollary 5. Let 3 € (0,1/e) and o = BY (=Y. For the square-root factorization A, =

Ai/zAiﬂ
MaxSE(Al/2 A1/2 <\/logn \Jlog ——— og 1/5 ) (29)

I
MeanSE(AY/?, A4Y/?) = 0 (%) : (30)

, we have

We prove these statements next, beginning with necessary lemmas.

Lemma 3. For a specific choice of the learning rate coefficients x; = o' with a € (0,1), we have:

(A1/2mlfo/H17a (31)

1—a?k

Proof. To prove that the coefficients of the square root have the proposed form, we need to show
that the square of this matrix is equal to the original one. That is, for all 1 <[ < m < n, we show
that:

m—

m J k—1 2k—1
1-— ) 1—a? 9l
Zaj 1—042’“ ~aH 1 o2k =« (32)
Jj=l k=1
or equivalently,
m—l  m=l—j -1 J 2k—1
1-— l1—«
o 11 a2k I1 T —a2k — b (33)
§=0 k=1 k=1
which is a convolution of the sequences a; and a; oJ, where
J 2k—1 2
-« (a;0%);
Clj = H 11— a2]€ = (a2; a2)j s (34)
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and (a; ), denotes the g-Pochhammer symbol, given by HZ;S (1—ag*). We will prove the identity
using generating functions. First, we find the generating function of a;:

e o (med); S (w50
fa) =2 0w = 2 e, = mada ¢

where the last equality follows from the g-binomial theorem. Therefore, the generating function of
the convolution of a; and a;ja” is:

(az;0%)00  (0%250%)00  (P2;0%)00 ﬁ 1—za® 2 1 @6
X

(2:02) 00 (0m702)0e (2;02)n0 1— za?n 1-

n=0

as the product telescopes, yielding the generating function of the unit sequence (1,1,1,...), thus
concluding the proof. O

Lemma 4. Foranyn > 1 and o € (0,1), the following lower bound holds:

n 1 — 2k—1 —~1/2 vV1—a2
[Iaﬂq>nmx‘( /),a' : (37)
pon 1—a% n T,2(1/2)
where I'y(x) denotes the g-Gamma function, and lim,,_,1- I',2(1/2) =T(1/2) = /.
Proof. First, we show that f,,(a) = []}_, % is a decreasing function of a. Therefore,
Y2k —1 —-1/2
> f (1) = — ,
fale) = f2(1) = [ = ‘( . )’ (38)
k=1
To prove this, we observe that each individual term is a decreasing function of «:
1 — a2k-1 2k—1 _ 2k -1_ 1
e @ @ -1 . (39)
1_a2k, 1_a2k a—Qk_l 1+O[71—|—"'+O[7(2k71)

For the second part of the inequality, we show that

1 — o2k—1 - 02) s 1 - o2
hoz e = [ o = s = Sy @
k=1 b oo «

o0

where the inequality holds because each term of the product is less than 1, the infinite product
converges, and the g-Gamma function is defined by

Py() = (1 q>((q”q);° 1)

This concludes the proof. O

the lower bound. For convenience, we considered x; = o?® in those lemmas. To achieve a1,
first divide the square root matrix by o so that we start from learning rates of 1 rather than . Then,
we replace o with a''/2, which concludes the proof. O

Proof of Theorem 5] The proof follows from combining Lemma [3)for the equality and LemmaE] for
we

Proof of Corollary[3] To use Lemma[3|and Lemmafd] we need to adjust the choice of «, as previous
lemmas consider 3 = o* while here x; = o*~1. This gives

(AY2)ma > D20 (42)

Thus the maximum column norm of A}(/ ? is at least the norm of its first column, which in turn is at
least the maximum column norm of A}/ % the latter is ©(log n).
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For the m-th row-sum of squares,

Em:Al/Q > Em:a > %zm:% —logm.
1=1 =1

=1

MaxSE. Taking the maximum over m and applying Lemma|[I0] yields

m

/
25, A =008 i )

so the maximum row norm is Q( . /log m) Multiplying by the maximum column norm
Q(logn) gives the first bound.

MeanSE. Averaging over m and using Lemma|TT]
1 o= — logn
By =6 ).
[t log(1/8)

so the average row norm is Q( lolgo(%). Multiplying by the maximum column norm €2(logn)

gives the second bound. ]

We also give the following lemma on the inverse of Ai/ 2,
Lemma 5. The inverse matrix A, 1/2 for a specific choice of the learning rate coefficients x; = a*
with a € (0, 1) has the following form:

m—I 2k—1
—1/2 o _(1 - Oé) -«
(AX )m,l - Ozl+1(1 — ag(m_l)_1> H 1 — a2k (43)
k=1

Proof. To prove that A;l/ 2 corresponds to the inverse square root matrix, we will show that its
product with the square root matrix Ai/ 2 yields the identity matrix:

m m m—j 2k—1 Jj—l 2k—1
/2y 1/2 -« _ a—1 1-«a B
Z(Ax Jm, ZO‘J [I l 1— o2k ] al+1(1 — a20G-0-1) kl I1 1— a2k | Li.

Jj=l k=1 _
(44)
This is equivalent to proving the following identity:
m—1 m—l—j 2k—1 J 2k—1
l-«a a—1 l-«a
J . -
o l H — o2k ] a(l— a2i-1) lH 1 — o2k ] = Li—pm. (45)
j=0 k=1 k=1
This can be interpreted as a convolution of two sequences a; and a/b;, defined as follows:
1 — 2kt o a?); a—1 J 1— 2k 1/a;«
a; = H 1— a2k ( 2. 2)‘7 ’ b = 2j—1 H 2k = /2 . , (46)
s 1« (a2;02); a(l —a )k.=1 1-—« (a2;02);

where (a; q),, denotes the g-Pochhammer symbol, given by HZ;& (1 — ag®).

Analogously to Lemma[3] we will prove the identity via generating functions. Since the generating
function f(z) of a; is already known, it remains to find the generating function of b;:

oo

.2
meb =3 Ulosa); _ (w/oia)es @7

(a?; a2 (2;0%) 0
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Therefore, the generating function of the convolution of a; and a/b; is given by the product of the
generating functions f(x) and g(ax), resulting in:

(ar;0?)0e (750200

= . =1 48
f(@)g(ax) 0% (0 a?)m , (48)
which concludes the proof. ]
C SINGLE PARTICIPATION: NAIVE FACTORIZATIONS
Lemma 6.
(a) Ma)cSE(Al/2 A1/2D) O(logn) MeanSE(Al/2 A}/2D) = O(logn)
(b) MaxSE(Ay,I) = @( W) MeanSE(A,,I) = @(, /logq/ﬁ)
(¢) MaxSE(I, A,) = ©(logn) MeanSE(I, A,) = O(logn)

Proof. (a) Since x1 = 1 and all other x; < 1, the maximum column norm is still achieved in the
first column and is exactly the same as that of Ai/ ?. Thus,

MaxSE(AL/?, AY2 D) = MaxSE(A4}/2, A1/?) = ©(logn),
MeanSE(A, Al AI/QD) MeanSE(Al/2 A1/2) O(logn),

which follows from the analysis of the prefix-sum square root factorization by Henzinger et al.
(2024).

(b) The maximum column norm of [ is 1. The maximum row norm of A, is

n n—1 2k 1—38n-1
Yod=y| Y= | = o ) “)
k=1 k=0

The normalized Frobenius norm ﬁ | Ayl 7 is

L e = =[St L IS 1 myptet
— F = —= n +1— = — n—+1-— n—1
VI v\ i v\ i
n—1 : n
[ [y
N pors n(l — a?)? ’
1
where o = f7—1. Hence 1 — o2 ~ M and o™ ~ (2, which results in

MeanSE(A,, I) f|\AX||F:®(1/ﬁ) :@(Jm).

(¢) The maximum row norm of I is 1, as is its normalized Frobenius norm. The maximum column
norm of A, is attained in the first column and is exactly \/n, which concludes the proof. O

D SINGLE-PARTICIPATION: LEARNING-RATE-AWARE TOEPLITZ
SQUARE-ROOT

Lemma 2. Let 3 € (0,1/e) and o = B/ "=Y). For the factorization A, = B, x Cl,

MaxSE(B,, C) = O(log m) : (19)
logn
MeanSE(By, Ca) (. [rman s fog ot ﬂ)) (20)
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Proof. For the exponential learning rate x;, = 37-1 = o* !, consider the factorization

Ay = A, C;t x Cy = By x Cy,

with
1 0 0 1 0 0
ary 1 0 ar 1 0
Ca = . ) C;I = . )
an_lTn—l an_2rn—2 1 Oén_l’l:n_l Oén_Q’l:n_Q A 1
(50)

where (1) and (7) are the coefficients of Ay % and A} /2 respectively. By equation (18).

\|Ca||H2:o(é logﬁ):O( 1ogm).

The corresponding left matrix is B, which can be computed as

(G

m—l1
(Ba)m, = o Z Fra?t.
t=0
Then, applying summation by parts:
m—1l—1
(Ba)my = a®™ b+ ol (1 —a?) Z o2y, (52)
t=0
Using (a + b)? < 2a® + 2b and summing over [,
m m m—1—1 2
Z ml < 2Za4m 2 2, +2(1 —a?)? Za2l( a2t7"t) . (53)
=1 =1 t=0
First term. Since Y7 ' r2 < 1 + L+ Llog(m —1),
m m—1 2
2 4m—21,.2 —9 2m 2u2 2 2m1 oO(1). 34
Za T a Za TS —a ogm+ O(1) (54)
Second term. With ro = 1 and r; < \/% fort > 1,
m—Il—1 oo m
1 a2t a2
2t 21
a“'ry <1+ — —, a” < ,
ARV LT ST
and -
2t oo 2z loga
R (55)
— Vit 0 VT 2log(1/a)
Hence
m m—1—1 1 2
2(1 — a?)? agl( aztrt) <202(1 - a?) (1 + ) =0(1) (56)
; ; 2log(1/c)
Combining (34)-(56),
G 2
> (Ba)p < = a*™logm + O(1). (57)
=1 T
MaxSE. From (57),
2 om n
|Ball3. o = maxz <max(7T o? logm—l—O(l)) —O(log log(l/ﬁ))
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by Lemma with o — 2. Multiplying by [|Cq|l12 = O(%/log -=-5) (Kalinin & Lampert,
2024) Lemma 7) gives the stated bound.

MeanSE. From (57

1 & 2 1 logn
fBQQ_f <= = Zm] o1)=0———
'fl” HF Zz:: =T n :1a ogm + ( ) lOg(l/,B)
by Lemmawith a + a?. Thus ﬁHBa”F =O( log’(gl%)), and multiplying by ||Cy||1-2 (as
above) yields the claimed bound. O

E SINGLE-PARTICIPATION: PREFIX-SUM FACTORIZATION

Lemma 7. Let (x:)i_, be a positive sequence taken from [, 00) where 8 > 0 is a constant, and
n—1 <nl
=1

1 2
X4+t — Xl+t+1|7“t> = o(logn).
=0

Then

MaxSE(B,, Al/2 <\/logn max X2, log m) ,

MeanSE(B,, Al/2 vlogn -

Z X2, logm

Proof. We have that

m—l
(Bx)mi = x1+ Z T X4l
t=1
where 7y = 5774 are the coefficients of A, 12, Applying summation by parts (also known as Abel’s

transformation), we obtain:

m—I1 m—Il—1 t
( ml —szrt Z Xi+t+1 —Xl+t)zf]
t=0 j=0
m—Il—1
= XmTm-1 + Z (Xtt = Xtt41)72 - (58)
=0

Defining Ay, = |xx — Xx+1]- and using (a + b)? < 2a? + 2b?, we get for its squared row sum:

m—1 m—Il—1 2
ml<2zxm s ( > A)
=1 t=0

Q’V?’L

hE
?u

=1

Similarly, using the inequality (a + b)* > a® — b%:

s

1 m
(By)a1 > ngnzernfl —Qm
=1

sing the bounds <r; < ——, we arrive at
Using the bound \/W \/17
1 “ 2
%an 1Ogm + 0(1) - Qm < Z(BX)%@,Z < ;Xgn 1Ogm + 0(1) + QQm .
I=1
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As Q< @ (observe that (), is a truncated sum of positive summands), we can write

> Bk =0 (x}logm) £ 0(Q).

=1

For the requisite norms, we get:

1By |30 = max (BX)?n,l =0 ( max x>, log m) +0(Q) =90 ( max x>, log m)

E[n ] 1<m<n 1<m<n
O(logn)
1 n m
= L 330 (13 e 20001 -0 (|3 e
m=1 =1
O(logn)

as @ = o(logn) by assumption. The final statement is derived from taking the square-root of the
requisite norm and multiplying by IIA%/2 li—2 = ©(logn). O
Lemma 8. Let (), be a positive sequence. Fix n > 2 and define (A;)!'—}! via

Ap =Xt — Xt+1] (foralll <t <mn-—1).

Then

t=0

n—1 /n—I—1 2 n—1
Q= Z ( Z Xt — Xl+t+17“t> =0 (nz Ai) )
=1 —

Proof. Define the two sequences (at)tez, (bt)icz via

- A forl<t<n-1 b — T_¢ for2—nm<t<0
70 otherwise 7o otherwise

Note that a, b and a * b are all in £7(7Z) as they are zero-padded finite sequences, moreover

) n—l—1

(a*b)l: Z agby t—ZAtbl t—ZAtTt 1= Z AV

t=—o0

‘We can thus write

Q< Z (axb)f = [laxbl|3 < [lal3 - [lb]F = <nZA2>
l=—00

where the second inequality is Young’s convolution inequality, and the last step uses Z?:_OZ Ty =

O(y/n). O

Lemma 9. Fixn > 2, and let (x:)}_, be a positive sequence satisfying

C
= — < _
k |Xk Xk+l| = k(1+10gk)

for some absolute constant C' > 0. Then

n—1 /n—I1—1 2
= Z ( Z \Xz+t - Xl+t+1|7”t> = O(l)~
=1

t=0
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Proof. We consider the (coarse) upper bound r; < \/% < \/%’ and start manipulating Q:
n—1 /n—Il—1 2 n—1 /n—Il—1 A 2 n—1 /n—1 2
= JAVERY S < e S
(% ) <E(5 3) -E(E A
n—ln—1n—1 AAk
=222 :
o VI IWE—1+1
- AA, ‘ -
=i —~ Vi-T+1WWEk-1l+1

Our task is now reduced to showing that S = O(1). For 1 < j < k, define H(j, k) =
I ﬁ We can now write

n—1
S = ZAHkk +2) N AALH(G, )

k=1j<k
n—1[k/2] n—1
_ZAHkk: 42303 AAGH(G R 42 Z A;ARH (G, k)
k=1 j=1 k=1 j=[k/2]+1
D F N

=D+ 2F+2N.
We bound each separately.

Bounding D. For D, we have that H(k, k) = Zle r~! = O(1 +logk), and so
n—1 n—1
C/
D= AZH(k, k) - =0(1).
3 stithy <32 oy S =0

Bounding 7. We have that k — j > k — [k/2] > k/2, and so

. J 1 2 J 1 -
H(]’k)zz:lm<\/;§:lﬁ<2\/§\/z.

Plugging into our expression for F:

n—1[k/2] 1 [k/2] 1
F= AjALH (5, k) < 2v/202
55 i <o S s S
T([k/21)
We will show that T'(K') = O(3 +\]/£ ) via integral inequality and integration by parts:
K
=3 o 5>
\fl—i—logj fl—l—log])

j=[e?]

VK
+/ Lzouwz/ e
2 Vz(1+logz) . 1+2logu

where the last step uses a variable substitution z = u? (dz = 2u du). Continuing from the integral:
u=vK

VK du u = VK 9
[ ) Y T
. l+2logu 1+2logu],_, . (1+2logu)?
. VE WH/”du
~ 1+4+logK e (1+2logu)?

<\/R+2/ﬁdu
“1+logK 3)J., 1+2logu’
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where the last step follows from f(u) = {7515z taking on values in (0,1/3] for u € [e, VK], and
so f(u)? < f(u)/3. Solving for the integral, we have that

/W du__ _ 3VEK
. 1+2logu — 1+4+log K

and so T(K) = O( 1+‘ﬁ;K) Going back to bounding F’, we have that

k/2-|) n—1 1
F<2 2 [ //
vae Z k3/2( 1—|—logk:) Z k(1 + logk)?

o dz *® du
< 1! 1 — 14 1 :2 4
=¢ < */1 z<1+logz>2> ¢ ( *fo <1+u>2) “

where the integral step uses the variable substitution © = log z (dz = z du), and C”' is an absolute
constant.

Bounding N. Here we have that [k/2] +1 < j < k(andso k — j < k/2 — 1). It follows that

E:V@r+k_J ¢L+kfj /‘¢*z+k_J

1 / /
2 arsinh + 2 arsinh
VItk—7 k { =1 \/ 1+ Vitk—j - J

Noting that arsinh(u) < 1og(1+2u) < log 3u for u > 1, and that ki > 7= > 1, we can simplify
further:

. 1 [ g 9k
H(j, k) < ———— +21 —— | <2log | ——
(7, )_\/TJF og<3 k:—j)‘ Og<k:—j>

Plugging our bound into the expressmn for N yields:

n—1
k=1j=[k/2]+1
n—1[k/2]

< Z Z ApAg—gH (k, k —d)

k=1 d=1
n—1[k/2]

log(9k/d)
<202
2¢ ; dzl k(1 + logk)(k — d)(1 + log(k — d))

n—1 k/2]
< 2 |

og
For the inner sum, we note that
[k/2]
™ log(9k/d) = [k/2] log(9k) — log([k/2]!)
d=1

< [k/2]1og(9k) — [k/2]log([k/2]) + [k/2]

< (1+1og18)[k/2]
where the first inequality uses Stirling’s lower bound: log(#!) > tlogt — ¢. Continuing, we have
thus shown

n—1
2 [k/ﬂ /// 1
V=407 +1°g18)k; 21+ log(k/2))? Z K1+ log k)2

o0 1
< 111 < 1
=¢ <1+/1 k<1+logk>2>20
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where the last integral was already computed in bounding F, and C"” is an absolute constant. Taking
it all together, we have shown that

S=D+2F+2N =0(1),
proving the theorem statement. O
Theorem 1. Let (x;)}; be a sequence on [3, 1] for some constant § > 0. For n > 2 we define
Ar = |xt — Xt+1] (foralll <t<mn-—1). (8)
If either of the following two conditions holds (c > 0 an absolute constant):

n—1

1
Atg% (foralll <t <mn-—1), or ZAQ <0gn>’ 9)

then the factorization By, X A}/Z, where By := A, (Al)_l/Q, satisfies

MaxSE(By, A1/2 <\/10gn max X2, logm> , (10)

MeanSE(By,, A}/?) Viogn - Z X2, logm | . (11)

Proof. Statement follows immediately from invoking Lemma [7] with the bounds on @ derived from
Lemma[8land O

Lemma 1. Every learning rate schedule (x;)7—, with constant 3 € (0,1/e) presented in Table
satisfies the assumptions of Theorem|[]

Proof. The result will be derived from invoking Corollary [I] We split the treatment of the learn-
ing schedules based on if their change over time is, roughly, uniform (exponential/linear/cosine
schedules), or not (polynomial schedule). For the first case we show that |A|l; = ?Z_ll A? =
0 ( log(n)/ n); for the second we show that A, = O(1/(tlogt)). We begin with the uniform

case.

Exponential schedule. Y, = f "=t and so

t—1 1 log(1 1 1
Ar=Ixi— x| =BT (1 - frT) < 1—e 500 =0 (M) _

n

It follows that [|Al|s = O(log(1/8)//n) = o ( Tog(n) /n),

Linear schedule. y; =1— (1 — )%=, and so

1-p
Ay = x¢ — Xe41] = 1

and so ||Alls = O(1/vn — 1) = o( log(n)/n).

Cosine schedule. y;, =+ 52 (1 + cos <(k L pr )) and so

i) - (55|
_a-p

where the third equality uses the mean value theorem applied to f(z) = cos(cz) on [t — 1, ] with
¢ € (t—1,t). It follows that ||A|l2 = O(1/+/n), which is o ( log(n)/n>.

1
At:|Xt_Xt+1_’ (
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Table 5: MaxSE and MeanSE errors for the factorization B, X Al/ = A (A1) 72 % Al/ 2= =A,
under single participation, listed for each of the learnlng rate schedules in Table l CRS (O 1/e) i 1s
assumed throughout. (a) Exponential decay, proven in Corollary[6} (b) polynomial decay, proven in
Corollary (c) linear decay, proven in Corollary@; (d) cosine decay, proven in Corollary E}

Learning rate y; MaxSE MeanSE
— BT / Now —n __logn
@xe =5 e ( logn, flog log(l/ﬂ)) e ( log(l/ﬁ))
®) xi =B+ (1— )y > 1 9(\/Iogn(ﬂ2logn+(l_f)2)) ©(Blogn)
©xe=0+(1- )n O(logn) O(logn)
(d)x: =B+ 1% 1+ cos (—1171')) O(logn) O(logn)
Polynomial schedule. =B+ (1-p)~ (1) — ,7 > 0, and so

1-3 n\" n \”
Ak*le—Xk+1|*m {(k) - (k—l-l) }
(1-p)n? k ! —(
S S A | TN . = T |
(nY — 1)k kE+1 © (k )
This also implies A, = O ( kl;@)’ completing the last case. O

E.1 ERROR FOR SPECIFIC LEARNING RATES

In this section we give tight error bounds for the prefix-sum factorization for each of the learning
rate schedules discussed in this paper (see Table[]for the list). In Table[5| we give the corresponding
error bounds, all of which are proved later in the section.

E.1.1 EXPONENTIAL LEARNING RATE DECAY

Lemma 10. Let 3 € (0,1/¢) and o = /"=, Then

(59)

1<m<n

(1/5)>

Proof. For the lower bound, take mo = [1/log(1/a)]. Since log(1/a) = —< log(1//), we have
mo < 1(n — 1)/log(1/B8) < n, so mg is admissible. Moreover, o™ > e la and logmg >
log Tog(i7a)> &iving

max o logm = @(log1

m 1
1217'?%(”& logm > Q(logm).
For the upper bound, write f(m) = o™ logm with real m > 1. Then ﬁ log f(m) = loga +
1/(mlogm), so the maximizer satisfies m log m = 1/log(1/a). Atthis point, logm ~ log m
and o™ = e~/12™ — ©(1), hence f(m) = O(log m)

Thus
m _ 1
121'?%(" a™logm =0 (log 7103;(1/&)) .
Finally, since log logd/a) = log log@}m = O(log W), the claim follows. O

Lemma 11. Ler 3 € (0,1/e) and o = Y/ ("=, Then
1 zn: ™ log @( ) (60)
= a™logm =0 ———|.
n log(1/5)
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Proof. Splitting log m = logn + log(m/n) gives

1 & logn 1 &
st m, = m = m] .
nmz::loz ogm Za —I—nmz::la og(m/n)

n
m=1

The first sum is geometric: Y " _; o™ = a(1 — a™)/(1 — «). Since « = 1 — % + o(1/n),
we have 1 — o ~ % and ™ — B. Thus £ 3" _ o™ ~ (1 — 3)/log(1/B), so the first term

n m
logn )

- 1-5 _

is ~ rogrr/py 1087 = Olg(i/m

The second sum is a Riemann sum, converging to I(3) = fol B%log x dx. Since I is monotone
decreasing with I(0) = 0, I(1) = —1, we have I(3) = ©(1). Hence the first term dominates, and
the result follows. U

Corollary 6. For exponential learning rate decay x = [ W with B € (0,1/e), the prefix-sum—
based factorization A, = AX(Al)_l/ 2 % A}/ 2 gives the following values for MaxSE and MeanSE:

12 T
MaxSE(B,, A1%) — <\/logn Nrog log(l/ﬁ)) , 61)

MeanSE(B,, A1/?) = © (bg”> . (62)

V1og(1/5)

Proof. Invoking Lemma [T we have that

1/2\ . 2;;—11 = L
MaxSE (B, 47%) = © (\/@ \/fél?g}%ﬂ logt> C) (\/@ 1og(1/5)>
172\ . l - 201 = loi
MeanSE (BX,A1 ) ,=0 | logn n;”B log ¢ @( 1og(1/ﬁ)> :

where the last step of each equation invokes Lemma and 1 1|respectively for 3’ = 32 € (0,1/e).
O

E.1.2 POLYNOMIAL LEARNING RATE DECAY

Lemma 12. Ler 1 < m < n be integers, B € (0,1/e), v > 1 and n sufficiently large. Let
n)Y_1
yio =B+ (1= 5 ELTL Then

_ B2
max 2, logm = @(62 logn + (15)) .
n Y

1<m<

Proof. Before we start, we will find the following inequality useful:

Xm =B+ (1= B)m™" + 1= Bn)v(”z_f RS (1 - 5(7117_[31)) (B+(1—=pB)m™)

In particular for large enough n, and 1 < m < n, we have that

and for all n, and 1 < m < n, also that

Xm §/8+(17/6)m7’y7
implying that it suffices for us to argue about

Xm =08+ (1-p)ym™7) (63)
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when convenient. We now begin with the upper bound. Using (a + b)? < 2a? + 2b? in the first step:

 max X2, logm < | max 2(8% + (1 — B)*m™2")logm

< 262 logn+2(1 — )% max m~?'logm

1<m<n
Defining f(z) = 2727 log z, we have that f/(z) = 272771(1 — 2ylog z). Solving f(z) = 0 yields
the maximizer z = e% , and so

1-p8)? 1 - B)2
max X, logm < 2 <ﬂ2 logn + (B)> =0 <52 logn + (ﬁ)> .
m 2ey ~
For the lower bound, we note that setting mg = n yields x2, logmg = 52 logn.

Instead choosing my = [eﬁ—‘ yields

X2, logmg > (ﬁ+ (1 - B)e~7)2log(e? — 1) > %bg(ei =0 ((1—75)2>
Combining the two lower bounds, we get
e togrm = € (maox {1og, 2L ) — 0 (521054 220
finishing the proof. 0

< n be integers, § € (0,1/e), v > 1 and n sufficiently large. Let

Lemma 13. Let 1 < m <
5—1—(1—5)(? —. Then

% Z X2, logm = @(52 logn) .

m=1
Proof. We will again use that

S8 (1= 6m ™) < xou < B+ (1= B)’m ™

as shown in the proof of Lemma@ First the upper bound. We write

1 210gn
- 2 1 - 2 1 2 1_ —2
me ogm < — Z:: — B)*m~*")logm Zﬁ B)*m
— 8)21 n
§23210gn+w/ 1727 dt
n t=1
2(1 - B)%1 |
= 24%logn + (1= f)logn n = O(B?logn),
n 2y -1

where the second term in the second-to-last expression can be identified as o(log n) for any value of
~ > 0. For the lower bound,

1 — 11 2 1 &
ﬁmX::lX?nlongﬁmZ:Z B+ (1-pB)m )IOngZ; *logm
2) _

Q(B?logn). O

m=[m/2]

Corollary 7. For polynomial learning rate decay xj = B+ (1— B)( £)-1 T with constant 3 € (0,1/e)

and vy > 1, the prefix-sum-based factorization A, = AX(Al_l/ 2) X Ai/ gives the following values
for MaxSE and MeanSE:

MaxSE(B,, A; /%) =0 <\/logn (52 logn + “‘ﬁ)) ,

MeanSE(BX,A_1/2) © (Blogn) .
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Proof. Result is immediate from invoking LemmalT] together with Lemma([I2]and[I3|for the MaxSE
and MeanSE errors respectively.
E.1.3 LINEAR LEARNING RATE DECAY

Lemma 14. Let xj, = 1 — (1 — )52, B € (0,1/e) and n > 2. Then

121732( X2, logm = O(logn) .

Proof. For the upper bound, using x; < 1, we directly get

max logem < logn.
1<m<nXm & &

For the lower bound, pick mg = | (n + 1)/2] where x.,,, > (1 + 5)/2:

(1+ﬁ)21 Ln—kl
og B)

max Xm logm > Xm logmg =

1<m<n 4 J - Q(logn)’

finishing the proof. O

Lemma 15. Let xj, = 1 — (1 — ) E=2, B € (0,1/e) and n > 2. Then

— Z x2, logm = ©(logn).

m=1

Proof. For the upper bound, again using x < 1, and logm < logn we directly get
[ 1
— Z X logm < — -nlogn =logn.
n = n

For the lower bound, we truncate the sum at mo = |[(n + 1)/2| and use the bound y > % for
all £ < mg:

fZXQ logm lmz 210gm>( +6)2§10gm>9(10gn)
m nm= — )

where the last step can be seen by truncating the sum, taking the upper half of the indices, and lower
bounding each of the Q2(n) logarithms by log[mg/2] = Q(logn). This finishes the proof. O

Corollary 8. For linear learning rate decay x,, = 1 — (1 — f3) ::i with 8 € (0,1/e), the prefix-

sum—based factorization A, = A, (A2 x Ai/ 2 gives the following values for MaxSE and
MeanSE:

MaxSE(B,, Al/?) =© (logn) ,  MeanSE(B,, A}’?) = © (logn) . (64)
Proof. Resultis immediate from invoking Lemmal[I] together with Lemma[I4]and[T5]for the MaxSE
and MeanSE errors respectively. O

E.1.4 COSINE LEARNING RATE DECAY.

Lemma 16. Let 1 < m < n be integers, § € (0,1/e), and n sufficiently large. Let x;, = (3 +
L. 5(1 + cos(E=Lr)). Then
 ax x>, logm = ©(logn).
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Proof. First the upper bound. We use that x; < 1:

2
max logm < max logm =logn.
1gm§nxm & ~ 1<m<n & &

For the lower bound, we set mg = [(n + 1)/2].

n—1

> (52 (e () ()

_a *45)2 log <" 1) — Qlogn).

1<m<n

2

max x;, logm > (6+ # (1+cos (L("JFU/QJ_HT)))QI% V;rlJ

O

Lemma 17. Let 1 < m < n be integers, § € (0,1/e), and n sufficiently large. Let x = 8 +

% <1+cos (%ﬂ')) Then
1 n )
— I = O(1 .
nn;xm ogm = ©(logn)

Proof. For the upper bound, we again use that x; < 1.

I 1
— Z x2, logm < = -nlogn = logn
n n

m=1
m—1 2
1+ cos T logm
n—1

We prove the lower bound by truncating the sum.

m=1 m=[n/4]

> =
m=[n/4]
[(n+1)/2] 2
1 1+ n
> = L =z
> X ( ) log ()

n
m=[n/4]

0L (2

+ 1> log (g) = Q(logn).

k—1

(

LS (0 052 (1 on (U221 YY) )
(
1

O

Corollary 9. For cosine learning rate decay xy, = B + % (1 + cos (ﬁw)) with 5 € (0,1/e),
the prefix-sum-based factorization A,, = AX(Al)fl/2 X A}/Q gives the following values for MaxSE

and MeanSE:
MaxSE(B,,, Al_l/z) = O(logn), MeanSE(B,, Al_l/2) = O(logn).

Proof. Result is immediate from invoking LemmalT] together with Lemma|[I6|and[T7]for the MaxSE
O

and MeanSE errors respectively.

F SINGLE-PARTICIPATION: LOWER BOUNDS
Theorem 2. Let A, = A1D,, where D,, = diag(xu, - .., Xn) with positive x; > 0. Then

1
inf  MaxSE(B,C) > max — (miny;)logt

BxC=A, 1<t<n 7 i<t

. 1 /¢, .

inf  MeanSE(B,C) > max — 4/ — (minx;)logt.
BxC=A, 1<t<nm Vomog<t

29
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Proof. We prove each bound separately in Lemmas I8 and [T9] O
Lemma 18. Let A, = A1 D,, where D,, = diag(xu, - .., Xn) With positive X1, X2, - - -, Xn- Then

1
= 1 > - 1 1 .
Yo(Ay) Bxlcr‘liAX MaxSE(B,C) > [max (E‘Ilgl}chj)lng

Proof. The optimal factorization error can be written as
Y2 (A) = maX{HPl/zAQl/QH* : P, diag., nonneg., Tr P =TrQ = 1} ,

where || - || denotes the nuclear norm of a matrix. It was observed in [Matousek et al.| (2020) that
this norm is monotonic with respect to taking submatrices: if A = B x C, then removing rows
from B cannot increase the maximum row norm, and removing columns from C cannot increase
the maximum column norm. Thus, we can lower bound 72 (A) by the k X k principal submatrix
consisting of the first k£ rows and columns:

Y2(Ay) = 72((Ay)ikk)-

1
Tr(D2,)

”(Al):k,:k”* )

k
VE 3 xG?
=1

For the lower bound, let us assume P = %I rand QQ = D;Z » Which gives

Y2 ((Ay)ikk) >

Using the bound ||(A1).x,x ||+ > £ log k and the fact that Z?Zl X;2 < k:(m<1}€1 X;) 2, we conclude
i<

1
> = (min v,
Y2(Ay) > 7T(]_Slng)logk-

Maximizing over k yields the lemma. O

Lemma 19. Let A, = A, D,, where D,, = diag(xu, ..., Xn) With positive x1, X2, - . ., Xn. Then

1 [k
= i > — — i 1
vr(Ay) N inf o MeanSE(B,C) > max \/;(rjnég X;)log k.

1<k<n T

=
Proof. By definition,
1
A)= inf — ||B
1 (d) = inf | = 1Bl [Clhosa
where ||C|l152 = max; ||C. ;|2 is the maximum column norm.
Fix k < n. For any factorization A = BC), the principal k£ x k submatrix satisfies
A:k,:k = B:k,: Ck

Since removing rows can only decrease the Frobenius norm, ||B.;.||r < ||B||r, and removing
columns can only decrease the || - ||1—2 norm, ||C.x||1—2 < ||C||1—2. Therefore

1 1 k1
IBIFIC-2 2 Tl BacllelCalie = \/;(k|sz,:||F||ak||H2).

Taking the infimum over all factorizations gives

k
vr(4) > \/;'YF(A:k,:k)- (65)

For the submatrix, we use the bound from [Henzinger et al.|(2023)):

Aol
’YF((Ax):k,:k) Z w, (66)
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where || - || denotes the nuclear norm. Recall that the nuclear norm is dual to the spectral norm:
M|, = sup tr(MY"),
IYll2<1

where the supremum is over all matrices Y with operator norm at most 1. Write (Ay).x.x =
(A1).5,:.x Dy with Dy, = diag(x1, - .., xx). If W is a dual certificate for (A1).x,.x, so that |[W | < 1
and || (A1), k||« = tr((A1).k.xW ), then consider

_ WD
1D l2
Since |||z < 1, we have ||Y||2 < 1. Thus
1 1
1A denlle = tr((A)w kDY 1) = g (A ek W) = o (1A ke
1Dy " ll2 D5 "l
The largest diagonal entry of D, (m<1n Xj) 1, so
i<k
1Ak hlle = (minos) [[(AL ) el (67)

Finally, using the standard estimate ||(A1).x x|/« > f log k, combining (63), (66)), and gives

k1 k 1 /k
A > /= m = — /= (miny; :
vr(Ay) > \/; T W(j_lnxj)logk 7r\/;(jglng)logk:

Maximizing over k proves the lemma. O

k=1
Corollary 2. Suppose x, = Sn—1 with 3 € (0,1/e). Then

Bxicr}iAXMaxSE(B,C): <log1 (1/5)) (16)
1 n

inf MeanSE(B,C) = Q I . 17

pbt, MeanSE(B,C) ( log(1/5) Oglog(l/ﬂ)> 4

Proof. By Theorem[2] for any ¢,

inf MaxSE(B,C) > == logt inf MeanSE(B,C) > Xt\/?logt.
n

«=BC A =BC ™

Choose

=i |

which satisfies 1 < t* < nsince 8 € (0,1/e). Then

= 55 = e (U ) o)

Hence
inf MaxSE(B,C) > X logt* = Q(log
BC T lo

x=

and, using t*/n = ©(1/ log(1/8)),

: Xex [U* 1 n
inf MeanSE(B,C) > — logt* =Q lo .
Ax=BC ( ) x Vn 8 < log(1/8) glog(l/ﬂ))

wi7m)
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G MULTI-PARTICIPATION: PREFIX-SUM FACTORIZATION
Lemma 20. Let (x;)}—; be a positive sequence taken from |3, 00) where 3 > 0 is a constant, and

-%(%

1 2

IXt+t — Xl+t+1|7"t> = o(logn) .

Then
1 m—1
|BY l200 = ©  max X, log (min{m, p}) + ’ ; Xi | s

1 1
%IIBillF =01|,- Z [ log (min{m, p}) + » ; ]

Proof. The entries of BY can be expressed as follows:

min{m—1,p—1} m—1
(BY)m1=xi+ Z TeXe4l = X1+ Z FeXtriLe<p—1 5 (68)
t=1 t=1
where again 7y = 5%
m—1 m—1—1 t
(Bgz)’m,l = Xm Z 'Ft]ltgp—l — Z (Xl—i—t-i—l - XH—t) Z ’Fj ]ljSP_l
t=0 j=0
m—I{—1
= XmTmin{m—1,p—1} + Z (Xl+t - XlthJrl)rmin{t,p—l}'
t=0

For notational convenience, let 6; = x+ — x¢+1 and A; = |§;|. We have two distinct cases for these
sums: m — [ < p—1and m — [ > p — 1. Starting with the first case, we get

m—Il—1

(BQ;D()m,’l = XmTm—1 + Z 5l+trt .
t=0

as in the case without bandedness (p = n). For the second case, where m — I > p — 1, we get

p—2 m—1l—1 p—2
(Bi)mﬁl = XmTp—1+ E 01447t + E O14tTp—1 = Xi4p—1Tp—1 + g 01447t -
t=0 t=p—1 t=0

:(Xlﬁ»p—l_Xm)Tpfl

Combining the two expressions, we can express the squared row sums:

m max{mfp,()} m

2
Z (Bgz)ml = Z (Bp>ml + Z (Bp)ml
=1 =1 l=max{m—p,0}+1

max{m—p,0} p—2 2 m m—1—1 2
S <X+za> S <Wm_l+ 5 a) |

=1 t=0 l=max{m—p,0}+1 t=0

S1 S2
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We will argue that we can characterize S; + So tightly. Beginning with upper bounds, using (a +
b)? < 2a% + 2b?, and letting ¢ = max{m — p,0}:

2 2
q p—2 q q [p—2
S1 < Z <X1+p—17“p—1 + Z Al+t7“t> < 27“127_1 Z X12+p_1 +2 Z <Z Al+t7”t> ,
=1 t=0 =1 =1 t=0
Py Q1
m m—1l—1 2 m m—1 m—Il—1 2
Sy < Z (Xme—l + Z Al+t7’t> <2x;, Z To 1 +2 Z ( Z Al—&-trt) .
l=q+1 t=0 l=qg+1 l=qg+1 t=0
Py Q2
Repeating the exercise to get a lower bound on Sy + Ss via (a + b)* > 1a? — b*:
q p—2 2 1 p—2 2 1
Si=Y (Xl+p17°p1 + Z5l+tﬁ> 2 5P = > (Z 5l+t7°t> 2 5P Q1
=1 t=0 =1 \t=0
m m—Il—1 2 1 m—1 m—1l—1 2 1
Sy = Z (Xme_l + Z 5l+t7't> > §P2 - ( Z 5l+t7't> 2 §P2 - Q2
I=g+1 t=0 I=g+1 \ t=0

where the last step in each derivation uses that the expression is made smaller when we replace ;¢
by Ay4¢. It follows that

S (B =814 8 =0(P+Py)£0(Q1+Qs).
=1

‘We have that

max{m—p,0}

m—1 m—1
1
b = 7";2)—1 E Xl2+p—1 = 7}2;—1 E X? =0 (p E X?) J
t=p

=1 l=p
m min{m,p}—1
Pr=Xp > Tma=Xm ». 7 =0(xlogmin{m,p})
l=q+1 t=0

from using the bound r; = ©(1/+/%), and

2

m—1 /m—I—1
Qe S ( 5 A> <q.
=1

t=0

from increasing the upper limit of the inner sum of ()1 to m — [ — 1, then setting m = n. And so,

) (Bi)i,,l =0 (x?n log (min{m, p}) +}) i xf) +0(Q).

=1 t=p

Computing the norms:

1 1 5 1 <& ) max{m — p,0
S = L33 00 0 (33 [meminim + "2 0] Lo
m=1 [=1 m=1
B = max 30 (B2, = max © (logmin(m,p)) + 2 =20) 4 o)
xll2—oo = THAX X'ml 1< mZn ’ D

For each of the two norms, the first term has smallest asymptotic growth for p ~ n, yielding
O(logn), and so is Q(logn) for all choices of p, thus dominating +O(Q). Taking a square-root
finishes the proof. ]
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Theorem 3. Under the same assumptions on learning rate scheduling x: as in Theorem |l| the
following holds.

k‘ n 1 m—1
E(BY,CT)=0 (logp—l— ) Z [ 2 log (min{m, p}) + p Z Xf] . (23)

m=1

Proof. As shown in the proof of Theorem [} the condition on x; is sufficient to enforce @ =
o(logn), and so

n m—1
1 1 1

BP — _ 2] 3 - 2
TElIBlr=e (5> [xm og (min{m.p}) + - 3 xt]

m=1 t=p

from invoking Lemma For the sensitivity sens(C?), we use the following bound from (Kalinin
et al.,[2025| Theorem 2 proof)

sens(CT) = O (\/klogp—i— kéo) .

Inserting the two bounds into £(B?, C7) = \F | B?|| - - sens(CY) gives the statement. O

Corollary 3. Let x; = 3 =T with B € (0,1/e). Then, in multi-participation with b-min-separation
and at most k = [ ] participations, we have for p* ~ blog b the following optimized upper bound:

P\ __ \/Elogn—i-k
£(B?,CY) =0 <m> . (24)

Proof. As x; satisfies the condition of Theorem [3] we have that

k P\ — .
E(BY,CT)=0 - (logp + B) mX::l loﬂ D log (min{m, p}) + Z o2t 1)]

1 . . .
where o = 371, We will evaluate each of the two terms in the outer sum. First off,

Z 2(m=1) log (min{m, p}) < logp Z o2m=1) _ g (1;1(052))

where the last step follows from the proof of Lemma|[T1] Proceeding with the second term:

n m-—1 1 n—1 n—p n—1 TL2
021 — 2 n— 2t 7P 2= — () ,
DI DS TES p1og(175)

nL 1 t=p p t=p

m=1 m=1

where the last step again uses the proof of Lemma|[IT] It follows that

E(BE,CT)=0 (\/log(li/ﬁ) (logp—i-%) <logp+ Z)) )

As this exactly matches the error given in (Kalinin et al.,[2025| Theorem 2), up to the 1/4/log(1/03)
factor, the upper bound is minimized for the choice of p* ~ blog b achieving error

Vklogn + k)
log(1/8)

completing the proof. [

£(BL,CP) =0 (
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H MULTI-PARTICIPATION: LOWER BOUNDS

Theorem 4 (Lower bound for multi-participation). Let A, = A;D,, where D, =
diag(x1, ..., Xn) with positive x; > 0. Assume any factorization A, = B x C. Then, in multi-
participation with b-min-separation and at most k = [ %] participations, we have

\/EtXt . - J
£(B,C) = max | max on (min x;) log(t), ;wa <1—k_1> N A)

Proof. We start with the first bound, by definition,

1
E(B,C) = —|B||F - sensg ,(C). 69
(B.C) = = Bllr - sensi.s(C) (69)
If we restrict to the principal submatrices B.; . and C. .+, then removing the rows can only decrease
the Frobenius norm, and removing the last n — ¢ columns can only decrease the sensitivity, since
any participation pattern for the matrix C. ., would be a valid pattern for the full matrix. Hence

1
E(B,C) > % | B.t,: || 7 - sensy 4(C...¢). (70)

Following the proof of Lemma 9 in (Kalinin et al., [2025), we have

1
Sensk,b(c:,:t) Z ﬁ||02,:t||F- (71)
Therefore, .
(‘:(B,C) > m HB:t,:HF . HC:,:tHF- (72)
Applying the Schatten inequality for Frobenius and nuclear norms,
||B:t7: |F : ||C:,:t||F Z H(Ax):t7:t||*a (73)
which gives
1
E(B,C) > — |[(Ay):t..t|l+- 74)
( ) v@ﬁg”( X)Lt” (
Finally, by Lemma|19]
1, .
1A ):elle = - (minx;)tlogt, (75)
which implies
kt
> i i .
E(B,C) max — 5 (Ijngl? X;) logt (76)

For the second bound, we use the proof of Theorem 1 from Kalinin et al.| (2025), which shows that

1
E(B.C) = —=|[BCm|: = @

1
WHAXTHHQ’

where 71 is a vector with ones in positions 1 + jb for j € [0,k — 1], and zeros elsewhere. We can
lower bound the norm explicitly:

1 1 k—1k—1 '
ﬁHAleHz =\l Z Z X14jbX1+ib(n — jb)
=0 j7=0
k—1k—1 .
= Z ZXlJrjleJrib <1 - ‘71))
i=0 j=0 n/

v

k-1 i k—1 i
ZXH—jb <1 - n/b) > ZXlﬂ‘b (1 - kl) ;
j=0 7=0
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which concludes the proof.

Corollary 4. Let xj, = ﬁ% with B € (0,1/e). Then TheOremyields

\/E o n L k
log(1/8) " log(1/8) " log(1/B) )

5(B,C):Q<

Proof. We substitute x, = "= in the general lower bound:

Vit x log(t) ( j )
E(B,C) > max<{ ma E
(B,0) N en = OXHJb k—1

For the first term, we substitute t = [m}, which gives x; = ©(1), resulting in

5(3,0):9( VE (e ™ )

log(1/8) " log(1/8)

The second term, we compute explicitly:
kz_:l (1 j _aozb”—i—(l—ab)n—l
jzox“fb k1) Y0 —ab2n-1)

where a = 8/("=1) Asymptotically this is equal to

ab , giving the lower bound

#:0 =2 (sgizm) = (s

Combining those lower bounds as an average, we conclude the proof.
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