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Abstract

Deploying large language models (LLMs) with
their extensive parameters and high memory de-
mands challenges computational efficiency, par-
ticularly in fine-tuning for specific applications
with limited resources. Techniques like Low-
Rank Adaptation (LoRA) help by training a
smaller, modifiable extension of the base model
to reduce memory usage. However, combining
quantization with LoRA, especially in low-bit
scenarios, can lead to performance losses due
to quantization errors. Our innovative Rank-
Adaptive LoRA (RA-LoRA) addresses this by
dynamically adjusting the adapter’s rank us-
ing rank-subspace analysis, optimizing perfor-
mance with fewer parameters. We tested RA-
LoRA on state-of-the-art LLMs for 2-bit effi-
cient fine-tuning, showing it can improve model
accuracy with minimal trainable parameters,
marking a leap forward in quantization-aware
fine-tuning methods and highlighting the sig-
nificance of rank dynamics in optimizing quan-
tized LLMs.

1 Introduction

Large language models (LLMs) such as (Touvron
etal., 2023; OpenAl, 2023) demonstrate impressive
abilities in tasks like translation and summarization.
However, their large size presents deployment chal-
lenges due to significant memory demands (Gho-
lami, 2021). A technique known as weight quan-
tization compresses model parameters, reducing
memory needs and boosting computational effi-
ciency. Although post-training quantization (PTQ)
can be conveniently employed for compression of
large pre-trained models, it often compromises in-
ference accuracy, particularly in low-bit environ-
ments (Dettmers et al., 2022; Frantar et al., 2023;
Lin et al., 2023; Kim et al., 2024; Shao et al., 2024,
Lee et al., 2023).

The field of natural language processing is in-
creasingly adopting the strategy of fine-tuning
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large-scale, pre-trained LLMs for specific down-
stream applications (Wei et al., 2022; Wang et al.,
2022). While effective in enhancing model perfor-
mance, fine-tuning traditionally updates the entire
pre-trained model, a method becoming unsuitable
with the growing size of LLMs. Hence, the push for
parameter-efficient fine-tuning methods is clear, of-
fering the advantage of training a smaller, adaptable
extension to the base model and substantially low-
ering the memory footprint for adaptation. Tech-
niques like low-rank adaptation (LoRA) (Hu et al.,
2022), which efficiently reparameterizes weight
matrices, lead this initiative by providing a feasi-
ble technique to fine-tuning of LLMs in various
applications.

Combining quantization with low-rank adapta-
tion techniques, such as QLoRA (Dettmers et al.,
2023), lessen the memory footprint for fine-tuning
LLMs by melding parameter-efficient fine-tuning
(PEFT) with model compression, especially PTQ.
Yet, this approach encounters notable hurdles with
aggressive low-bit quantization scenarios like 2-
bits, where quantization errors frequently cause
significant accuracy drops. Despite efforts by meth-
ods like LoftQ and LQ-LoRA to overcome these
challenges through strategic initialization, issues
persist at lower bit levels, emphasizing the need
for more sophisticated solutions that preserve both
memory efficiency and model accuracy during the
fine-tuning of quantized LLMs.

Our investigation reveals that quantization er-
ror in LLMs inherently opposes low-rank adap-
tation. This resistance is especially pronounced
under aggressive low-bit quantization, attributed
to the high-rank subspace of the quantization er-
ror. Importantly, we discovered that vectors with
small singular values play a pivotal role in the fine-
tuning process for correcting quantization errors,
hindering effective, parameter-efficient error com-
pensation via low-rank adaptation. Moreover, our
study indicates that the characteristics of quantiza-
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tion errors in rank subspace vary depending on their
location within the model, specifically in weights
of feedforward networks and output projections,
and differ across layer numbers.

Based on this understanding, we introduce a
novel, parameter-efficient, quantization-aware fine-
tuning method known as Rank-Adaptive LoRA
(RA-LoRA). This method dynamically adjusts the
adapter’s rank based on rank-subspace analysis to
effectively counter quantization errors with fewer
parameters during fine-tuning. Our evaluation of
RA-LoRA on advanced LLMs like DeBERTa-V3
and LLaMA-2 for 2-bit parameter-efficient fine-
tuning demonstrates its capacity to significantly
enhance model accuracy with a lower parameter
count, highlighting RA-LoRA’s superiority over ex-
isting quantization-aware fine-tuning approaches.

2 Related Work
2.1 Weight Quantization for LL.Ms

Weight quantization has been proposed as to allevi-
ate the significant memory constraints associated
with generation-based inference tasks in LLMs,
with a particular focus on 4-bit PTQ (Frantar et al.,
2023; Lin et al., 2023; Kim et al., 2024; Shao et al.,
2024; Dettmers et al., 2023) that maintains per-
formance without the need for additional training.
However, moving to sub-4-bit quantization intro-
duces challenges related to accuracy degradation
due to higher compression rates. To mitigate this
issue, quantization-aware training (QAT) for LLMs
can be implemented (Liu et al., 2023; Kim et al.,
2023). This method reduces the adverse effects of
low-bit quantization while necessitating re-training.
Yet, as LLMs continue to grow in size, the mem-
ory requirements for training pose a barrier to the
application of QAT. In response, we propose a
parameter-efficient fine-tuning approach capable of
effectively mitigating the quantization error associ-
ated with the 2-bit quantization of LLMs.

2.2 Low-Rank Adaptation of LLMs

In the rapidly evolving landscape of LLMs, vari-
ous parameter-efficient fine-tuning (PEFT) strate-
gies have been proposed to mitigate the soar-
ing costs associated with fine-tuning ever-larger
models. Among these, the low-rank adaptation
(LoRA) (Hu et al., 2022) approach has emerged
as a paradigm-shifting direction, allowing for fine-
tuning with significantly fewer trainable param-
eters by introducing adapter matrices A and B

while freezing the pre-trained weight W. The foun-
dational assumption of LoRA is that updates ap-
plied to pre-trained LLLMs during fine-tuning for
downstream learning exhibit a low-rank structure.
(Hu et al., 2022) demonstrated that a handful of
top singular vectors spanning the subspace learned
through fine-tuning effectively determine the ma-
jor direction of the entire adapter matrix, thereby
justifying the feasibility of low-rank adaptation.
Furthering this exploration, (Aghajanyan et al.,
2021) delved into the intrinsic dimensionality of
pre-trained language models, revealing that natural
language tasks could be learned with few dimen-
sions.

2.3 Quantization-aware LoRA

Building upon the efficient learning potential of
LoRA, methods that combine it with quantiza-
tion such as QLoRA (Dettmers et al., 2023) has
been proposed to curtail the costs associated with
loading frozen pre-trained models into GPU mem-
ory by utilizing quantized LLMs. This approach
makes LLM fine-tuning more cost-accessible by
utilizing mild 4-bit weight quantization, which
largely preserves the original generalization ability
of LLMs. (Frantar et al., 2023; Kim et al., 2024,
Shao et al., 2024). To elevate memory efficiency
further, the concept of sub-4-bit quantization-aware
LoRA raises intriguing challenges.

Recent works like LoftQ and LQ-LoRA (Li
et al., 2024; Guo et al., 2024) suggest that in the
sub-4bit regime, the fixup zero initialization (Zhang
et al., 2019) as a default setting of QLoRA intro-
duces a performance weight discrepancy at the
starting point of fine-tuning. Consequently, they
propose a method of jointly optimizing the quanti-
zation of weights and adapter initialization to cre-
ate an initial point that minimizes the discrepancy,
offering a more accurate pathway for fine-tuning.
QA-LoRA (Xu et al., 2024) advances toward a
completely quantized inference approach by ad-
justing the dimensions of LoRA parameters and
incorporating these with quantization zero-point
parameters, thus enabling the direct use of fully
quantized weights during the inference stage.

However, prior works have not sufficiently the
challenge of downstream learning with extremely
low-bit quantized pre-trained models when re-
stricted to a low-rank subspace. As evidence of this
oversight, all quantization-aware LoRA methods
(Li et al., 2024; Guo et al., 2024) applying a uni-
form rank of 64 across all sublayers, a strategy that
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continues to result in significant accuracy degrada-
tion in the context of 2-bit quantization. This re-
search aims to investigate the impact of the adapter
subspace within extremely low-bit quantization-
aware LoRA scenarios and identifies that the opti-
mal rank required to compensate for quantization
errors varies significantly among the transformer
sublayers. Based on these observations, we will
propose a rank adaptation methodology, RA-LoRA
aimed at notably improving the accuracy degrada-
tion observed in recent quantization-aware LoRA
approaches.

3 Backgrounds
3.1 Weight Quantization

Weight quantization discretizes pre-trained weight
matrix, W € R%%4% jnto a limited number of
bits reducing the memory footprint and enabling
optimized hardware utilization. Following prior
works (Lin et al., 2023; Dettmers et al., 2022), we
define W = Qn(WW) with min-max based uni-
form quantization as shown in Eq. 1 (| -] represents
rounding function).

) =s| V=27 + 2. (1)

S

Wo =Qn(W

The scale factor s = W is deter-

mined by minimum or maximum values in each
quantization group, where N is the bit-width and
the zero-point is z = min(W). In this study, we
focus on the significant accuracy degradation ob-
served in 2-bit quantization, a challenge that per-
sists in the recent quantization methods'.

3.2 Low-Rank Adapter Initialization

QLoRA (Dettmers et al., 2023) reformulate the
linear transformation as ¥ = XWg + X ABT,
where W, represents the quantized pre-trained ma-
trix and A € R1*" B € R™*% represent LoORA
adapters. Recent approaches, such as LoftQ and
LQ-LoRA (Li et al., 2024; Guo et al., 2024) im-
plement a heuristic LoRA adapters initialization
method. This involves alternating step between the
quantization of pre-trained weights and the appli-
cation of singular value decomposition (SVD) to
minimizing the following objective:

i - — ABT|p. 2
W%}BHW Wo |7 2

"For a fair comparison, we set a group size of 64 in every
experiment and analysis, where each 64 elements of each
quantization group share the same scale factor (s).

Specifically, the process is iterative, with two main
computations at each ¢-step”. Initially, LoftQ quan-
tize the difference between the pre-trained weight
matrix (W) and the LoRA adapters from prior step,
A;—1B/ | (note that AgBy = 0).

Wor=QnW — A1 B )). 3)

Subsequently, LoftQ perform truncated SVD on the
residual quantization error (Wyerry = W — Wg 1)
with d being the hidden dimension of the language
model and r being pre-defined rank:

d

T T
qurr,t = § OtiW i Vy; =~ AtBt 5 4)
i=1

A =[O, - /e,
By = [\/O4,1Ve15 o /Ttr Vi) (5)

Here, 041 > 019 > ... > 044 represents the
singular values of Wyeprt. uy; and v;; denote
the corresponding left and right singular vectors
of each singular values at ¢ step. This iterative
initialization process reduces the discrepancy by
approximating the quantization error W, yet it
fix the dimensionality of the LoRA adapter sub-
space to be low during the fine-tuning phase. We
refer to this LoRA adapter initialization method,
based on quantized weights, as quantization-aware
LoRA.

4 Challenges

Despite previous efforts in quantization-aware
LoRA (Dettmers et al., 2023; Li et al., 2024; Guo
et al., 2024) to bridge the accuracy gap, 2-bit quan-
tization still results in significant accuracy degra-
dation. To gain fundamental insights into this chal-
lenge, we change various factors of quantization-
aware LoRA, such as bit-precision (2~4 bits),
adapter ranks (0~4096), and the number of alter-
nating steps (1~5), and explore model weight dis-
crepancy and model accuracy degradation. We first
found that the quantization error significantly in-
creases at lower bit-precisions (2-bit), and cannot
be adequately compensated by the LoRA adapters,
even with previously proposed initialization meth-
ods.

Fig. 1(a) investigates the discrepancy between
the quantized and the original pre-trained weights

2LoftQ employs an arbitrary number of steps for adapter
initialization optimization. Consistently, we adopt 5 steps for
LoftQ in our experiments.
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Figure 1: (a) Discrepancy (Frobenius norm) between quantized weight and original pre-trained weight with LoRA
adapter with r = 64. The dashed line represents LoftQ-1step (A1 B r—¢4), and the dotted line represents LoftQ-
Sstep (A5 Bs r—¢4). (b) Weight discrepancy comparison by sweeping adapter rank(r) from 4 to 4096 with LoftQ
initialization (A5 B5 ;). Note that even with fine-grained quantization with group size 32, the trend of requiring
a high rank to reduce 2-bit quantized error still exists. (¢) LLaMA-2-7B WikiText-2 Quantization-aware LoRA
fine-tuning PPL results across QLoRA and LoftQ methods with adapter rank exploration.

in terms of the Frobenius norm across the layers.
Notably, the adapter initialization decreases the dis-
crepancy over the steps (from A; By to A5 Bs), but
the reduction is marginal compared to the discrep-
ancy between 2-bit and 3-bit quantization errors.
Additionally, Fig. 1(b) examines the effects of rais-
ing the adapter rank and reducing the quantization
group size, utilizing LoftQ initialization. It high-
lights a notable discrepancy in all 2-bit quantization
scenarios when the rank size is set to 64, a com-
mon default rank size for many quantization-aware
LoRA methods (Dettmers et al., 2023; Li et al.,
2024; Guo et al., 2024).

The observed significant quantization errors in
2-bit quantization directly lead to substantial accu-
racy degradation during fine-tuning. This is evi-
denced by the notable gap in perplexity when com-
pared to results from 3-bit and 4-bit fine-tuning,
particularly at lower adapter ranks, as demonstrated
in Fig. 1(c). Despite adapter initialization (2-bit
LoftQ), higher adapter ranks only modestly narrow
this gap toward full-precision model performance.
This indicates that 2-bit quantization errors are
not inherently low-rank, and attempting to fit these
high-rank errors within a low-rank subspace leads
to considerable accuracy losses. To recap, without
adapter initialization, such as in QLoRA, even with
increased ranks, the accuracy gap remains signif-
icant. LoftQ’s method of initializing quantization
errors offers some mitigation, but the accuracy gap
fails to reduce substantially when adapter ranks

are low, underscoring the need for addressing the
high-rank nature of quantization errors to improve
accuracy in 2-bit quantized fine-tuning.

S Analysis

In this section, we explore the effects of adjusting
adapter ranks and analyze the learning behaviors of
low-rank adapter weights through decomposition
into singular values and vectors. This analysis aims
to understand how high-rank quantization errors
can be compensated within a constrained subspace.
These findings motivate us to devise a novel rank
adaptation technique that reduces the number of
parameters while enhancing fine-tuning accuracy.

5.1 Evolution of Singular Values from
Fine-Tuning

How do low-rank adapters learn to compensate
for high-rank 2-bit quantization errors? We exam-
ine adapter updates during fine-tuning for different
ranks (64 and 256), comparing the effects of the
initializing strategy of LoftQ (A;B; ~ W) and
QLoRA methods (zero initialization, Ao By = 0).
This investigation begins by observing singular val-
ues |01, ..., 0] of adapters updated across training
steps.

Fig. 2 illustrates the development of singular val-
ues at ranks 64 (Top) and 256 (Bottom), with both
initialized and non-initialized adapters. The analy-
sis sheds light on how singular values evolve during
fine-tuning. With LoftQ initialization (Fig. 2(a,b)),
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Figure 2: singular values of low-rank adapters across
fine-tuning steps. (a),(b) fine-tuning LoftQ-1step initial-
ization. rank 64 and 256 respectively (c)(d) AB = 0
rank 64 and 256 respectively. Note that A; By in (c) and
(d) serve as references. (LLaMA-2-7B Up projection
layer with GSM8K fine-tuning)

an upward trend in singular values is noted across
the board for both ranks, implying that adapter
learning seeks to augment rank to recover from lost
information. In contrast, starting with near-zero sin-
gular values in the AB = 0 scenario (Fig. 2(c,d)),
only a selected few singular values witness substan-
tial growth, notably the top-1 singular value, which
exceeds that of AB = W,. This skewed growth
suggests an update concentration, attempting to
rectify high-rank quantization errors with limited
effectiveness due to the confined rank space. This
aligns with Fig. 1(b), where zero initialization leads
to suboptimal fine-tuning outcomes.

5.2 Subspace Similarity of Singular Vectors
and Quantization Error

Expanding on our analysis of singular values, we
delve into the behavior of the corresponding singu-
lar vectors, examining the evolution of subspaces
they span during fine-tuning across different ranks,
especially in terms of compensating for quantiza-
tion errors. Notably, our observations suggest that
not all sublayers necessitate a high rank to effec-
tively span a subspace that mitigates the effects of
2-bit quantization errors.

Building on the idea of subspace similarity,
which assesses the congruence between subspaces
formed by unitary singular vectors from SVD as
introduced by (Hu et al., 2022), we evaluate this
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Figure 3: Normalized similarity between quantization
error and subspaces spanned by singular vectors of
learned adapter per layer. (a) Query projection (b)
Up-Proejction, Left: Uap,_,, Right: Uap,_,., 2-bit
quantization-aware GSM8K fine-tuned LLaMA-2-7B
model is used for analysis.

similarity using the Grassman distance (Hamm and
Lee, 2008) between the quantization error matrix
(Wyerr) and the subspaces delineated by the sin-
gular vectors of adapters across various ranks. A
subspace similarity approaching 1.0 indicates an in-
creasing alignment of the singular vector subspaces
with the quantization error. (Refer to Appendix A.2
for the detailed formulation.)

Fig. 3 illustrates how the similarity between the
quantization error and the subspace formed by sin-
gular vectors evolves across different ranks. Our
analysis reveals considerable diversity in subspace
similarity across various sublayers. Notably, the
Query layer, depicted in Fig.3 (a), shows that even
low-rank singular vectors achieve high similarity
with the quantization error across all ranks (64 and
256). Conversely, the Up-projection layer, as seen
in Fig.3 (b), indicates a gradual increase in sim-
ilarity due to contributions from all singular vec-
tors, These findings highlight that the optimal rank
for mitigating high-rank quantization errors differs
among sublayers, which can be a new direction for
exploring parameter-efficienct and accurate fine-
tuning. For an expanded analysis incorporating
additional models like OPT (Zhang et al., 2022),
see Appendix A.2.
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6 Methodology

6.1 Rank Adaptation for Robust Quantization

Motivated by prior insights that not all sublayers re-
quire a high rank to span a subspace to mitigate the
quantization errors, we adopt a metric called nor-
malized cumulative singular values (NCSV, cpey)
from (Wang et al., 2020) as a measure of the in-
trinsic rank of quantization errors. As an exam-
ple, Fig. 4(a) displays NCSV of the Query and
Up-Projection layers for two different Transformer
models, LLaMA2-7B (Left) and DeBERTa-V3-
base (Right). The more the curves are skewed
toward the left-top corner, the higher the concen-
tration of the singular values, implying intrinsi-
cally low rank. Therefore, given a target rank
r = 64 (as a default rank of most quantization-
aware LoRA techniques), we can assess how ef-
fectively a sublayer’s quantization error matrix is
represented within a given rank’s subspace.
Building on the evaluation of NCSV, we aim to
compare the extent of ranks needed across different
sublayers of the model to compensate for quantiza-
tion errors. Fig. 4(b) illustrates the heatmap of nor-
malized cumulative singular value across sublay-
ers, revealing the diversity in their rank properties.
Notably, it reveals a trend where the quantization
errors in self-attention layers are predominantly
low-rank, whereas those in MLP layers are gener-
ally high-rank. This observation aligns with the
subspace similarity discussions in Fig. 3, providing
further evidence of the differential rank require-
ments between these two types of layers. Therefore,

Algorithm 1 RA-LoRA Pseudo Algorithm

Input: weights W, target rank r, quantizer Qn (-), Hyper-
parameters «, 3,y with a > 3 > v
Output: adapted rank R for each sublayers

1: # Define rank candidates based on 7 and hyper-parameters
2: {Ro,R1, ..., R5,Re} < {r/c,....;r/B,....;r/v}

3: # Iterate over linear layer weights in the same block

4: for key in {q, k,v, 0, fc,, fc,, fcg} do

5: W < Wiey

6:  Wo < Qn(W)

7 # Obtain singular values from the quantization error
8 o« SVD(W —Wg)

9

# Normalize the singular values

10: & < o, =or/||o|3

11: # Calculate NCSV(c) for target rank(r)
120 Chey < Ypy Ok

13: end for

14: # Sort sublayer indices in descending order based on ¢

15: keys_sorted <— sort_indices_descending(c)

16: # Assign rank candidates based on ¢, inversely propor-
tional to their corresponding NCSV(c)

17: for ¢ in 0 to 6 do

18: Rkeys_sorted[i] — R;

19: end for

20: return R

we can utilize the normalized cumulative singular
values as a guiding metric enabling allocation of
effective rank to sublayers for addressing quantiza-
tion error in fine-tuning .

6.2 Rank-Adaptive LoRA

Rank-adaptive LORA (RA-LoRA) employs a strat-
egy to assign optimal ranks to each sublayer of
transformer blocks, utilizing NCSV from the SVD
decomposition of the quantization error matrix. By
setting a target average rank r, RA-LoRA uses the
rth index of these normalized values to determine
the rank allocation effectively. The effective rank
of each sublayer is adjusted based on the relative
size of their singular values, with sublayers hav-
ing higher values at the target rank receiving lower
ranks and vice versa. Algorithm 1 outlines the
overall procedure of RA-LoRA*. For the LLaMA-
2 model, we calculate the normalized cumulative
singular values (&) across the seven sublayers of a
transformer block, pinpointing values at indices up
to the target rank (22:1 71), as shown in Fig.4(b).

RA-LoRA enhances extremely low-bit
quantization-aware LoRA by assigning optimal
adapter ranks to each sublayer, effectively mitigat-

3Additional ablation studies on the impact of each sub-
layer ranks on fine-tuning performance can be found in the
Appendix.A.3

*The implementation of RA-LoRA can effectively utilize
the singular values obtained through SVD results from LoftQ.
An additional step involves normalizing these values to calcu-
late the NCSV, which incurs a negligible cost.
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ing quantization errors. In the following section,
we showcase RA-LoRA’s effectiveness in 2-bit
quantization-aware LoRA, addressing accuracy
losses. Additionally, we extend RA-LoRA to the
QA-LoRA (Xu et al., 2024) approach for compre-
hensive 2-bit quantized inference, highlighting
gains in accuracy and efficiency.

7 Experiments

We evaluate the effectiveness of our RA-LoRA
approach through comparative analysis of task-
specific fine-tuning performance on both Natural
Language Understanding(NLU) and Natural Lan-
guage Generation(NLG) tasks. For NLU, we uti-
lize the GLUE (Wang et al., 2019) dataset, focus-
ing on specific tasks (CoLA, RTE, MRPC, STSB)
that exhibit significant accuracy drops in 2-bit
quantization-aware LoRA (Dettmers et al., 2023;
Li et al., 2024). For NLG, we measure perplexity
(PPL) using the language modeling benchmark of
wikitext (Merity et al., 2016), accuracy with lan-
guage generation on GSM8K (Cobbe et al., 2021),
and zero-shot reasoning accuracy using the com-
monsense QA tasks (Bisk et al., 2019; Zellers et al.,
2019; Clark et al., 2018). The models employed
are DeBERTa-v3 (He et al., 2021) and LLaMA-
2 (Touvron et al., 2023).

Baseline. The performance of RA-LoRA is eval-
uated against state-of-the-art quantization-aware
LoRA methods. This includes QLoRA (Dettmers
et al., 2023) and LoftQ (Li et al., 2024), which fine-
tunes FP16 adapters on 2-bit quantized pre-trained
weights and QA-LoRA (Xu et al., 2024), whcih
merges adapter weights with quantized weights
while ensuring that the entire weight configuration
remains within the quantized space, enhancing effi-
ciency during inference.

Trainable Parameter Ratio. For rigorous com-
parison, we include the trainable parameter ratio
alongside performance metrics. This approach al-
lows us to directly compare the efficiency and ef-
fectiveness of our rank adaptation method against
static rank approaches. In evaluating rank alloca-
tion efficiency, we present the percentage of learn-
able adapter parameters to the total model parame-
ters. Note that our baselines are applying fixed rank
32 in the encoder-only model and 64 in the decoder-
only model. (Further detailed training settings are
provided in Appendix A.1.)

Method Trainable | RTE CoLA MRPC STSB | Avg.

(r) ()L | (Aco)t  (MCOY  (FDhT (DT | 71
FPI6LoRA (32) | 2838 | 8204 6920 9082 91.02 | 83.27
QLOoRA (32) 288 | 6023 5405 8705 87.02 | 72.09
QLoRA (128) | 1041 | 6035 5515  87.08 87.07 | 7241
QLoRA (256) | 1885 | 6137 5781  87.85 87.16 | 73.55
LoftQ (32) 288 | 6226 6057 8715 87.05 | 74.26
LoftQ (128) 1041 | 6444 6381 8855 87.68 | 76.12
LoftQ (256) 1885 | 7184 6592 9053 8845 | 79.19
RA-LoRA(32) | 198 | 6348  61.02 8854 88.02 | 7527
RA-LoRA (128) | 729 | 6385 6474 9021 87.66 | 76.62
RA-LoRA (256) | 1441 | 7405 6689  90.96 88.68 | 80.15

Table 1: Results of 2-bit quantization-aware LoRA fine-
tuning (QLoRA, LoftQ and RA-LoRA) on the devel-
opment sets of RTE, CoLA, STSB, and MRPC with
DeBERTa-v3-base. Report median number over five
random seeds. (r) is target rank.

7.1 Evaluation on Encoder Model

Table 1 details the performance improvements in
fine-tuning the DeBERTaV3-base (He et al., 2021)
pre-trained model on GLUE tasks, specifically
targeting accuracy recovery from high-rank 2-bit
quantization errors. We explore different ranks for
each methodology, beginning with 32 as utilized
by LoftQ and extending to 128 and 256, to assess
enhancements in performance.

The performance comparison reveals the im-
proved parameter-efficiency of RA-LoRA thanks
to rank adaptation. For QLoRA, as analyzed in
Sec 5.1, we observe no significant improvement
in fine-tuning performance with increased ranks,
and its performance remains inferior to LoftQ. In
contrast, LoftQ shows performance improvements
as the rank increases, consistent with our obser-
vations from Fig. 1(b). Applying rank adaptation
(RA-LoRA) yields superior performance, achiev-
ing average of 76.62 at a lower ratio of 7.29% com-
pared to LoftQ’s 10.41% with an average 76.12.
Even at higher ranks, RA-LoRA exhibits signifi-
cant accuracy improvements moving closer to FP
performance reaching an average of 80.15. These
results confirm the significance of rank adaptation
in 2-bit fine-tuning in the encoder-only model, high-
lighting the efficacy of RA-LoRA in narrowing the
performance gap in 2-bit quantization.

7.2 Evaluation on Decoder Model

Table 2 showcases the fine-tuning results for
LLaMA-2 on Wikitext and GSM8K tasks, high-
lighting RA-LoRA’s strengths. Across all tasks
and models, RA-LoRA consistently outperforms
QLoRA and LoftQ in terms of perplexity (PPL) and
task accuracy, demonstrating its significant advan-
tage. Notably, RA-LoRA’s rank adaptation enables

15779



\ LLaMA-2-7B \ LLaMA-2-13B Method Trainable | GSM8K Fine-Tuning

Method Trainable | Wikitext GSMSK | Wikitext GSM8K ) Params | Accuracy | Speed ~ Memory

(r) (%) L (PPL) | (Acc)T | (PPL)]  (Acc)? (%) | (%) 1 (iter/sec) T (MiB) |
FP16 LoRA (64) | 2.37,1.92 | 5.77 3480 | 544 43.10 Full QAT | 100 | 2252 | 150 67146
QLoRA (64) |237,1.92| 7.59 1853 | 655 20.85 QA-LoRA (64) 131 2130 3.13 22302
LoftQ (64) ‘ 2.37,1.92 ‘ 7.45 21.76 ‘ 6.46 30.17 QA-LoRA (256) 5.23 21.38 2.57 28528
LoftQ (256) | 9.49,7.70 | 7.14 25.85 6.40 34.69 RA-LoRA (64) 1.07 21.38 3.13 22176
RA-LoRA (64) | 2.14,1.73 | 733 23.42 6.46 34.69 RA-LoRA (256) 5.07 23.20 2.60 28052

RA-LoRA (256) | 837,698 | 7.07 28.96 6.29 35.90

Table 2: Results of 2-bit quantization-aware LoRA fine-
tuning (QLoRA, LoftQ and RA-LoRA) on Wikitext
and GSMS8K. (PPL) results (the lower, the better) from
Wikitext development set and (Acc)uracy results from
GSMSEK test set with LLaMA-2-7b/13b. (r) is target
rank.

36 /r" 3590 —a— RA-LORA (13B)
35.63 Rank Fix
34 4 34.69 34.69  _e— RA-LoRA (7B)
33.06 Rank Fix
32 4 —— LoftQ
€ 30 4’3017 29.34
>
(o}
e
3 28 A
<
- 27.24
24 23[42
24.11
221 & 2176
5 10 15 20

Trainable Parameter Ratio (%)

Figure 5: Comparison of 2-bit GSM8K fine-tuning accu-
racy with LLaMA-2-7B and LLaMA-2-13B across train-
able parameter ratios, showcasing RA-LoRA superior
accuracy over Rank Fix strategy (Li et al., 2024) (Guo
et al., 2024) at all trainable parameter ratios.

it to achieve up to a 3% performance increase on
the LLaMA-2-7b GSMSK task while using fewer
parameters than LoftQ’s trainable parameter count
of 2.37. This underscores RA-LoRA’s potential in
leveraging effective rank based on the sublayer’s
property on quantization errors, allowing for supe-
rior performance with a lower parameter budget.
Figure 5 showcases RA-LoRA’s performance en-
hancements across various training budgets, high-
lighting the limitations of a uniform rank applica-
tion across all sublayers (Rank Fix), which often
yields inferior performance gains. This limited per-
formance gains arise from not accounting for each
sublayer’s unique rank characteristics due to quan-
tization errors. Conversely, RA-LoRA’s strategy
of allocating ranks based on these characteristics

Table 3: QA-LoRA fine-tuning results on GSM8K with
and without RA-LoRA with LLaMA-2-7b. Average
iterations per second and maximum allocated memory
throughout the entire fine-tuning process. () is target
rank.

ensures singnificant improvements in performance
as the trainable parameter ratio increases. Notably,
RA-LoRA achieves a significant performance leap
in LLaMA-2-7B, with an accuracy of 26.31 at a
3.28% parameter ratio, surpassing LoftQ’s accu-
racy of 25.85 at a 9.49% parameter ratio. Further-
more, in the LLaMA-2-13B model, RA-LoRA dra-
matically reduces the required parameter ratio by
four times, achieving the same accuracy of 34.69
with just 1.73% of learnable parameters, compared
to LoftQ’s 7.70%, thereby demonstrating the effi-
cacy of targeted rank allocation.

7.3 Pushing Further for Fully Quantized 2-bit
Quantization-Aware Training (QAT)

We extend the application of RA-LoRA to the more
aggressive quantization-aware LoRA framework,
QA-LoRA (Xu et al., 2024), proposed for 2-bit
fully quantized weight inference. QA-LoRA main-
tains the quantization state after merging quantized
pre-trained weights (W) with FP16 adapters (AB),
updating the adapter weights as the zero-point quan-
tization parameter (z) in Eq. 1. Consequently, QA-
LoRA employs a zero-initialization method for
adapters.’

We apply our adaptive rank adjustment method
to QA-LoRA to enhance both accuracy and effi-
ciency in fully quantized inference. Fine-tuning
experiments on LLaMA-1-7B and LLaMA-2-7B
models using the Commonsense QA (CSQA)
dataset show that our rank adaptive approach (RA-
LoRA) consistently outperforms the baseline QA-
LoRA scenario with 2-bit fully quantized weights,
achieving higher accuracy with fewer parameters,
as detailed in Table 4. Additionally, Table 3 demon-
strates RA-LoRA’s effectiveness on the GSMSK

3Since adapter components A and B have differing dimen-

sions, applying LoftQ SVD-based quantization error initial-
ization to QA-LoRA adapters is not intuitive.

15780



LLaMA-1-7B CSQA Accuracy (%) T

LLaMA-2-7B CSQA Accuracy (%) T

Method | Bit | Rank Tr;‘,;,ll)ai’le PIQA Hell. ARC-E ARC-C | Ave. | PIQA Hella. ARC-E ARC-C | Ave.
(4

Pre-Trained | 16 | N/A | N/A | 7802 56.92 7529  41.81 |63.01 | 7856 57.14 7630  43.34 | 63.84
QA-LoRA | 2 | 16 059 | 7563 4842 6654 3515 | 5644|7383 4975 6553 3456 | 5592
RA-LoRA | 2 | 16 044 | 7603 4872 6661 3575 | 5678 | 7454 50.56 66.33  36.18 | 56.90
QA-LoRA | 2 | 64 232 | 7579 4882 6650 3575 | 5672|7421 5075 6675 3567 |56.85
RA-LoRA | 2 | 64 172 | 7633 4924 6671 3652 | 57.20 | 7573 51.05 6671 3643 | 5748
QA-LoRA | 2 | 256 | 867 |76.12 4892 6227 3660 |5723|74.88 5102 6726 3584 | 5725
RA-LoRA | 2 | 256 | 654 |7663 5096 67.59 3686 | 58.01 | 7599 5124 6720 3805 | 5812

Table 4: Results of 2-bit fully quantized QAT on commonsense QA tasks (PIQA, HellaSwag, ARC-E, and ARC-C)
using LLaMA-1-7B and LLaMA-2-7B models, with RA-LoRA indicating the application of a rank-adaptive

approach to QA-LoRA.

dataset with LLaMA-2-7B. Notably, RA-LoRA
surpasses quantization-aware training (Full QAT),
which updates all parameters.

To investigate the efficiency of 2-bit training, we
integrate our implementation with the custom ker-
nel® designed to efficiently handle operations with
quantized weights and FP16 inputs. This kernel
enables the packing of base weights for enhanced
storage and computational efficiency. For fair com-
parison of performance, we do not incorporate ad-
ditional memory optimization techniques, such as
checkpointing and gradient accumulation. The ben-
efits of this approach are clearly demonstrated in
the speed and memory shown in Table 3, show-
casing nearly double the speed improvement and
triple the memory savings when compared to tradi-
tional QAT methods. This significant enhancement
in both speed and memory usage underscores the
effectiveness of RA-LoRA, highlighting its poten-
tial for practical applications in much aggressive
quantization-aware LoRA framework.

Our RA-LoRA method has significantly im-
proved the correction of quantization errors com-
pared to alternatives like QLoRA or LoftQ. How-
ever, further boosting task accuracy for 2-bit quan-
tized models remains challenging. To address this,
we incorporated knowledge distillation (KD) tech-
niques into LoftQ (detailed in Appendix A.4 and
illustrated in Fig. 10). Although KD has greatly
enhanced task adaptation across various ranks, it
highlights the need for higher ranks. As future
work, we propose to enhance 2-bit fine-tuning ac-
curacy by dynamically adjusting ranks and opti-
mizing fine-tuning loss objectives with methods
like KD, aiming to approach full-precision model
performance.

®https://github.com/AutoGPTQ/AutoGPTQ

8 Conclusion

This paper presents Rank Adaptive Low-Rank
Adaptation (RA-LoRA) as an innovative solution
to the high parameter and memory challenges of de-
ploying large language models (LLMs). RA-LoRA
adjusts adapter ranks through rank-subspace anal-
ysis, significantly mitigating quantization errors
in low-bit scenarios and outperforming traditional
techniques. Our findings reveal that RA-LoRA
boosts accuracy in 2-bit fine-tuning of cutting-edge
LLMs while reducing the number of necessary
trainable parameters, marking a substantial leap
in quantization-aware fine-tuning by emphasizing
the critical role of rank subspace dynamics.
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Limitations

This study provides an initial analysis of the high-
rank nature of low-bit quantization errors and sug-
gests investigating sublayer diversity to mitigate
these errors. Although it highlights the distinct rank
properties of quantization errors across sublayers,
further exploration into the underlying reasons is
highly appreciated. Our research, primarily ori-
ented towards task-specific applications of LoRA,
also identifies instruction fine-tuning as a promis-
ing direction for future research, which could ex-
pand the scope of quantization-aware LoRA strate-
gies.
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A Appendix

A.1 Training Details

Natural Language Understanding (NLU).For
fine-tuning the DeBERTa-V3 (He et al., 2021)
model on the GLUE (Wang et al., 2019) tasks,
we consistently used a batch size of 32 across all
settings, following the LoftQ configuration. The
learning rate was tailored to each task as follows:
CoLA, RTE, and MRPC at 1E-4, STS-B at SE-5.

Natural Language Generation (NLG). We
fine-tuned the LLaMA-2-7b and LLaMA-2-
13b (Touvron et al., 2023) models on the wikitext
and GSMSK datasets. For wikitext, both models
were trained with a block size of 512 and a uniform
learning rate of 1E-4, regardless of the adapter rank,
using a batch size of 16.

In the case of GSM8K, a batch size of 16 was
employed for both models. When the target rank
was 128 or below, a learning rate of 3E-4 was used,
and for a target rank of 256, the learning rate was
set to 1E-4.

Evaluation with QA-LoRA. For applying QA-
LoRA (Xu et al., 2024) to the LLaMA-2-7b model
with GSMS8K fine-tuning, a batch size of 1 was
used. The learning rate was adjusted based on the
target rank: 3E-4 for ranks 64 and 1E-4 for a rank
of 256.

RA-LoRA Implementation To implement
the RA-LoRA algorithm, we used the hyper-
parameters o = 64 for Ry and R1, S = 16 for Ro
and R3, and v = 1 for R4, R5, and Rg. Specif-
ically, for LLaMA 3rd transformer block, follow-
ing each sublayer’s NCSV, we applied « to the
Query and Key sublayers, 3 to the Value and Out-
put sublayers, and v to the FC1, FC2, and Gate
sublayers. All experimental results in this paper
were measured using this combination of hyper-
parameters to evaluate performance and calculate
the trainable parameter ratio. This combination
of hyper-parameters can be further optimized, and
devising a method to more dynamically determine
the rank of sublayers according to NCSV values is
highly appreciated. Our implementation is based
on LoftQ (Li et al., 2024) git code and Huggingface
PyTorch code base’. The QA-LoRA experiment is
conducted based on the QA-LoRA source code®.

"https://github.com/yx1i2123/LoftQ
https://github.com/huggingface/transformers
8https://github.com/eltociear/qa-lora
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Figure 6: Singular values of low-rank adapters across
fine-tuning epochs with PPL performance. (a),(b) fine-
tuning LoftQ-1step initialization. rank 64 and 256 re-
spectively (c),(d) AB = 0 rank 64 and 256 respectively.
(OPT-1.3B 15th Query layer with Wikitext fine-tuning)

A.2 Supplementary Data for Main Analysis

Singular Values Evolution from Fine-Tuning We
extend the analysis of the evolution of adapter ma-
trix singular values during fine-tuning, as observed
in Fig. 2, to the OPT-1.3B model (Zhang et al.,
2022) undergoing fine-tuning on Wikitext. Consis-
tent with observations made in Sec. 5.1, we find
that with quantization error initialization, an in-
crease in singular values is evident across all posi-
tions for both rank 64 and 256. In contrast, with
zero initialization, an increase in singular values is
observed only in the few singular values, while the
remaining positions exhibit values close to zero.

Subspace Similarity with Quantization Error
In Sec. 5.2, we validate the learning adapters sub-
space similarity patterns in wikitext fine-tuning.
Similar to the findings presented in Fig. 3, high sim-
ilarity with quantization error in the Query layer
could be achieved with low ranks, while in the FC
layer, similarity increased progressively with the
expansion of the singular vector dimension spanned
as shown in Fig. 7.

A notable distinction was observed in the dimen-
sion at which similarity in the Query layer con-
verged, occurring much earlier than depicted in
Fig. 3. This phenomenon likely reflects the differ-
ing characteristics of the fine-tuning tasks. Given
that GSM8K (Cobbe et al., 2021) involves solving
multi-step mathematical problems, which is inher-
ently generation-based, it suggests a higher degree
of adapter learning might be required compared
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Figure 7: Normalized similarity between quantization
error and subspaces spanned by singular vectors of
learned adapter per layer. (a) Query projection (b) Up
protection, Left: Ua,_.,B,_s Right: Ua,_soB,_9s6
LLaMA-2-7b wikitext fine-tuning.
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Figure 8: Similarity distance heatmap between W,
and AB,—g4. (a) Query layer (b) FC1 layer. To visualize
the differences in color for each element of the heatmap,
we truncate the dimension along the j axis to 32.

to the language modeling task of Wikitext (Merity
et al., 2016). Such differences suggest that the rank
needed for similarity convergence in the Query
layer varies, implying that the effective rank may
differ based on the complexity of the fine-tuning
task. This variation underscores the notion that
the difficulty of the fine-tuning task can influence
the optimal rank for achieving effective learning
outcomes.

Subspace Similarity between Different Rank

Sij = ¢<qur7’a ABT: i, ])

||Ui‘l' UJ' ”2
= L Waerr ZABTE 1 1) (6)
min(i,

In this study, we employed two orthogonal ma-
trices to quantify the similarity between two sub-
spaces. These matrices utilize the right singular
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Figure 9: Fine-tuning performance ablation study across various ranks. Each cell represents the performance
degradation when adjusting the rank of specific sub-layers, as indicated on the x-axis during LLaMA-2-7B Fine-
Tuning on WikiText-2 with rank 256. (a) LoftQ (Li et al., 2024) (r = 256 PPL: 6.8427) (b) LQ-LoRA (Guo et al.,

2024) (r = 256 PPL: 6.6939)
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Figure 10: OPT-1.3b WikiText-2 LoftQ PPL results

with Knowledge Distillation methods with adapter rank

exploration. Logit KD denotes conventional logit dis-

tillation and TSLD denotes Token-Scaled Logit Distil-

lation (Kim et al., 2023) KD method for decoder-only

model.

unitary values from the SVD results of the quanti-
zation error matrix (W) and the learned adapter
matrix (AB,) with rank r respectively. Our goal
in this analysis was to gauge the degree of simi-
larity between the subspace spanned by the top
singular vectors and the corresponding subspace
spanned by the quantization error as described in
Eq. 6. Through this analysis, we aimed to observe
the extent to which the subspace of the learned
adapter matrix approximates the quantization error,
thereby providing insights into how effectively the
learned adapter can mitigate quantization errors.

In this analysis, we measure the similarity be-
tween the learned adapter and the subspace formed
by the top singular vectors of the quantization error.
This approach was chosen because, in the context
of strong 2-bit quantization errors, vectors beyond
the top-K singular vectors tend to exhibit a random
noise characteristic, making it challenging to de-
rive meaningful similarity values. As illustrated in
Fig. 8, an increase in similarity is observed as the
dimension of j increases when 7 is 0, a trend con-
sistent with what is observed in Fig. 3 and Fig. 8.
A key insight from this analysis is that there is a
variation in the degree to which similarity with the
quantization error subspace is restored, depending
on the type of sublayer as discussed in Sec. 5.2.

A.3 Rank Ablation Study

Another perspective to observe the diversity of ef-
fective ranks across sublayers is through a rank ab-
lation study. Fig. 9 explores the performance degra-
dation when assigning specific low ranks, rang-
ing from 4 to 64, to particular sublayers across
all layers, while keeping the overall rank fixed at
256. From Fig. 9(a), it is evident that the MLP
layers (FC1 - 3) exhibit a higher sensitivity to per-
formance degradation than the self-attention layer.
This finding aligns with discussions in Sec. 5.2 and
6.1 about the FC layer demonstrating characteris-
tics requiring a high rank.

In the case of Fig. 9(b), the results reflect an ex-
ploration using the LQ-LoRA (Guo et al., 2024)
method, which incorporates Fisher information in
the process of initializing the adapter with quanti-
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zation errors. This approach, considering task loss
through SVD initialization, shows an improvement
in performance from 6.8426 to 6.6939 with an over-
all rank of 256. Notably, the pattern of sensitivity
observed across sublayers remains consistent even
with the application of Fisher information. Thus,
through rank exploration, the diversity in rank char-
acteristics among sublayers can be reaffirmed.

A.4 Rank Exploration with KD

An additional intriguing aspect when exploring the
properties of adapter rank in the context of low-bit
quantization errors is the impact of Knowledge Dis-
tillation (KD) (Hinton et al., 2015). We sought to
investigate whether incorporating KD into adapter
learning could effectively tackle the adverse effects
of high-rank quantization errors.

In our exploration with the OPT-1.3b
model (Zhang et al., 2022) using the LoftQ
method for rank exploration, we examine how fine-
tuning performance changes when adding logit
distillation to the loss objective or Token-Scaled
Logit Distillation (TSLD) (Kim et al., 2023),
which facilitates better learning from the teacher
model in a decoder-only model.

The results reveal that logit distillation notice-
ably improves fine-tuning PPL performance across
all ranks, with TSLD further enhancing PPL. How-
ever, a critical observation is that a significantly
high rank is still required to approach full precision
performance. Thus, these experiments suggest that
by leveraging the performance-boosting effects of
logit distillation while handling high-rank charac-
teristics through rank-adaptive methods, it is possi-
ble to bring the performance of 2-bit quantization
closer to FP levels. We will leave these efforts for
future work.
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