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ABSTRACT

Scalability has driven recent advances in generative modeling, yet its principles
remain underexplored for adversarial learning. We investigate the scalability of
Generative Adversarial Networks (GANSs) through two design choices that have
proven to be effective in other types of generative models: training in a compact
Variational Autoencoder latent space and adopting purely transformer-based gen-
erators and discriminators. Training in latent space enables efficient computation
while preserving perceptual fidelity, and this efficiency pairs naturally with plain
transformers, whose performance scales with computational budget. Building on
these choices, we analyze failure modes that emerge when naively scaling GANs.
Specifically, we find issues as underutilization of early layers in the generator and
optimization instability as the network scales. Accordingly, we provide simple and
scale-friendly solutions as lightweight intermediate supervision and width-aware
learning-rate adjustment. Our experiments show that GAT, a purely transformer-
based and latent-space GANs, can be easily trained reliably across a wide range of
capacities (S through XL). Moreover, GAT-XL/2 achieves state-of-the-art single-
step, class-conditional generation performance (FID of 2.96) on ImageNet-256 in
just 40 epochs, 6 x fewer epochs than strong baselines.

INTRODUCTION

Figure 1: Curated examples of GAT-XL/2 on ImageNet-256. GAT-XL/2 exhibits strong gener-
ation capability (FID 2.96) within 40 epochs, 6x fewer than 1-NFE baselines (FID 3.43), while
keeping the characteristics of GANs such as latent interpolation (bottom two rows).

Recent breakthroughs in generative modeling have become a central driver of progress across core
areas of computer vision. These developments have accelerated in recent years, enabling capabilities
that were previously out of reach: state-of-the-art systems now support text-to-image (Rombach

et al.

2022

odell et al., 2023} [Esser et al.

2024,

an et al.| 2024)) and text-to-video synthesis (Yang

et al.

2024

Chen et al.| 2024; Bar-Tal et al.

2024;|Goog

, demonstrate practical applications

e DeepMind, 2025¢ib), and further enable the creation of 3D content 2025)

and large-scale world simulation models (Google DeepMind}, 20254).
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At the core of this advance is scalability: enlarging model capacity and data coverage reliably im-
proves performance, often near-monotonically. When pushed to sufficiently large regimes, these
trends yield marked gains in fidelity, coverage, and controllability. Crucially, these benefits depend
on scale-friendly choices, including architectures that maintain stable signal flow, training recipes
that remain well-behaved as width, depth, and batch size grow, and computational efficiency. Such
scaling behavior has already been demonstrated in certain types of generative models such as au-
toregressive and diffusion families (Tian et al., [2024; Peebles & Xiel |[2023; Liang et al., [2024).

By contrast, the scalability of Generative Adversarial Networks (GANs) has not been discussed
yet, despite its attractive single-step sampling efficiency and interesting property of semantic la-
tent space. While there have been attempts to train GANSs at large scale (Kang et al., 2023} Zhu
et al., 2025} |Sauer et al.l [2023), these efforts typically focus on a single high-capacity model with
extensive, task-specific tuning, and thus do not constitute evidence of genuine scalability.

In this work, we revisit GANSs in the aspect of scalability. We focus on two ingredients that have
proven central to the success of scalable generative models. First, these models are typically trained
in a low-dimensional latent space, enabling a dramatic reduction of the computational burden of both
learning and inference while preserving high perceptual fidelity. Second, they employ transformer
architectures, which are known for their scalability against width, depth, data, and compute.

Inspired by these two crucial factors, we combine these two elements to build a novel, scalable GAN
framework: we construct a pure transformer-based GAN that operates in a compact latent space and
study its behavior across substantial capacity ranges. We aim to assess the scalability of this design
and to clarify the architectural and optimization choices. Accordingly, we pinpoint the hurdles that
hinder adversarial training at scale. In detail, we identify the two key problems: (1) the early layers
of the generator become inactive, leading to marginal contribution in image synthesis and (2) naively
increasing depth and width with identical configuration leads to failures in convergence.

To address the first issue, we propose Multi-level Noise-perturbed image Guidance (MNG), which
provides supervision at multiple intermediate layers of the generator. Specifically, we leverage a
noise hierarchy: the synthesized images from earlier stages are trained to resemble the real data
perturbed by a stronger image-level Gaussian, and the noise level monotonically decreases with
depth. They serve as direct supervision for the generator’s intermediate layers, restoring early-layer
influence and improving layer-wise utilization throughout the network.

For the second issue, we focus on the fact that both the static initialization and optimization scheme
amplify output magnitudes as the model grows deeper and wider. Specifically, as model size in-
creases, the entire network tends to exhibit more rapid changes in its outputs per optimization step.
This phenomenon implies that the training speed changes proportionally to the model scale, po-
tentially causing instability in GAN training dynamics. Thus, we devise a simple scaling rule for
adjusting the hyperparameters, especially the learning rate, to preserve the constant magnitude of
changes in network output regardless of scale.

We experimentally validate that our framework, Generative Adversarial Transformers (GAT), is
successfully trained on various scales of model (GAT-S to GAT-XL) and achieves FID of 2.96, which
is the state-of-the-art performance in a one-step generation task on the class-conditional generation
in ImageNet-256 dataset only within 40 epochs of training, while keeping the advantages of GAN,
such as a single inference step or latent space manipulation (Fig. |1} more examples are available in
Appendix).

2 PROPOSED METHOD

2.1 PRELIMINARIES

Generative Adversarial Networks Generative Adversarial Networks (GAN) (Goodfellow et al.,
2014) is an adversarial learning framework between two networks, the generator G(z, ¢) and dis-
criminator D(I,c). Specifically, for a given randomly sampled latent code z € R?% ~ p. and
condition ¢, the generator G(z, ¢) synthesizes a fake image & € R¥*W>3 and the discriminator
learns to distinguish the real image » € R¥*Wx3 and the fake image &, while the generator learns
to deceive the discriminator.
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GAN has several interesting properties compared to other types of generative models, diffusion and
AR models. For example, it offers extremely low dimensional latent space (e.g. d, = 64) and
semantic latent space which is suitable for image manipulation. Moreover, its generation process
requires only a single inference step, making inference highly efficient. Despite these advantages,
GAN has not been explored in terms of scalability, which is one of the main cause of the success
of other generative model. In this paper, we study how to scale GAN using on the transformer
architecture that is already verified its scalability across various tasks.

2.2 GENERATIVE ADVERSARIAL TRANSFORMERS

We introduce Generative Adversarial Transformers (GAT), a transformer-based GAN framework
at the latent space of VAE, for the first time. Our primary goal is to preserve the design of trans-
former as much as possible to keep its scalability. Basically, we build GAT on the latent space of
VAE (Rombach et al.| 2022), following the recent advances in generative models (Rombach et al.,
2022; Peebles & Xie, [2023; Tian et al.,|2024). This allows us to efficiently increase the model size
by reducing the computation costs of the generative model largely. For simplicity, we use the terms
“VAE latent” and “image” interchangeably. In the following paragraphs, we describe our design of
generator and discriminator architectures.

Generator architecture Our generator adopts a standard Vision Transformer (ViT) architecture,
consisting primarily of a stack of transformer blocks. Since the generator does not take input images,
we remove the patchify layer and instead introduce an unpatchify layer (i.e., the RGB layer in
Fig.[2) to synthesize images. Specifically, the unpatchify layer acts as a linear decoder, comprising
normalization, linear projection, and reshaping operations. The output dimension of this linear
decoder scales with the patch size p, increasing proportionally to p?.

The transformer block (GAT block) follows the standard ViT design, but incorporates additional
conditioning via the latent code z and class condition c. Specifically, we employ a mapping network,
a simple MLP, that generates a style vector w from z and c. This style w is then used to modulate
features through adaptive normalization and Layerscale (Touvron et al.l [2021)), drawing inspiration
from StyleGAN (Karras et al.,[2019) and DiT (Peebles & Xie}[2023)). Concretely, we produce scaling
parameters «y and o from w, which control the de-normalization and Layerscale, respectively. Since
we adopt RMSNorm, the shift parameter is omitted. To enhance stability during early training, both
v and « are initialized to small values. Detailed explanations are provided in the Appendix.

Discriminator architecture The discriminator also adopts a Vision Transformer (ViT) backbone,
with Layerscale applied to the output of each transformer block. As in the generator, the Layerscale
parameters are initialized to small values to ensure stability during the early stages of training. To
perform real/fake classification, a dedicated [cls| token is appended to the sequence of visual tokens
before the first transformer block. This [cls] token is processed jointly with the other tokens and
subsequently passed through a linear projection head to produce the discriminator logit.

2.3 ACTIVATING EARLY GENERATOR LAYERS VIA MULTI-LEVEL NOISE-PERTURBED
IMAGE GUIDANCE

With the recent advances in GANs objectives (Huang et al., 2024), we observe that plain ViT-based
generators and discriminators at the base scale can be trained successfully in the VAE latent space.
However, analysis reveals that the early layers of the generator remain largely inactive. This means
that their computations only marginally contribute to the final output, indicating the generator in-
efficiently utilizes its model capacity (Fig. ). To address this inactivity of early layers, we draw
inspiration from MSG-GAN (Karnewar & Wang| [2020), which introduces supervision on interme-
diate generator outputs (i.e., multi-scale supervision). We leverage its multi-level supervision with
the explicit objective of increasing layer-wise contribution, particularly activating the early stages.

To this end, we propose the Multi-level Noise-perturbed image Guidance (MNG) strategy for train-
ing GANSs. Firstly, we divide the generator into multiple K stages and enforce auxiliary outputs at
each stage. Each intermediate output is connected to the final synthesis path through residual con-
nections, ensuring that information from early blocks is not discarded but accumulated across depth.
Throughout this process, for the intermediate output &, at k& stage, the output of the generator is



Under review as a conference paper at ICLR 2026

N VFM Alignment Logit
[ VAE Latents (Kx32x32x4) ] xN (DINOV2-B/16) g é xN
——
Scale <— MSHA/FFN
[ E FFN [ Transformer Blocks ] Scale
; Scale  +—| RMSNorm
X3 RMSNorm VAE Latents (Kx32x32x4 Tokens
( GAT Blocks E [ nts|(HX39%32x )] ots1] J
R Discriminator Transformer Block
X
[ GAT Blocks E z Scale <+ Generated Images 5
x HHSA Hq [®1, %2, .., Xk + [€1, ., €] g
( GAT Blocks E 1 Scale  +—|w ' : >l e
L) T RMSNorm . Multi-tevel =~ (pan 2) |3
= MLP Copies of Real Image  Noise-Perturb. 5
Fourier [ [M] Tokens (z.y) y [x X x] + [E €, ] E’o
Generator GAT Block Multi-level Noise-perturbed Guidance (MNG)

Figure 2: Generative Adversarial Transformers (GAT) architecture. Both the generator and discrim-
inator are built from transformer blocks, augmented with modulation in G and Layerscale in D.
Our generator synthesizes auxiliary outputs from intermediate layers, which are paired with multi-
ple noise levels and forwarded into the discriminator. Through supervision on intermediate outputs,
this Multi-level Noise-perturbed Guidance (MNG) encourages all layers to contribute to images and
consequently leverages the model capacity more effectively.

defined as follows:

G(Z7C) = [jlyiQa"'ajk]' (1)
Then, we perturb each intermediate output x; by a Gaussian noise with a predefined noise strength.
In detail, the pre-defined strengths build a hierarchy by assigning stronger noise perturbation to
earlier stages and weaker corruption to later ones. After perturbation, all perturbed images are for-
warded to the discriminator, guiding each generator stage to learn only the level of coarse structure
that survives under its pre-defined noise. This process is defined as follows:

E@pyap) =i +/1—ate, ay<as<--<ag, ag=1 e~N(01I) (2
¢ =D(&E([#1, ..., Tk]), c) = D([E(Z1), ..., E(Tk)], ©), 3)

where ¢ is the logit and & is the noised-perturbed counterpart of xj and oy, controls the degree of
perturbation for noise-level k, increasing exponentially with depth. For simplicity, we omit the noise
strength ay, for the noise perturbing operator £. Thus, earlier layers are supervised to match heavily
noised images (&), while later layers are aligned with clean targets (2 k), forming a coarse-to-fine
trajectory. For real data x, we use identical images for every level k.

This strategy encourages the early layers to capture global structure under strong noise corrup-
tion, while later layers progressively refine fine-grained details as the noise diminishes. By in-
corporating this multi-level noise supervision, applied through intermediate outputs of generator
and discriminator-side perturbations, we ensure that all layers contribute actively to the synthesis
process, mitigating the problem of inactive early layers. Our method introduces the coarse-to-fine
generation process into pure transformer architectures without introducing explicit resolution hier-
archies (i.e., multi-scale images). Importantly, this mechanism incurs only negligible computational
overhead while improving network utilization, especially in early layers.

2.4 SCALING RULE FOR STABILIZING THE TRAINING OF GAN

Recent diffusion models such as DiT (Peebles & Xie} |2023)) demonstrate scalability while adopting
identical hyperparameters regardless of model size. In contrast, we find that simply increasing the
model size under an identical configuration often leads to training divergence in GANs. This is
problematic as the manual tuning of hyperparameters for every scale would severely undermine
scalability. To address this, we propose a simple and principled scaling rule.

The key idea of the guiding principle is to maintain a consistent update magnitude across differ-
ent model widths. In practice, when each layer input is normalized to unit variance (as ensured by
normalization layers), the expected squared norm of the input grows linearly with the number of
channels. Consequently, the update rate of the model becomes proportional to both the learning rate
and the channel dimension. Since GAN training is known to be highly unstable and particularly
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sensitive to the choice of learning rate, preserving a constant update magnitude is crucial for pre-
venting divergence and ensuring stable adversarial training dynamics. Therefore, when scaling up
the model size, the learning rate should decrease inversely with the number of channels so that the
overall update scale remains stable.

Formally, let 7, denote the learning rate for the base model with channel size Chqs., Where the
base model is the model that we tune the hyperparameters. For a model with channel size Cyogel,
we define the learning rate adapted for this model 7,qap; as follows:

Cba se
C’model

“4)

Tadapt = Tlbase *

Our rule is conceptually related to the equalized learning rate (Karras et al., 2017) used in con-
ventional GANs, which normalizes parameter updates to be invariant to the channel size. In ar-
chitectures such as transformer-based generators and discriminators, where channel dimensions are
approximately constant across layers, our global scaling rule yields a similar stabilizing effect while
remaining easy to implement, without any changes in model implementation.

2.5 TRAINING OBJECTIVES

For adversarial learning, we deploy relativistic pairing loss (Jolicoeur-Martineaul 2018)) with the
approximated version of two-sided gradient penalty (Lin et al., [2025), following R3GAN (Huang
et al.| 2024)). Specifically, this objective is denoted as follows:

Ly = f(DE(G(z,c)),c) - D(E(x),c)), ®)
LY = f(D(E(),c) -~ DE(G(2,¢)),c)), (6)
Lii = Z|D(E(),c) = D(E(x+ €))%, 7
Lae = LIIDE(G(2,0)),¢) = D(E(G(2,0) +€), o), ®)

where f(-) is a softplus function and ¢’ ~ N (0, o) is a gaussian noise with a std o.

In addition, inspired by the rationale of feature-aided GANs (Sauer et al., 2021} Kumari et al.| [2022)
and recent diffusion work on representation alignment (Yu et al., [2024), we encourage the discrim-
inator to learn semantically rich Vision Foundation Models (VFM) features. Different from prior
work (Yu et al, 2024), we do not use the generator for alignment, as G takes noise as input and
it is difficult to obtain VFM features directly from the generated (fake) data. Let ¢(-) be a frozen
vision foundation model (e.g., DINOv2 (Oquab et al.,2023)), and let Hp(z) = {heis, h1,..., AN}
denote the discriminator’s [cls] token and NN patch tokens at the last layer. We obtain teacher to-
kens ff¢(x) = {heis, b1, ..., hx} by forwarding the same image through ¢. Then, this alignment
objective is defined as follows:

1 . R

Lrepa = N+l Z (sim(P(h;), hy))). ©)
ie€{cls,1:N}

Note that, this alignment objective is only applied with a real data, and P denotes a small learnable

MLP to align token dimensions.

In short, the full discriminator and generator objectives are
Lp =LY + McpLari + AacpLarz + ArepaLrEPA, Lo = EQ‘SV, (10)

where \,gp and Argpa are the strength of gradient penalty and alignment objectives, respectively.
For other details, we further elaborate them in Appendix.

3 EXPERIMENTS

Experimental settings. We conduct all experiments with class-conditional generation on Ima-
geNet (Deng et al., [2009) at a resolution of 256x256. For the evaluation metric, we mainly use
Frechet Inception Distance (FID) (Heusel et al., 2017) on 5K and 50K images. In line with standard
practice, we employ the pre-trained Stable Diffusion variational autoencoder (SD-VAE) (Rombach
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Table 1: Class-conditional generation on ImageNet-256 <256 (FID-50K). (Left) 1 or 2 Number
of Function Evaluation (NFE) generative models. (Right) Other generative models including au-
toregressive models and multi-step diffusion/flow models. Diffusion/flow entries are reported under
CFG, when applicable. Across both tables, ‘<2’ denotes that CFG yields 2 NFEs for each sam-
pling step. t: Leveraging ImageNet-pretrained discriminators, lowering FID more than the actual image
quality (Kynkéinniemi et al.}2022)). *: Using latent-space guidance (Zhang et al.,[2024), whose computational
overhead is negligible since it acts entirely within the GAN latent space.

Method Params NFE Epoch  FID Method Params NFE FID
2-NFE diffusion/flow from scratch

autoregressive/masking

iCT-XL/2 675M 2 - 20.30

iIMM-XL/2 675M  1x2 3840 777~ ARW/VQGAN 227M 1024 26.52
MeanFlow-XL/2  676M 2 240 293  MaskGIT 227TM 8 6.18
1-NFE diffusion/flow from scratch VAR-d30 2B 10>2 192
Shortcut-XL/2 675M 1 250 1060 gistusion/flow

MeanFlow-XL/2  676M 1 240 343 ADM S5AM 250x2  10.94
I-NFE GANs from scratch LDM-4-G 400M  250x2  3.60
StyleGAN-XL| 166M 1 - 2.30 SimDiff B 512x2 277
EESSEN é égi,[’[ } 480 g"?é DIiT-XL/2 675M  250x2  2.27
GAT-XL/2 602M 1 40 3:02 SiT-XL/2 675M  250x2 2.06
GAT-XL/2* 602M 1 40 296  SiT-XL/2+REPA 675M 250x2 1.42

et al., [2022) as a tokenizer for mapping between pixel and latent spaces. Accordingly, we train all
models at a VAE latent spatial resolution of 32x32, as SD-VAE’s downsample ratio is 8. Also, we
evaluate four model capacities, Small (S), Base (B), Large (L), and XLarge (XL), following previous
work (Peebles & Xiel [2023). We mainly perform experiments with patch size p=2. Each model is
named by its model and patch size; for example, GAT-S/2 for small model with a patch size of 2.

We use identical hyperparameters for every scale of models except the learning rate, which we
adaptively modify as elaborated in Sec.[2.4]. For class conditioning of discriminator, we use the
projection discriminator (Miyato & Koyama, 2018). Basically, we instantiate the generator and
discriminator with identically sized transformer backbones for each capacity. Every model is trained
at a training budget of 50K iterations with a 512 batch size, same as 20 epochs in ImageNet dataset,
and evaluated without the truncation trick or guidance (Zhang et al.,|2024), unless specified.

3.1 COMPARISON WITH PRIOR ARTS

We compare the proposed method with various types of generative models, including one or two-step
and multi-step GAN/diffusion/flow models. As reported in Tab.[l} our GAT-XL/2 achieves the state-
of-the-art FID-50K on ImageNet-256. Notably, it reaches this performance with only 40 epochs,
substantially fewer training epochs than prior methods. This experimental result implies strong data
efficiency of the proposed method and suggests further gains can be achieved with longer train-
ing. More importantly, it shows that GANs possess generative capabilities that are not significantly
inferior to those of other generative models.

3.2 TRAINING GAT ON VARIOUS SCALES

Model size. We trained GAT across various model capacities, then measured the FID-50K for every
10K iterations. As shown in Fig.[3a] we observe that larger models consistently achieve lower FID,
and this advantage mostly persists throughout training rather than appearing only at convergence.
This scaling behavior shows that the training GAN can be easily scaled up, similar to other types of
generative models, with minimal modification in hyperparameters.

Patch size. We further assess the robustness of the proposed method against tokenization granularity
by performing experiments with a larger patch size of p=4 for the Small and Base configurations. As
shown in Fig. [3b] the models are successfully trained and attain acceptable FID across patch sizes,
indicating that the proposed method can be easily extended across various patch sizes.
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Figure 3: Scalability of GAT. (a) Training curve of FID-50K across the various model sizes shows
that the performance is monotonically increasing as the model size is scaled up. (b) Training curve of
FID-5K across the various patch sizes. With an identical number of parameters, we observe that the
higher computational power of models enhances the generation capability. (c) We observe strong
negative corrlatin between FID-50K and GFLOPs, proving that the models with higher compute
systematically yield better FID.
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(a) Feature visualization by PCA top 3 components (b) Effect of each block on LPIPS

Figure 4: Visualization of intermediate features of the generator and their effects on the generated
images. (a) Both GAT models reveal the coarse-to-fine synthesis process, but without the Multi-
level Noise-perturbed image Guidance (MNG), the generator’s early layers become largely inactive,
showing feature visualizations change only marginally, whereas our method activates these layers
much earlier. (b) LPIPS distances while ablating Transformer blocks one by one. Without MNG,
removing early blocks yields only minor changes in the output, despite those blocks producing
coarse information, indicating computational inefficiency in the generator’s early layers. GAT-S/2'*
doubles the number of blocks relative to GAT-S/2 for finer block-level analysis.

GFLOPs. Model complexity is commonly measured by GFLOPs. Therefore, we also plot FID-
50k against the transformer’s computational cost measured in GFLOPs, and compute the correlation
between the model’s performance and its GFLOPs. As shown in Fig. we observe a strong
negative correlation (-0.95): models with higher compute systematically yield better (lower) FID.
These results indicate that scaling improves performance and that the proposed GAT is scalable and
effectively utilizes the scalable characteristics of transformer architectures. Note that, GFLOPs are
computed for a single forward pass of the generator.

3.3 ABLATION STUDY

Multi-level Noise-perturbed image Guidance (MNG) (Sec @ As discussed earlier, we first
demonstrate that a vanilla GAT without MNG displays inactive features in early layers. Accord-
ingly, we perform a block-level analysis while ablating MNG. To this end, we visualize intermediate
features for each transformer block using PCA. As shown in Fig. [da] early-layer features are highly
redundant without MNG, indicating that most early layers remain inactive. In contrast, our method
yields well-distributed feature activations throughout the entire network.

As shown in Fig.{4b| to measure per-block influence, we ablate each transformer block, re-synthesize
the image, and compute the LPIPS distance to the unablated output; smaller LPIPS implies a lower
perceptual contribution on the generated images. We compute these statistics on 10K images.
Aligned with the above observation, the model without MNG exhibits weak early-layer contribu-
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Figure 5: Ablation study. (a) Multi-level Noise-perturbed image Guidance (MNG) consistently en-
hances the performance throughout the entire training (vs. w/o MNG) and also surpasses the original
MSG-GAN, which degrades images by resize operation (vs. MSG). (b) Effect of adaptive learning
rate scaling. Each model converges stably with its own 7,qap, While transferring it with another
model’s 7 leads to severe degradation. (c) The REPA objective substantially improves performance,
indicating that advances from diffusion models can transfer effectively to GAT.

tion on the generated images, that is, most of the generative process is concentrated in the later
blocks. By contrast, our model shows a progressively decreasing contribution from early to late
layers, which is precisely consistent with MNG’s objective of coarse-to-fine synthesis: intermediate
layers receive sufficient guidance, responsibility is distributed across depth, and the network’s ca-
pacity is utilized more uniformly. Note that the last layer tends to spike, likely because it is located
directly before the final synthesis result.

Furthermore, we evaluate MNG in a quantitative way. We plot the FID-5K training curves in Fig.[5a]
We evaluate four variants: (i) MSG (replacing noising-based degradation with resize-based degrada-
tion, following MSG-GAN (Karnewar & Wangl, [2020)), (ii) w/o MNG, (iii)) MNGe-lin (linear noise
schedule), and (iv) MNG-exp (exponential noise schedule, our default setting). Across runs, our
base setting, MNG-exp, consistently achieves the best (lowest) FID, outperforming both the no-
MNG baseline and the linear schedule. Interestingly, MSG delivers the weakest performance. We
hypothesize that, as reported in prior work (Lin et al.l 2021} Kang et al.,[2023), feeding the discrim-
inator multi-scale outputs can overemphasize cross-scale consistency, which in turn suppresses gen-
erative quality. In contrast, our MNG perturbs a single degraded counterpart with stochastic noise
at multiple levels, providing diversity without enforcing strict cross-scale alignment, and thereby
avoiding the aforementioned failure mode.

Adaptive learning rate (Sec.[2.4). For each model, an appropriate learning rate is determined by
the adaptive learning rate strategy, which ensures stable convergence. To assess the effectiveness
of this strategy, we conduct a cross-check experiment by reusing configurations across scales (i.e.,
training GAT-S/2 with the 7),qape 0f GAT-B/2; and vice versa). In this naive setting where we reuse
the configuration of another model, performance degrades substantially: GAT-S/2 converges slowly
due to an overly small learning rate, while GAT-B/2 diverges under an excessively large learning
rate. These results indicate that our adaptive learning rate strategy reliably selects a proper learning
rate across scales without any manual tuning, a key factor for scalability.

VFM alignment objective Lrgpa (Eqn. E]) We ablate the REPA objective, which aligns discrim-
inator representations with those from a Vision Foundation Model (VFM), as in Fig. REPA
significantly and consistently enhances the performance of the generator, although we impose a
feature alignment objective only on the discriminator. Furthermore, this result implies that recent
techniques developed for diffusion models using VFMs (Yao et al., |2025} |Chen et al.l 2025) can
transfer effectively to our GAT framework.

3.4 FURTHER ANALYSIS

Decoupled analysis of Generator and Discriminator scaling. We analyze the relative contribu-
tions of G and D by scaling them individually. As shown in Fig. [6a] training remains stable and
performance improves in both cases, but the gains from scaling the discriminator are notably larger.
This suggests that the discriminator plays a more critical role, as enhancing the quality of its feed-
back provides stronger benefits than merely increasing the capacity of the generator. In addition,
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this observation aligns with our discussion below on the importance of representation learning in
discriminators, highlighting its central role in adversarial learning.

Representation Alignment of Generator and Discriminator. Recent work on diffusion mod-
els (Yu et al., [2024) shows that generation quality tends to be proportional to the degree of fea-
ture alignment to Vision Foundation Models (VFMs). Motivated by this, we evaluate the feature-
alignment metric CKNNA (Huh et al.| 2024) of both the generator and discriminator against
DINOV2-g on real and fake data (Fig.|6b). Our intuition is that generated samples tend to fall within
the discriminator’s well-established feature space, where representations are most reliable. In this
space, the discriminator can provide strong and effective guidance, from which the generator consis-
tently benefits, leading to higher-quality synthesis. Accordingly, as the generative performance of G
is tightly coupled with the representation learning ability of D, further strengthening discriminator
representations may be a promising direction for future work.

4 RELATED WORKS

Generative Adversarial Networks (GANSs) are trained through an adversarial game between a
generator and a discriminator. The progress is mainly driven by architectural innovations and im-
proved objectives. Architecturally, advances have largely come from convolutional models, es-
pecially the StyleGAN family (Karras et al., 2019} 2020), later extended to large-scale text-to-
image generation (Kang et al., 2023 Sauer et al., [2023)), though still limited to pixel space gen-
eration. Transformer-based approaches have also been explored (Jiang et al.| [2021; [Zhao et al.,
2021} [Lee et al., [2021)), but their reliance on complex modification from plain transformer architec-
tures and heavy hyperparameter tuning limits scalability. On the objective side, many adversarial
losses (Goodfellow et al.l 2014} |Arjovsky et al.l 2017 |[Lim & Ye, 2017; Mao et al., [2017) and
regularization schemes (Mescheder et al., 2018 |Gulrajani et al., [2017) have been proposed, with
R3GAN (Huang et al.| 2024) recently combining gradient penalties with a relativistic objective for
greater stability. In this work, we establish a GAN framework in the latent space of a VAE, adopt a
fully transformer-based design, and provide an empirical study of its scalability.

Scalability of generative models is a key factor in recent breakthroughs. Diffusion and flow mod-
els have demonstrated clear gains from transformer backbones (Peebles & Xie, [2023; Ma et al.,
2024) and systematic scaling with data and compute (Liang et al. [2024)), with latent-space tok-
enizers (Rombach et al.l [2022; |Yao et al.| [2025; |Chen et al., |2025), enabling efficient training and
high-resolution synthesis (Esser et al.| [2024; [Podell et al.| |2023)). Likewise, autoregressive models
also have benefited from transformer scaling leading to substantial advances in generation quality in
various domains, from class-conditional image generation to text-to-image synthesis (Chang et al.,
2022; [Tian et al.l 2024} Han et al.l 2024). In this work, we revisit the GANs framework through
transformer-based latent architectures, which preserve single-step inference while inheriting the fa-
vorable scaling behavior of transformers.

5 CONCLUSION

We revisit GAN scalability by pairing VAE-latent training with plain transformer generators and
discriminators. Addressing early-layer underuse and scale-coupled instability with lightweight in-
termediate supervision and width-aware learning-rate scaling yields GAT, which trains reliably from
S to XL and reaches state-of-the-art one-step ImageNet-256 in 40 epochs (6x fewer than strong
baselines). We hope our work will serve as a strong step forward in the potential of scaling GANs.
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6 REPRODUCIBILITY STATEMENT

We provide the experimental settings and detailed hyperparameters in Sec. [3] and Appendix [A.T]
Also, we plan to release our code and pretrained model checkpoints for reproducibility.
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A APPENDIX

A.1 IMPLEMENTATION DETAILS

We provide the configurations for all model sizes, including the parameter counts of the generator
and discriminator in Fig. [2| Also, we report the detailed FID-50K score at 50K iterations in Tab.
which is used for visualizing Fig.

Generator We design our models following common conventions from ViT (Dosovitskiy et al.)
and StyleGAN [Karras et al.[|(2020). We use a latent code z of dimension d, = 64, and initialize
the class embedding with the standard ViT token scale of 0.02. The mapping network is a shallow
MLP whose width matches the transformer hidden dimension; it consists of two linear layers with a
single nonlinearity, using SiLU in line with transformer practice.

Following StyleGAN, we train the mapping network with a learning rate that is 100x smaller than
the rest of the generator. The main GAT block is as described in the paper, and we additionally adopt
techniques reported to improve transformer performance, Rotary Positional Embeddings (RoPE) (Su
et al.| [2024), SwiGLU-FFN (Shazeer, 2020), and gk-normalization. Finally, all scaling parameters
produced from style codes are initialized to have a variance 0.1.

For the number of intermediate outputs K, we use k = 4 for every model size. These outputs are
synthesized at uniform intervals across the generator’s GAT blocks. For example, in GAT-XL/2 with
28 layers, we take an output every 7 layers.

Discriminator The discriminator largely follows a standard ViT, with the sole exception that each
module output is gated by a Layerscale factor; all Layerscale vectors are initialized to 0.1. Similar
to the generator, every transformer block uses RoPE, a SwiGLU feed-forward network, and gk-
normalization. The projection layer, for the VFM-alignment objective, P follows REPA (Yu et al.,
2024) and is implemented as a 3-layer MLP with a hidden dimension of 2048. Also, we deploy
DINOvV2-B as a vision foundation model to align with.

During training, we apply differentiable augmentation (Zhao et al [2020). To combine it with the
noise-adding operations (approximated GP and multi-level noise-perturbation guidance), we pro-
ceed as follows: upon receiving an input image, we first add the perturbation used for the approx-
imated GP, then apply the augmentation, and finally apply the multi-level noise perturbations. For
the approximated GP, the same noise magnitude is used for all noise levels (¢ = 0.01).

Noise sampling and schedule for MNG We design the image signal doubles at each successive
output. Since the final output should be a clean image, for £ = 4 we set
(al,ag,ag,cm) = (0125, 025, 05, 10)
In addition, we build the noise at each level cumulatively, starting from the noise added to the clean
image and accumulating the newly sampled noise for constructing lower-level noise.
Given noise ¢;, at level k, we obtain the noise €;_1 at level kK — 1 as follows:
€k—1 = ThEL + Ok Nk, n ~ N(0,1),

where the signal schedule is a1 < -+ < ag with ag =1, and

Ak—1
Ty = , (7}9:\/1—7“]%.
g

This noise sampling preserves the variance of € at every level while keeping the noise already
sampled at the higher levels.

Other hyperparameter Basically, every hyperparameter is shared across any size of models, ex-
cept the learning rate. We train with a gradient-penalty coefficient A\,gp = 1 x 10~ and VFM align-
ment objective coefficient Aggpa = 1. The optimizer is AdamW with (81, 32) = (0.0, 0.99) (fol-
lowing common GAN practice such as StyleGAN). We apply exponential moving average (EMA)
to the generator with decay 0.999. Also, we use a batch size of 512, bf Loat 16 precision, gradient
checkpointing, and PyTorch Scaled Dot-Product Attention (SDPA) implementation.
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Table 2: Model configuration and parameter counts (M = million).

Model Layers Dim Heads G params D params

GAT-S 12 384 6 29.36M 39.21IM
GAT-B 12 768 12 116.75M  104.68M
GAT-L 24 1024 16 408.75M  323.04M

GAT-XL 28 1152 16 602.25M  467.68M

Table 3: FID-50K at 50K iterations across model sizes.

Model FID-50K
GAT-XL/2 4.021
GAT-L/2 4.600
GAT-B/2 9.534

GAT-S/2 15.237

For learning rate, we use 4 x 10~ as the base learning rate for the GAT-S model. After applying our
adaptive learning rate rule, the per-size learning rates are: (GAT-S, GAT-B, GAT-L, GAT-XL) =
(4x107%,2x 1074, 1.5 x 1074, 1.33 x 107%).

Latent-space guidance For the main results in Tab. [I} we employ latent-space guidance (Zhang
et al., 2024) with a strength of 1.1, applied to the first 30% of transformer blocks. The guidance
operates entirely in style space: for each z, we compute a class-mean style and apply extrapolation
on the class-specific style vector. As it reduces to arithmetic on style vectors, the computational
overhead is negligible.

Compute resource For our largest experiment, training GAT-XL/2 within 40 epochs in ImageNet-
256 dataset requires about 12 days with 8 x NVIDIA RTX A6000 GPU.

A.2 ADDITIONAL RELATED WORKS
We simply explain the baselines that we compare with in Tab.

* VQGAN (Esser et al) 2021)) introduce the GPT-like autoregressive model on the dis-
cretized visual tokens to build the generative model.

* ADM (Dhariwal & Nicholl [2021)) proposes the U-Net-based diffusion architecture with a
classifier guidance, firstly beating the GAN counterpart in image generation task.

* MaskGIT (Chang et al., [2022) proposes a parallelized decoding strategy to improve the
inference speed of autoregressive models.

* LDM (Rombach et al., 2022) proposes to train diffusion model on the latent space of pre-
trained VAE, enhancing the generation capability and inference speed.

» SimDiff (Hoogeboom et al.,[2023)) improves the standard denoising diffusion model to train
directly in pixel space on high-resolution images.

* DiT (Peebles & Xie| |2023) proposes replacing the conventional U-Net backbone in diffu-
sion models with plain (non-hierarchical) transformers with AdalLN-zero layer.

* iCT (Song & Dhariwal, |2023)) introduces distillation-free consistency training recipe,
which surpasses previous consistency distillation.

* SiT (Ma et al., [2024)) conducts an in-depth study showing that transitioning from discrete
diffusion to continuous flow matching makes DiT training more efficient.

* VAR (Tian et al.| |2024) introduces visual autoregressive model that substitutes spatial au-
toregression with progression across scales.

* MAR (Li et al.,2024) proposes a framework for training autoregressive models on contin-
uous tokens by introducing a shallow diffusion model to sample the next token.
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 Shortcut (Frans et al.| 2024])) learns the shortcut between two apart timestep to predict the
single-step denoising direction.

* iMM (Zhou et al., 2025) proposes the method to train few-step generators from scratch by
using self-consistent interpolants and matching all moments along the data.

* MeanFlow (Geng et al., [2025) introduces one-step generative framework which predicts
average velocity, the time integral of the instantaneous velocity.

A.3 TRAINING CURVE OF GAT-XL/2 (FID-50K)

9.0
8.4 GAT-XL/2

ID-50K

w 4.4

3.8
3.4
3.0

20K 40K 60K 80K 100K
Training Iteration

Figure 8: Training curve of GAT-XL/2 until 40 epochs.
We additionally report the FID-50K training curve for GAT-XL/2 up to 100K iterations (i.e., 40

epochs). The metric decreases monotonically, suggesting that further training would likely yield
additional improvements.

A.4 ADDITIONAL VISUALIZATIONS

In the following, we provide additional visualizations of our model. The section comprises three
parts:

* Generated samples across model scales (20 epochs).
* Latent interpolation examples from GAT-XL/2.
* PCA visualizations of intermediate features from GAT-XL/2.

* Additional generation results from GAT-XL/2.
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A.5 GENERATED EXAMPLES FROM MODELS WITH VARIOUS SCALES (20 EPOCHS)

We provide uncurated examples generated from models with various scales. For fair comparison,
we use the models trained for 20 epochs.

(a) GAT-S/2 (b) GAT-B/2 (c) GAT-L/2 (d) GAT-XL/2

Figure 9: Uncurated examples across model scales. From left to right, model size increases from
GAT-S to GAT-XL. All models are trained for SOK iterations (i.e., 20 epochs).
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(a) GAT-S/2 (b) GAT-B/2 (c) GAT-L/2 (d) GAT-XL/2

Figure 10: Uncurated examples across model scales. From left to right, model size increases from
GAT-S to GAT-XL. All models are trained for 50K iterations (i.e., 20 epochs).
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A.6 LATENT INTERPOLATION EXAMPLES (GAT-XL/2)

Figure 11: Latent interpolation examples between intra-class images.
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Figure 12: Latent interpolation examples between inter-class images.
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A.7 VISUALIZATION OF INTERMEDIATE FEATURES OF G AND D (GAT-XL/2)

We visualize intermediate features of G' and D (GAT-XL/2) by projecting onto the top-3 PCA com-
ponents. Visualizations are taken from every other block, with rows ordered as: image, feature, and
attention map.

Figure 13: Feature visualization of G. Figure 14: Feature visualization of D.
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A.8 ADDITIONAL QUALITATIVE EXAMPLES

X
Pt ETAR O

Figure 15: Uncurated examples from GAT-XL/2 (40 Figure 16: Uncurated examples from GAT-XL/2 (40
epochs). Class 207, truncation ¢=0.15 epochs). Class 992, truncation ¢=0.15
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Figure 17: Uncurated examples from GAT-XL/2 (40 Figure 18: Uncurated examples from GAT-XL/2 (40
epochs). Class 27, truncation 1=0.15 epochs). Class 63, truncation 1=0.15
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Figure 19: Uncurated examples from GAT-XL/2 (40 Figure 20: Uncurated examples from GAT-XL/2 (40
epochs). Class 360, truncation y=0.15 epochs). Class 555, truncation ¢=0.15
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Figure 21: Uncurated examples from GAT-XL/2 (40 Figure 22: Uncurated examples from GAT-XL/2 (40
epochs). Class 387, truncation ¢=0.15 epochs). Class 972, truncation ¢=0.15
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A.9 USAGE OF LLM

We used an LLM as a writing assistant to help with the writing of the manuscript.
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