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Abstract001

Allusion recognition—a task demanding002
contextual activation of cultural knowl-003
edge—serves as a critical test of large language004
models’ (LLMs) ability to deploy stored infor-005
mation in open-ended, figurative settings. We006
introduce a framework for evaluating Persian007
literary allusions through (1) classical poetry008
annotations and (2) LLM-generated texts009
embedding allusions in novel contexts. By010
combining knowledge assessments, multiple-011
choice tasks, and open-ended recognition, we012
isolate whether failures stem from knowledge013
gaps or activation challenges. Evaluations014
across 11 LLMs reveal a critical disconnect:015
while models exhibit strong foundational016
knowledge and high multiple-choice accuracy,017
their performance drops significantly in018
open-ended settings, particularly for indirect019
references. Reasoning-optimized models020
generalize better to novel contexts, whereas021
distilled models show marked degradation022
in cultural reasoning. The gap underscores023
that LLMs’ limitations arise not from missing024
knowledge but contextual recall failure—an025
inability to spontaneously activate cultural026
references without explicit cues. Our work po-027
sitions allusion recognition as a benchmark for028
evaluating contextual knowledge deployment,029
urging training paradigms that bridge factual030
recall and culturally grounded reasoning.031

1 Introduction032

Allusion—the indirect reference to a culturally or033

historically significant entity—poses a unique chal-034

lenge for both human readers and language mod-035

els. Recognizing an allusion requires more than036

surface-level comprehension: it demands retriev-037

ing culturally situated background knowledge and038

applying it in a new context. This makes allusion039

recognition an ideal setting for evaluating model040

recall—the ability of a model to retrieve and deploy041

knowledge it already possesses, rather than merely042

generating plausible continuations.043

Poet حافظ (Hafez)
Theme مذهبی (Religious)
Entities خلیل (Khalil), سرد (Cold)", جان (Soul),

آتش (Fire), رب (Lord)
Content سرد است من جان در که آتش این رب یا

خلیل بر کردی که آنسان کن

(O Lord, cool this fire that is in my soul,
as you did for Khalil.)

Allusion ابراهیم حضرت (Prophet Abraham)
Description بر خداوند توسط آتش کردن گلستان

ابراهیم حضرت

(The cooling of the fire by God upon
Prophet Abraham)

Table 1: An example from the Persian Poems (PersPo-
ems) Dataset.

While large language models (LLMs) excel in 044

factual recall and generalization, their ability to ac- 045

tivate knowledge in open-ended, figurative settings 046

remains underexplored. Prior work has critiqued 047

multiple-choice (MC) formats for LLM evaluation 048

and advocated for open-ended tasks to assess rea- 049

soning (Myrzakhan et al., 2024), with some propos- 050

ing MC conversions for efficiency (Zhang et al., 051

2024). However, these studies focus on numerical 052

or logical tasks, leaving figurative language, partic- 053

ularly allusion, understudied. Unlike metaphors or 054

idioms (Chakrabarty et al., 2022; Khoshtab et al., 055

2025; Rezaeimanesh et al., 2025), allusions are less 056

formulaic and demand recognition of indirect, cul- 057

turally embedded references, making them a robust 058

test of cultural reasoning. Limited work, such as 059

Han et al. (2025), explores allusion through a Chi- 060

nese historical allusion dataset to fine-tune models 061

for improved poetry generation. 062

We introduce an evaluation framework for al- 063

lusion recognition in Persian literature, a tradi- 064

tion rich in symbolic and indirect references. We 065

construct two datasets: (1) 200 annotated lines 066

of classical Persian poetry (PersPoems), and (2) 067

75 LLM-generated allusive texts embedding the 068

same allusions in novel out-of-distribution contexts. 069
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These datasets isolate knowledge from memoriza-070

tion, probing LLMs’ ability to recognize allusions071

in unfamiliar settings. Our dual framework com-072

bines multiple-choice tasks (isolating discrimina-073

tive skills) and open-ended recognition (testing074

spontaneous knowledge activation), alongside a075

knowledge assessment of 127 core allusions.076

Key findings reveal a critical disconnect: while077

LLMs exhibit factual knowledge of allusions (e.g.,078

identifying referenced entities), they struggle to079

activate it in open-ended tasks, with performance080

dropping sharply compared to multiple-choice set-081

tings. Reasoning-optimized models generalize082

better across datasets, suggesting improved cul-083

tural reasoning integration. The disparity between084

knowledge and recognition reveals that recall fail-085

ure, not lack of knowledge, hinders LLMs’ inter-086

pretive capabilities, underscoring challenges in con-087

textual knowledge application.088

2 Allusion Datasets089

Here we describe the two datasets used in our ex-090

periments: a collection of Persian poems contain-091

ing allusions and a set of allusive LLM-generated092

texts created to test allusion recognition capabilities093

beyond potential training data memorization. De-094

tailed information about dataset construction and095

annotation is provided in Appendix A.096

2.1 Persian Poems (PersPoems)097

To assess LLMs’ ability to detect allusions, we098

build a dataset of 200 Persian poetry lines (PersPo-099

ems), annotated with “poet,” “theme,” “entities,”100

and “description” (Table 1). Sourced from “Gan-101

joor,” the dataset is validated by domain experts and102

spans six themes: Mythical-Historical, Religious,103

Mystical, Quranic, Romantic, and Other, based on104

works like (Shamisa, 1996, 2008). Allusion distri-105

bution is shown in Table 2.106

Two expert annotators with Persian literature107

degrees independently identified allusions, provid-108

ing explanations compared with online resources.109

Consensus annotations were finalized; otherwise,110

community-validated online data was used. This111

process achieves an 84.5% inter-annotator agree-112

ment, ensuring reliable ground truth for LLM eval-113

uation.114

2.2 LLM-Generated115

To investigate memorization versus true under-116

standing, we develop a dataset of 75 novel allu-117

sive texts generated by Claude 3.7 Sonnet, chosen118

Allusion Category Count

Religious 112
Quranic 58
Mythical-Historical 31
Romantic 19
Mystical 12
Other 2

Table 2: Distribution of allusion categories in the Per-
sPoems dataset, containing 200 poems, with some con-
taining multiple types of allusions.

for its strong grasp of Persian cultural elements. 119

Using diverse allusions from our Persian poetry 120

collection, we prompt the model to create passages 121

embedding these allusions indirectly. This enables 122

testing LLMs’ ability to identify allusions in new 123

contexts, emphasizing reasoning over training data 124

retrieval. 125

3 Evaluation Methodology 126

We detail our experimental setup for evaluating 127

LLMs’ allusion recognition, covering knowledge 128

assessment, multiple-choice recognition, and open- 129

ended recognition testing. 130

3.1 Knowledge Assessment 131

To establish LLMs’ baseline knowledge of allu- 132

sions, we compiled 127 distinct allusions from the 133

Persian Poems dataset, including canonical and 134

variant forms. We designed a protocol to evalu- 135

ate LLMs across: (i) Source identification: Origin 136

text, historical, or cultural context. (ii) Semantic 137

explication: Literal and figurative meanings. (iii) 138

Narrative components: Story arcs, key characters, 139

and plot elements. (iv)Domain-specific details: (a) 140

Quranic references: Surah, verse, and revelation 141

context. (b) Hadith citations: Narrator and contex- 142

tual meaning. (c) Mystical concepts: Philosophical 143

frameworks, symbolism, and history. 144

An expert manually classified responses as (1) 145

complete and accurate, (2) partial or imprecise, or 146

(3) incorrect or absent knowledge. Partial or incor- 147

rect responses indicate knowledge gaps affecting 148

recognition. This assessment helps determine if 149

recognition failures arise from knowledge deficits 150

or ineffective application in context. By quantify- 151

ing each model’s foundational knowledge of the 152

allusions themselves, we can more precisely ana- 153

lyze whether recognition failures in later tasks stem 154

from knowledge gaps or from inability to deploy 155
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PersPoems Dataset LLM-Generated Dataset
Model Name Knowledge Open-ended Multi-choice Open-ended Multi-choice

Llama3.3 70B 93.7 47.5 90.5 41.3 92.0
Gemma3 27B 86.6 58.5 88.5 46.0 90.6
DeepSeek R1 93.7 72.5 91.0 72.0 94.6
DeepSeek V3 96.1 64.0 92.5 46.6 92.0
QwQ-32B 44.9 39.0 74.0 40.0 69.3
R1-distill Qwen-32B 52.7 22.5 79.5 20.0 81.3

Gemini-2.0 Flash 97.6 74.0 92.0 72.0 96.0
GPT-4o Mini 95.2 58.5 88.5 44.0 89.3
GPT-4.1 97.6 74.0 93.5 74.6 96.0
Claude 3.5-Sonnet 100.0 80.5 93.5 — —
o1-mini 63.8 40.5 84.0 40.0 86.6

Table 3: Allusion recognition accuracy (%) on PersPoems and LLM-Generated Datasets across evaluation types.
The “Knowledge” column reports the knowledge assessment accuracy. (The upper section lists open-source models;
the lower shows closed-source models.) (Since Claude was used in the LLM-Generated dataset, we do not include
its numbers.)

existing knowledge effectively when encountering156

allusions in context in different settings.157

3.2 Multiple-Choice Recognition158

We assess LLMs’ ability to recognize allusions us-159

ing a multiple-choice format, bridging knowledge160

possession and open-ended identification. For each161

sample in both datasets, LLMs received the text162

and five allusion options, selecting the correct one163

or “0” for no allusion, testing confident negative164

recognition. Distractors were chosen strategically:165

(i) For “Religious” or “Quranic” allusions, options166

were from the same category, leveraging their di-167

versity. (ii) For “Mythical-Historical”, “Mystical”,168

“Romantic”, or “Other” allusions, distractors were169

pooled from these related categories, sharing con-170

ceptual or narrative similarities.171

This setup tests fine-grained discrimination be-172

tween similar allusions. By isolating recognition173

from generation, we identify whether LLMs strug-174

gle with distinguishing allusions or retrieving them175

without cues, clarifying recognition mechanisms.176

3.3 Open-ended Recognition177

We evaluate LLMs’ ability to autonomously rec-178

ognize allusions without options, testing cultural179

knowledge retrieval and textual interpretation in a180

naturalistic setting. Using both datasets, we imple-181

mented a multi-stage protocol: (i) Allusion Detec-182

tion: Models identify if a text contains an allusion,183

using subtle linguistic and contextual cues. (ii)184

Allusion Identification: For allusive texts, models185

specify the exact reference, requiring active knowl-186

edge retrieval. (iii) Thematic Integration: Models187

explain how the allusion enriches or transforms the 188

text’s meaning, assessing interpretive depth. 189

Outputs were manually validated for accurate 190

recognition assessment. Designed prompts for each 191

phase of evaluation are available in Appendix. 192

4 Results 193

We systematically evaluate 11 open- and closed- 194

source LLMs for knowledge assessment and al- 195

lusion recognition on both the Persian Allusive 196

Poems dataset and the Generated Allusive Text 197

dataset in open-ended and multiple-choice settings. 198

Our evaluation includes six open-source models: 199

Llama-3.3 (AI@Meta, 2024), Gemma-3 (Team, 200

2025a), DeepSeek-R1, DeepSeek-v3-chat, R1- 201

distill-Qwen-32b (DeepSeek-AI, 2025) and QwQ- 202

32b (Team, 2025b) and five close-source models: 203

Claude-3.5-Sonnet (Anthropic, 2024), gpt-4o-mini, 204

GPT-4.1 (OpenAI et al., 2024), o1-mini (OpenAI, 205

2024) and Gemini-2.0 Flash (Sundar Pichai and 206

Kavukcuoglu, 2024). Table 3 presents the knowl- 207

edge assessment and accuracy percentages for each 208

model in both datasets, revealing notable patterns 209

in allusion recognition capabilities. 210

Knowledge Assessment We first assess LLMs’ 211

foundational knowledge of Persian allusions ac- 212

cording to Section 3.1. Most LLMs show strong 213

proficiency, with seven models exceeding 90% ac- 214

curacy. Open-source models like DeepSeek-V3- 215

chat and Llama-3.3-70b-instruct perform compa- 216

rably to closed-source models. However, o1-mini 217

(63.8%), R1-distill-Qwen-32b (52.7%), and QwQ- 218

32b (44.9%) exhibit notable performance drops. 219
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Performance on PersPoems In PersPoems,220

LLMs perform strongly in multiple-choice recog-221

nition, with accuracies from 74.0% to 93.5%, most222

exceeding 88%. Claude-3.5-Sonnet and GPT-4.1223

lead at 93.5%. In contrast, open-ended recogni-224

tion, requiring independent allusion identification,225

shows lower performance. Claude-3.5-Sonnet tops226

at 80.5%, followed by GPT-4.1 and Gemini-2.0-227

Flash (74.0%), and DeepSeek-R1 (72.5%). The228

performance gap between formats is notable, with229

Claude-3.5-Sonnet dropping 13.0% and R1-distill-230

Qwen-32b exceeding 50.0%, highlighting chal-231

lenges in unprompted allusion recognition.232

Performance on LLM-Generated On the LLM-233

Generated dataset, designed to test novel allusions,234

models show strong multiple-choice performance,235

with top accuracies reaching 96.0%. Gemini-2.0-236

Flash and GPT-4.1 lead at 96.0%, with open-source237

models DeepSeek-V3-chat (94.6%) and Llama3.3-238

70B (92.0%) close behind. In open-ended recogni-239

tion, GPT-4.1 scores highest at 74.6%, followed by240

DeepSeek-R1 and Gemini-2.0-Flash (both 72.0%).241

Performance gaps between formats remain signif-242

icant, with the smallest gaps (21.4% and 22.6%)243

still indicating challenges in unprompted allusion244

recognition on novel content.245

Cross-Dataset Performance Analysis Our anal-246

ysis highlights model performance stability across247

datasets. RL-trained models like DeepSeek-R1,248

o1-mini, and QwQ-32b show remarkable consis-249

tency in open-ended settings, with minimal de-250

clines (0.5–1.0 percentage points) from PersPo-251

ems to LLM-Generated allusive text. In contrast,252

non-RL models like DeepSeek-v3-chat, GPT-4o-253

mini, and Gemma-3-27b-it exhibit significant drops254

(17.4, 14.5, and 12.5 percentage points, respec-255

tively), indicating RL training enhances generaliza-256

tion to novel contexts. Within the DeepSeek family,257

DeepSeek-R1’s stability contrasts with DeepSeek-258

v3-chat’s decline, underscoring RL’s impact on rea-259

soning. However, R1-distill-Qwen-32b, distilled260

from DeepSeek-R1, shows a 50.0% performance261

drop, suggesting distillation fails to transfer cul-262

tural knowledge and reasoning.263

Qualitative Analysis of Performance Gaps To264

explore the multiple-choice versus open-ended per-265

formance gap, we analyzed cases where models266

showed knowledge and succeeded in multiple-267

choice tasks but failed in open-ended ones. We268

selected representative examples from both closed-269

source and open-source models to identify common 270

patterns. 271

For example, DeepSeek-R1 exhibited the knowl- 272

edge of the story of Yusuf and Zulaika (where 273

women cut their hands instead of bergamot when 274

seeing Yusuf) and correctly identified this allusion 275

in multiple-choice settings across different exam- 276

ples. However, in the open-ended setting, it suc- 277

cessfully identified the allusion only when explicit 278

narrative elements were present. When presented 279

with a poem that merely referenced cutting hands 280

and bergamot without explicitly mentioning Yusuf 281

and Zulaika, the model failed to make the connec- 282

tion. This pattern suggests that without explicit nar- 283

rative markers or the prompting effect of multiple- 284

choice options, models struggle to activate rele- 285

vant knowledge frameworks. Similarly, Claude- 286

3.5-Sonnet demonstrated a pattern common across 287

multiple LLMs when encountering allusions de- 288

rived from quotations, Quranic verses, or hadiths. 289

While the model could readily identify such allu- 290

sions when presented with options, it frequently 291

failed to recognize these same references in open- 292

ended scenarios, particularly when the allusive text 293

lacked explicit markers or conventional framing 294

devices that would signal quotation or reference. 295

5 Conclusions 296

We introduced two Persian allu- 297

sion datasets—PersPoems and LLM- 298

Generated—designed to probe LLMs’ cultural 299

reasoning beyond memorization. Using multiple- 300

choice and open-ended formats, we assess both 301

discriminative ability and spontaneous knowl- 302

edge activation. We did our evaluation on six 303

open-source and five closed-source LLMs. Most 304

LLMs tested showed strong factual knowledge and 305

high accuracy in multiple-choice questions, but 306

performance drops significantly in the open-ended 307

setting. This gap reveals that recall failure—not 308

lack of knowledge—limits interpretive under- 309

standing. We also found that LLMs post-trained 310

for reasoning using RL generalize better to our 311

LLM-generated data, pointing to the need for 312

training and evaluation methods that support 313

contextual cultural inference. 314
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6 Limitations315

Our study on LLMs’ allusion recognition capabili-316

ties has several limitations: it focuses solely on allu-317

sion rather than other figurative devices (metaphor,318

irony, symbolism); examines only Persian cultural319

and literary allusions, potentially missing cross-320

cultural patterns; relies on allusions generated by321

a single LLM which may introduce biases; and322

would benefit from a more comprehensive taxon-323

omy of failure modes. Future research should in-324

vestigate whether the observed gap between knowl-325

edge possession and application extends to other326

figurative language forms, conduct cross-linguistic327

comparative studies, employ diverse generation328

strategies, and develop detailed error pattern anal-329

yses to improve LLM reasoning for figurative lan-330

guage understanding.331
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to cultural customs, traditional sciences, and astro-417

nomical and medical beliefs of pre-modern Persia418

(Shamisa, 2008). Drawing upon this framework,419

we develop a more fine-grained classification sys-420

tem to better capture the nuanced cultural dimen-421

sions of Persian allusions.422

These six categories are:423

• Mythical-Historical424

• Religious425

• Mystical426

• Quranic427

• Romantic428

• Other429

The “Mythical-Historical” category comprises al-430

lusions rooted in historical events, legendary narra-431

tives, and Persian mythology, drawing from texts432

such as the Shahnameh. This aligns with (Shamisa,433

1996) mythological and historical classifications434

but emphasizes the often inseparable nature of435

myth and history in Persian literature. “Religious”436

allusions reference stories of prophets, saints, and437

notable religious figures whose narratives form an438

integral part of religious heritage beyond explicit439

Quranic references.440

The “Mystical” category contains references to441

Sufi concepts, philosophical ideals, and narratives442

about renowned gnostics or individuals with spir-443

itual accomplishments—a dimension particularly444

prominent in Persian poetry yet deserving of dis-445

tinct categorization from general religious content.446

“Quranic” allusions—separated from the broader447

“Religious” category due to their specific textual au-448

thority and prominence in Persian poetry—directly449

reference specific verses, expressions, or rhetori-450

cal structures from the Quran, as well as notable451

hadiths and quotations from Islamic figures.452

The “Romantic” category encompasses refer-453

ences to canonical love narratives from Persian454

literature such as Leili and Majnun or Khosrow455

and Shirin. While these stories have historical or456

mythical origins, their exceptional prevalence and457

cultural significance in Persian poetry merits their458

classification as a distinct category of allusions,459

serving as archetypal frameworks through which460

poets explore themes of love and devotion. Finally,461

the “Other” category accommodates references to462

Persian cultural practices, societal conventions, and463

folkloric elements that do not fit neatly into the464

other categories but represent important aspects of465

Iranian cultural identity.466

Examples in the dataset can belong to more than467

one thematic category, reflecting the multidimen- 468

sional nature of many Persian allusions. The allu- 469

sions in our dataset span a wide cultural spectrum, 470

from famous romantic narratives to religious quota- 471

tions and Quranic verses. This diversity makes the 472

dataset particularly valuable for assessing LLMs’ 473

cultural knowledge and interpretive capabilities, as 474

successful allusion recognition requires familiar- 475

ity with concepts and figures from religious and 476

mythological texts. 477

1.2 Annotation Process Details 478

To establish a robust human performance baseline 479

and ensure annotation reliability, we employed a 480

rigorous validation process. We provided the col- 481

lected poems to two expert annotators with aca- 482

demic degrees in Persian literature and extensive 483

teaching experience. Both of them are women and 484

they are high school teachers. They did this work 485

voluntarily with no payment to help to develop 486

a Persian dataset for allusions. These annotators 487

independently identified allusions present in each 488

poem, providing brief (1-2 sentence) explanations. 489

We then compared these annotations with the in- 490

formation gathered from online resources. When 491

at least two annotators agreed on an identified allu- 492

sion, this was established as the final annotation. In 493

cases of disagreement, we defaulted to the allusion 494

mentioned in the online resources, as these typi- 495

cally represent conclusions reached by either edu- 496

cational authorities or through collaborative com- 497

munity consensus. 498

1.3 LLM-Generated Dataset Creation 499

When evaluating LLMs on well-known poetic 500

works, there exists a significant methodological 501

concern: these texts may have been included in 502

the models’ training data, potentially resulting in 503

performance based on memorization rather than 504

genuine understanding. Authentic allusion recog- 505

nition requires complex reasoning—identifying al- 506

lusive markers, connecting contextual elements to 507

external references, and accurately determining the 508

specific allusion being invoked. 509

To address this limitation and assess LLMs’ ca- 510

pability for genuine allusion recognition, we con- 511

struct a novel dataset comprising 75 artificially 512

generated allusive texts created using Claude 3.7 513

Sonnet. The generation process began with a care- 514

ful analysis of our collected Persian poems to ex- 515

tract a diverse set of 75 representative allusions. 516

This curated collection spans a spectrum of dif- 517
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ficulty, from relatively straightforward and com-518

monly recognized allusions to more sophisticated519

and nuanced references. We deliberately exclude520

extremely obscure allusions that would pose un-521

reasonable challenges to both human experts and522

LLMs, ensuring the dataset serves as a fair and in-523

formative benchmark for evaluating allusion recog-524

nition capabilities.525

For the generation protocol, we instruct Claude526

3.7 Sonnet to produce creative literary passages527

that incorporate the selected allusions indirectly.528

The model is tasked with crafting texts that refer-529

ence allusive elements through artistic and creative530

signals without explicitly naming the allusion itself.531

You can see the prompt for this part in Appendix532

Table 4.533

7



Translated Prompt: Creative Literary Text Generation with Allusions
You must write a creative non-poetic literary text that artistically alludes to an ancient cultural-
literary reference through indirect means.

Objectives:
• Create a literary text with elevated language containing layered allusions to ancient stories/myth-

s/narratives
• Maintain harmony between textual atmosphere and the essence of the original allusion
• Develop new narratives preserving core concepts of the source material

Composition Guidelines:

Creative Process Framework

1 .Essence Extraction: Analyze core spirit and message of the allusion
2 .Symbol Mapping: Identify key symbols/colors/numbers from source material
3 .Contextual Translation: Reinterpret elements through contemporary metaphors
4 .Narrative Weaving: Construct emotionally resonant story architecture
5 .Linguistic Enrichment: Employ literary devices and evocative imagery

Output Specifications:

Composition Requirements

• 4-6 lines of text
• Indirect symbolic references (no explicit naming)
• Layered literary devices (metaphor/synecdoche/allegory)
• Self-contained narrative with ancient resonance
• Output contains only the generated text

Allusion and its Details: {allusion}

Table 4: Structured prompt for generating allusion-rich literary texts
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Translated Prompt: Allusion Knowledge Test
I intend to present a literary allusion to you. Your task is to demonstrate whether you are truly
familiar with the origin and source of this allusion.

Instructions:
• Identify the exact source (Quran, Hadith, historical story, myth, etc.)
• Explain the main meaning and concept
• Describe the full story with important details
• For Quranic references: Mention Surah & verse + context
• For Hadiths: Specify narrator & context
• For prophetic stories: Detail key events
• For mystical concepts: Explain origins & usage

Response Format:

Example Response

[
{

"title": "Short title",
"full_explanation": "Detailed explanation..."

}
]

Unfamiliar Response:

Null Response

[
{

"title": null,
"full_explanation": null

}
]

Allusion to analyze: {allusion}

Table 5: English version of the allusion knowledge assessment prompt with structured response formats
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Translated Prompt: Allusion Detection Test
I will present you with a text that may contain indirect allusions to known stories, historical
events, religious narratives, or literary works (verses, hadiths, religious tales, prophets, or
mythological legends).

Your Tasks:
• Carefully read the text/poem and determine if an allusion exists
• Select the most accurate option from the 5 provided choices
• Respond with only the correct option number (1-5)

Analysis Method:

Step-by-Step Process

1 .Identify Clues: Detect special words, phrases, symbols, or imagery suggesting allusion
2 .Evaluate Options: Analyze all 5 choices against identified clues
3 .Select Option: Choose the most accurate match
4 .Format Response: Provide only the option number

Response Format:

Valid Responses

When allusion exists:
[{
"selected_option": 3

}]

No allusion found:
[{
"selected_option": 0

}]

Text to Analyze: {text}

Options:
1 .{option_1}
2 .{option_2}
3 .{option_3}
4 .{option_4}
5 .{option_5}

Table 6: Structured translated prompt for allusion detection in texts with multiple-choice evaluation system.
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Translated Prompt: Allusion Detection Test
I intend to present you with a verse of poetry or text that may contain indirect allusions (talmı̄h. ) to
recognized stories, historical events, religious narratives, or literary works.

Your Tasks:
• Carefully analyze the text to detect potential allusions
• Identify the referenced story/event/work if present
• Explain the allusion’s significance within the text

Analysis Protocol:

Step-by-Step Evaluation

1 .Detection: Identify potential allusion markers in the text
2 .Verification: Confirm reference validity through contextual analysis
3 .Interpretation: Determine the allusion’s semantic contribution

Response Schema:

JSON Output Specifications

When allusion exists:
[{
"reference": "Identified story/event/work",
"explanation": "Contextual significance analysis"

}]

No allusion detected:
[{
"reference": null,
"explanation": null

}]

Subject Text: {text}

Table 7: Structured translated allusion analysis prompt for open-ended evaluation

11


	Introduction
	Allusion Datasets
	Persian Poems (PersPoems)
	LLM-Generated

	Evaluation Methodology
	Knowledge Assessment
	Multiple-Choice Recognition
	Open-ended Recognition

	Results
	Conclusions
	Limitations
	Extended Dataset Description
	Persian Poems (PersPoems) Dataset Details
	Annotation Process Details
	LLM-Generated Dataset Creation


