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Abstract

Text-to-SQL is crucial for enabling non-technical users to access data, and large
language models have significantly improved performance. However, recent frame-
works are largely Query-Centric, focusing on improving models’ ability to translate
natural language into SQL queries. Despite these advancements, real-world chal-
lenges—especially messy and large datasets—remain a major bottleneck. Our case
studies reveal that 11-37% of the ground truth answers in the BIRD benchmark
are incorrect due to data quality issues (duplication, disguised missing values,
data types and inconsistent values). To address this, we propose a Data-Centric
Text-to-SQL framework that preprocesses and cleans data offline, builds a rela-
tionship graph between tables, and incorporates business logic. This allows LLM
agents to efficiently retrieve relevant tables and details during query time, signifi-
cantly improving accuracy. Our experiments show that this approach outperforms
human-provided ground truth answers on the BIRD benchmarks by up to 33.89%.

1 Introduction

Text-to-SQL is a widely used task that enables domain experts who are not familiar with databases or
SQL to access data easily. Recent Text-to-SQL frameworks [10, 16, 3, 24], based on off-the-shelf
large language models like GPT-4 [1] and Claude 3.5, with trillions of parameters, have demonstrated
state-of-the-art results on public benchmarks such as BIRD [19], Spider [28], and KaggleDBQA [14].

Current Text-to-SQL frameworks are Query-Centric, focusing mainly on enhancing models’ ability
to translate natural language into SQL queries. For example, previous works have improved query
results by using better fine-tuned models [17, 18, 8], implementing self-debugging frameworks [2], or
decomposing tasks for individual SQL components [24, 27, 15]. However, in real-world applications,
a major challenge—beyond just constructing queries—is dealing with messy and large datasets,
which complicates the query construction process. The models need to not only understand the SQL
language and map the concepts but also search for the correct tables and perform cleaning on the fly:

• Messy: Text-to-SQL solutions are mostly needed for raw data sources, such as those in an
enterprise data lake [22], where data has not yet been transformed into reporting models needed
for answering queries. However, these raw data sources often have issues like duplication, missing
values, or inconsistencies [5], which can negatively impact the performance of Text-to-SQL.

• Large: Enterprise data often consists of a large number of data sources [21, 9]. Even within a
single data source, it’s common to find hundreds or even thousands of tables with complex join
and union relationships, e.g., for ERP and CRM systems [7]. To link the query to the table schema,
previous works have represented the schema in different structures [8, 25]. Recent works schema
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linking is less needed for latest LLMs [20]. However, all these works study relatively small
databases with < 20 tables, while enterprise data lakes have tables numbering in the thousands.

To illustrate how data can be a bottleneck that complicates text-to-SQL tasks, consider the example
tables and queries from the BIRD benchmark [19], as shown in Figure 1. Duplication leads to incorrect
aggregation queries, such as AVG. Disguised missing values and inconsistent value representations
make filter conditions challenging by requiring additional predicates. Additionally, column types
may need to be cast before performing aggregation. These issues are not mere edge cases. Our case
study over 4 databases in BIRD reveals that, surprisingly, 11-37% of the ground truth answers
are incorrect, because the provided SQL queries don’t handle these issues. In addition to obviously
incorrect answers, there are other data issues like missing values and referential integrity violations
that are concerning, though we cannot confirm whether they affect the correctness of the answers.

We propose a Data-Centric Text-to-SQL framework that leverages large language models to pre-
process data. This is an offline process independent of online queries that prepares the RAG
structure and cleans the table. It complements the Model-Centric framework online by helping
with schema linking over large tables and eliminating the need for cleaning on the fly. Offline, the
Data-Centric framework (1) profiles and cleans data to address quality issues, (2) builds a relationship
graph to identify join and union paths between tables, and (3) summarizes these tables from different
data sources, incorporating business logic. Throughout the process, we utilize existing enterprise text
documents, data pipeline code (using embedding-based RAG) and human feedback. Online, when a
natural language query is made, the framework provides APIs for query-centric LLM agents to follow
an "overview to zoom-in" approach: (1) first use RAG APIs to find relevant data sources and tables,
(2) then call functions to retrieve table and column details (e.g., descriptions, value representations,
data types, etc.) to finalize query construction. We present our early experiment results on the Bird
benchmarks, which show that, such data-centric framework, combined with a naive agent for online
query, outperformed human-provided answers by up to 33.89%.

2 Data-Centric framework

In this section, we describe the details of the Data-Centric LLM Framework. We start with the offline
data preparation, then the APIs it exposes for online Query-Centric Frameworks.

• Data cleaning: We begin by identifying and cleaning the data. Since data cleaning is too complex
for current LLMs, we break it down into specific tasks such as handling duplicates, disguised
missing values, data types, and value representations across tables and columns [11, 29, 12]. Our
previous experiments have shown better performance compared to existing data cleaning tools.

• Integration: We construct a relationship graph by identifying joinable and unionable paths [26].
For union, we focus on cases where there is a 1-1 correspondence between columns for table
partitions. We embed the schema and sample rows, then use LLMs to determine the 1-1 corre-
spondence for closest tables. Note that columns can be only partially corresponded or require
transformations, which we leave for future work. For joins, we break down the task: First, we
identify primary and foreign keys for all tables. Then, for each foreign key, we use LLMs to
find the corresponding primary keys, considering factors such as table features, column name
descriptions, and column values. Additionally, we treat time and spatial columns as special cases.
For example, using time as a join key can make the graph too dense to navigate since time is a
common attribute.

• Modeling: The relationship graph can be too large to explore fully. To address this, we follow
the Graph RAG preparation process [4] by clustering nodes into communities using the Leiden
algorithm. We then generate natural language summaries for each community, incorporating
relevant business logic from existing documents. For example, in a relationship graph of Salesforce
databases [6] with about 500 tables, the summarized communities include "User Management
and Authentication," "Customer Relationship Management," and "Financial and Transactional."

Online, we offer APIs for a Query-Centric Framework that follows an "overview-to-detail" approach.
Starting with a natural language query, we first identify the most relevant communities and tables
(through RAG), then zoom in on table specifics to complete the SQL construction.
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-- Wrong (includes duplicates)
SELECT AVG(Sentiment) FROM user_reviews
-- Correct (deduplicates first)
SELECT AVG(Sentiment) FROM
(SELECT DISTINCT * FROM user_reviews)

user_reviews
Review App Sentiment

I like diet Diet 0.9
I like diet Diet 0.9

(a) Duplication causes a direct average aggregation query without deduplication to be wrong.

-- Wrong (misses ’nan ’ values)
SELECT AVG(Sentiment) FROM user_reviews
WHERE Review IS NOT NULL
-- Correct (handles both NULL and ’nan ’)
SELECT AVG(Sentiment) FROM user_reviews
WHERE Review IS NOT NULL AND Review != ’nan’

user_reviews
Review App Sentiment

NULL Diet 0.7
nan Diet 0.8

(b) Disguised missing values cause the IS NULL filter without considering other variants to be wrong.

-- Wrong (doesn ’t cast TEXT to INT)
SELECT AVG(PPA) FROM Scoring
-- Correct (casts TEXT to INT)
SELECT AVG(CAST(PPA AS INT)) FROM Scoring

Scoring
playerID PPA (TEXT)

1001 "15"
1002 "18"

(c) Incorrect data types cause a direct average aggregation query without proper type casting to be wrong.

-- Wrong (doesn ’t account for variations)
SELECT dba_name FROM establishment
WHERE city = ’Chicago ’
-- Correct (accounts for variations)
SELECT dba_name FROM establishment
WHERE city IN (’Chicago ’, ’CHICAGO ’)

establishment
dba_name city

Mcdonald Chicago
KFC CHICAGO

(d) Inconsistent data representation causes a selection query that doesn’t account for variations to be wrong.

Figure 1: Data quality issues in BIRD benchmark leading to incorrect ground truth answers
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Figure 2: Data-Centric Text-to-SQL framework: Offline, prepares data through cleaning, integration,
and modeling. Online, exposes APIs for Query-Centric framework to navigate data and write SQLs.

• Vector RAG: For each community (across data sources), we embed its natural language summary,
allowing the agent to find the closest match based on the query within the embedding space.

• Graph RAG: Once relevant communities are detected, we provide Graph RAG APIs that (1)
output all tables and their descriptions, helping the LLM to decide which tables are relevant for
schema linking [17]; (2) for any table, return all K-hop neighbors within the relationship graph
(including from other communities); and (3) given a set of tables, find the minimum spanning tree
to identify potential join/union paths between source tables. For each join path, we also provide
APIs to check referential integrity violations and join multiplicity to avoid fanout issues.

• Table Details: We provide details of: (1) table and column descriptions, and sample data [13];
(2) column representations: For numerical data, we provide the 0th, 25th, 50th, 75th, 100th
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percentiles. For categorical data, we list the categories. For free text, we return regex patterns if
available, or sample values otherwise; (3) data quality issues like missing values.

3 Experiments

3.1 Setup

To evaluate our data-centric framework, we use the BIRD dataset [19], which contains real-world
data quality issues. The limit of BIRD is that the data sources are small, with <20 tables. Therefore,
our experiment focuses on how data cleaning affects accuracy. For the query agent, we use a naive
implementation that first identifies the community (Vector RAG), then finds the related tables and
their join paths (Graph RAG), explores all relevant table details, and finally generates the SQL.

For the evaluation, we compare the results to ground-truth SQL queries (run on cleaned data). If they
differ, we manually review if the queries are semantically equivalent in 3 cases: handling ties, the
order of columns in the SELECT clause, and the reasonable inclusion of extra columns [23, 15].

To demonstrate our framework’s effectiveness on large enterprise datasets, we present modeling results
for Fivetran data sources at https://cocoon-data-transformation.github.io/page/model.
The largest data source (Salesforce) contains ∼ 500 tables. Since no text-to-SQL benchmark exists
for these data, we leave the accuracy assessment for future work.

3.2 Results

Table 1: SQL correctness. By cleaning data, Data-Centric framework outperforms ground truth.
System Hockey Food Inspection 2 App Store Human Resources
Ground Truth 77.30% 88.49% 63.50% 62.72%
Data-Centric 82.13% 89.93% 76.19% 96.61%

Table 2: Distribution of Data Quality Issues causing Incorrect Ground Truth Answers

Dataset DMV Inconsistency Column Type Duplication
Hockey 2.90% 5.31% 14.49% –
Food Inspection 2 – 9.35% 2.16% –
App Store 4.76% 3.17% 3.17% 25.40%
Human Resources 1.69% – 35.59% –

Across the 4 databases we analyzed, the accuracy of the provided ground truth queries and those
generated by the Data-Centric Framework are summarized in Table 1. The types of data quality
issues impacting the accuracy of the ground truth are shown in Table 2. Key findings include:

• 11-37% of the provided ground truth answers are incorrect due to data quality issues. Data
quality problems are widespread in BIRD, greatly affecting SQL accuracy. The most common
issue across all four databases is the improper column type. Additionally, 3 of the 4 databases
have disguised missing values and inconsistent data representation (including typos). In the App
Store database, duplication affects 25.4% of the ground truth queries. Finally, we find that all 4
databases contain missing values in columns, while Hockey and Food Inspection 2 have referential
integrity violations. These may include incomplete records that the data cleaning process cannot
resolve, and their impact on query results remains unknown.

• The Data-Centric Framework’s queries outperform the ground truth queries by up to
33.89%. Our findings show that preparing the data (cleaning, integration and modeling), even
when done once and independently from the queries, can significantly boost the performance
of online SQL queries, surpassing the provided ground truth. The level of improvement varies
across different databases, with those having more severe data quality issues showing the greatest
gains. It’s important to note that this experiment used a basic Query-Centric Framework without
advanced components for individual SQL optimization or self-debugging, which previous studies
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have demonstrated to improve performance significantly [2, 24, 27, 15]. We anticipate even better
results once we incorporate these frameworks, which will be explored in future work.

4 Conclusion

This work proposes a Data-Centric Text-to-SQL framework that complements existing Query-Centric
approaches by addressing data quality and complexity issues in large and messy datasets. We find
that preprocessing data, building relationship graphs, and incorporating business logic significantly
improves query accuracy, outperforming human-provided answers on the BIRD benchmark by up to
33.89%. Future work will focus on integrating this data-centric approach with existing query-centric
frameworks and evaluating the combined system on larger enterprise-level Text-to-SQL benchmarks.
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