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Introduction Yorùbá, a language spoken predominantly in West Africa, is renowned for its tonal
nature which is characterized by a heavy use of diacritics to signify tone variations. In Yorùbá and
many other languages, diacritics play a crucial role in disambiguating word meanings and in word
pronunciation, making accurate diacritization essential for effective communication and language
processing tasks (Skiredj & Berrada, 2024). However, manual diacritization is time-consuming
and requires specialized linguistic expertise, motivating the development of automatic diacritization
systems. In recent years, significant progress has been made in natural language processing (NLP)
techniques, leading to the exploration of various approaches to automate the diacritization process
for languages using diacritics (Náplava et al., 2018; Mubarak et al., 2019; Náplava et al., 2021;
Stankevicius et al., 2022, inter alia) including Yorùbá (Orife, 2018; Orife et al., 2020). Despite
these efforts, there is the absence of a standard benchmark dataset for evaluating and comparing
developed Yorùbá diacritization systems. Furthermore, the emphasis has predominantly been on
model development rather than assessing the usability of these systems, particularly in the context
of lightweight models amidst the prevalence of large neural networks in contemporary NLP research.
In this study, we address these gaps by introducing YAD (Yorùbá Automatic Diacritization Dataset),
which we curated by leveraging the MENYO-20k (Adelani et al., 2021) dataset. Moreover, we focus
on developing lightweight diacritizers for Yoruba, leveraging T5 (Raffel et al., 2020) a text-to-text
transformer architecture, to improve usability and efficiency in the era of large neural networks.

Yorùbá language Yorùbá orthography is based on the Latin alphabet. Its alphabets include 25
Latin letters excluding characters c, q, v, x and z, and its has five additional letter (e. , gb, s. , o. )
representing certain sounds. Diacritics including accents and undots are used in Yorùbá to capture
tone and vowel height. The tones include low, middle and high which are denoted by the grave (e.g.
“à”), optional macron (e.g. “ā”) and acute (e.g. “á”) accents respectively.

Yorùbá automatic diacritization dataset (YAD) In this work, we present YAD, a dataset created
for evaluating diacritization systems for Yorùbá. YAD is constructed based on the MENYO-20k
dataset, which is a benchmark for English-Yorùbá translation, containing 20,000 parallel sentences.
We divided the Yorùbá side of MENYO-20k’s test data into two halves, allocating one half as de-
velopment set (Dev.) and the other half as test set (Test). We ensured that both halves of the data
had equal representation across all domains present in MENYO-20k. Given these splits, we applied
four heuristics on the data, considering the sequence-to-sequence nature of the diacritization task.
This task requires a source side and a target side, where the source side can consist of Yorùbá text
without diacritics or partially diacritized texts, and the target side is fully diacritized Yorùbá texts.
To create and prepare the source side of the data, the following heuristics were applied with spe-
cific proportions on the original, well-diacritized texts: (i) removal of all diacritics for 60% of the
data, (ii) removal of only tone marks for 20% of the data, (iii) a combination of (ii) and the removal
of any random word for 10%, and (iv) a combination of (ii) and swapping any two distinct words
(applicable only for sentences with more than two words). Where (iii) and (iv) can be seen as in-
filling and grammatical error correction tasks respectively. Example 1, shows an example from the
development set where (iv) was applied where sibe.sibe. , and S. ugbo.n were swapped on the source
side.

(1) source: sibe.sibe. , S. ugbo.n Mama o gbagbo. .
reference: S. ùgbú. n sı́bè.sı́bè. , Màmá ò gbàgbó.

∗Equal contribution.
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Diacritization model We pre-train T5 models from scratch using Yorùbá WURA corpus (Oladipo
et al., 2023) and JW300 (Agić & Vulić, 2019) with different sizes: tiny (number of layers en-
coder/decoder (L=4), heads (H=4)) , mini (L=4, H=4), small (L=8, H=6), base (L=12, H=12) cor-
responding to 14M, 18M, 60M and 280M parameters. All models make use of a vocabulary size
of 32K except the tiny model. We called our model oyo-T5. 1. All models were pre-trained using
HuggingFace Flax code and TPU v3-8 for 100-200K steps, which took around one day each.

After pre-training, we trained our baseline diacritizer models by fine-tuning existing multilingually
trained language models, MT5 (Xue et al., 2021), AfriMT5 (Adelani et al., 2022), AfriTeVa-
V2 (Oladipo et al., 2023), and UMT5 (Chung et al., 2023). We use MT5-base, Afri-MT5-base,
the base and large variants of AfriTeVa-V2, and UMT5. we fine-tune these models using Hugging-
Face Transformers (Wolf et al., 2020). These eventual diacritization models are evaluated using the
test and development SacreBLEU (Post, 2018)2 and ChrF (Popović, 2015).

Training and evaluation data For our experiments, we trained diacritization models using data
from three sources, which are, the Yorùbá Bible, combination of training and development split
of MENYO-20k (now referred to as YAD training split from here onwards), and JW300 (Agić &
Vulić, 2019). Table 1 shows the number of sentences in each split. Different combinations of these
datasets were used for training our models, and unless specified otherwise we implemented the four
previously described heuristics on the training data also. We evaluated our models on the YAD
development and test splits, as well as on an existing Global Voices (GV) test set from Orife et al.
(2020). Additionally, we used a sampled 10% of the Bible as a test set. For reproducibility, we
release our code, data and models on GitHub3.

Baseline models and result We trained diacritization models by fine-tuning MT5, Afri-MT5,
AfriTeVa-V2, and UMT5, on the YAD training split. The experimental results as presented in
Table 2 shows that AfriTeVa-V2-large outperform other massively multilingual language mod-
els. Interestingly, Oyo-T5-base demonstrates competitiveness on both BLEU and CHRF similar
to AfriTeVa-V2-large, despite having fewer parameters compared to AfriTeVa-V2-large.

Corpus Train Dev Test
Bible 27739 - 3083

JW300 459,871 - -
YAD 13,467 3,326 3,330

Previous test set: Orife et al. (2020)
GV - - 619

Table 1: Data split of different corpus.

Dev. eval. Test eval.
Model Size BLEU CHRF BLEU CHRF
UMT5-base 580M 38.1 62.5 39.3 64.0
MT5-base 580M 48.1 69.4 49.5 71.2
AfriMT5-base 580M 53.3 72.8 54.0 74.2
AfriTeVa-base 313M 56.9 72.9 57.2 74.0
AfriTeVa-large 871M 67.2 80.8 66.8 81.3
Oyo-T5-base 280M 71.9 82.2 70.2 82.3

Table 2: Diacritization model evaluation on YAD Dev. and Test sets.

Effect of model scaling Given that Oyo-T5-base is a competitive model despite its size, we chose
to train light-weight diacritizers by finetuning the smaller variants of Oyo-T5 model on the YAD
training data to check the effect of model size on this task. We evaluated the models on YAD dev.
and test sets. As shown in Table 4, bigger models are better for this task. However, Oyo-T5-small
with 60M parameters even outperformed AfriTeVa-base with 313M parameters on the same task.

Effect of training data scaling Going further, we choose to evaluate the effect of training data
size on the diacritization models. Hence trained new diacritization models on Bible, JW300, and
a combination of them and YAD training data using Oyo-T5-base as the backbone model and we
evaluate them on the Bible, GV, and YAD test sets. For these test sets, we use the version where all
diacritics were removed from the source side without applying the earlier described heuristics 4.

Table 3 shows that training on more data is better. Also training on just JW300 outperformed the
best result achieved by Orife et al. (2020) on GV by +11.6 BLEU point. Furthermore, we ob-
served that models trained on a specific domain tend to perform better on that domain. For instance,

1Oyo Yorùbá (YO) dialect of T5. Oyo dialect is the standardized dialect for writing Yorùbá
2“intl” tokenizer, all data comes untokenized.
3https://github.com/ajesujoba/YAD
4We we also analyze this effect on text with only underdot on the source side and provide the result in

Appendix A
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models trained on the Bible achieved a +17.6 BLEU point improvement compared to the next best
performing model, which was trained on JW300. It is important to note that YAD’s training data,
obtained from the combination of MENYO-20k training and development splits, included Global
Voices news. Therefore, we suspect that its high BLEU scores on the GV tests set could be at-
tributed to potential data leakage. Lastly, our findings suggest that more data generally leads to
better performance, as evidenced by the results from the model trained on the combined dataset.

Model/Data Bible GV YAD
Data: JW300+Bible+others
Orife et al. (2020) - 59.8 -

Bible 88.1 55.0 57.2
JW300 71.7 71.4 66.9
YAD 69.0 82.1 72.0
JW300+Bible+YAD 90.8 91.0 78.7

Table 3: Data scale effect on Bible, GV &
YAD.

Dev. eval. Test eval.
Model Size BLEU CHRF BLEU CHRF
Oyo-T5-tiny 14M 42.1 62.1 36.3 60.4
Oyo-T5-mini 18M 49.0 64.6 47.5 65.6
Oyo-T5-small 60M 63.5 75.8 62.9 76.7
Oyo-T5-base 280M 71.9 82.2 70.2 82.3

Table 4: Effect of the model scale on YAD.

Conclusion In this work we present Yorùbá automatic diacritization (YAD) benchmark dataset
for evaluating Yorùbá diacritization systems. In addition, we pre-train text-to-text transformer, T5
model for Yorùbá and showed that this model outperform several multilingually trained T5 models.
Lastly, we showed that more data and bigger models are better at diacritization for Yorùbá.
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A EFFECT OF APPLYING DIACRITICS TO UNDIACRITIZED TEXTS VERSUS
TEXT WITH ONLY UNDERDOT

Bible GV. YAD.
Model BLEU CHRF BLEU CHRF BLEU CHRF

no accent on source side
Bible 88.2 94.3 55.2 68.4 57.8 72.9
JW300 64.0 80.9 68.8 81.6 65.0 80.9
Menyo 71.8 83.9 79.3 86.7 72.0 83.7
JW300+Bible+Menyo 89.6 95.8 90.0 95.1 78.4 89.0

no diacritics on source side
Bible 88.1 94.2 55.0 67.4 57.2 71.6
JW300 71.7 82.6 71.4 83.7 66.9 81.9
Menyo 69.0 82.4 82.1 87.3 72.0 83.3
JW300+Bible+Menyo 90.8 96.0 91.0 95.1 78.7 88.8

Table 5: Effect of applying diacritics to undiacritized texts vs text with only underdots

5

https://aclanthology.org/2020.emnlp-demos.6
https://aclanthology.org/2021.naacl-main.41
https://aclanthology.org/2021.naacl-main.41

	Effect of applying diacritics to undiacritized texts versus text with only underdot

