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Abstract
As artificial intelligence increasingly permeates our decision-making processes,1

a crucial question emerges: can large language models (LLMs) truly engage in2

the nuanced, collaborative process of deliberation that underpins democracy? We3

present the LLM-Deliberation Quality Index, a novel framework for evaluat-4

ing the deliberative capabilities of large language models (LLMs). Our approach5

combines aspects of the Deliberation Quality Index from political science liter-6

ature with LLM-specific measures to assess both the quality of deliberation and7

the believability of AI agents in simulated policy discussions. Additionally, we8

introduce a controlled simulation environment featuring complex public policy9

scenarios and conduct experiments using various LLMs as deliberative agents. Our10

findings reveal both promising capabilities and notable limitations in current LLMs’11

deliberative abilities. While models like GPT-4o demonstrate high performance in12

providing justified reasoning (9.41 / 10), they struggle with more social aspects of13

deliberation such as storytelling (2.43 / 10) and active questioning (3.41 / 10). This14

contrasts sharply with typical human performance in deliberations, who typically15

perform well in storytelling but struggle with justified reasoning. We also observe16

a strong correlation between an LLM’s ability to respect others’ arguments and its17

propensity for opinion change, indicating a potential limitation in LLMs’ capacity18

to acknowledge valid counterarguments without altering their core stance, rais-19

ing important questions about LLMs’ current capability for nuanced deliberation.20

Overall, our work offers a comprehensive framework for evaluating and probing21

the deliberative abilities of LLM agents across various policy domains, showing22

not only the current state of LLM deliberation capabilities but also providing a23

foundation for developing more deliberative AI.24

1 Introduction25

Group deliberation permeates our daily lives - from workplace discussions and community planning26

to global policy-making. It involves collaborative information sharing, perspective-taking, and27

consensus-building to address shared challenges [Wright [2022]]. In this work, we are driven by28

the vision that simulating deliberation with large language models holds significant value: 1) it can29

support social skills training by helping individuals deliberate more effectively, 2) it allows for the30

evaluation of moderation mechanisms before they are implemented in real-world group deliberation31

settings, and 3) it enables the simulation of small-scale deliberations between different personas in32

cases where assembling a human constituency might be too expensive, such as content moderation33

or jury decision-making. These are but a few examples of the promise that it holds. But this vision34

prompts an important question: can language models “deliberate”, and how might we go about35

answering this?36

By adopting the concept of deliberation from the social science literature[Bächtiger et al. [2018]],37

we align with its definitions and practices which emphasize a collaborative and consensus-building38

process. This approach contrasts with various interpretations found in a thread of research in the39

Large Language Model literature. For instance, some consider negotiation— a zero-sum interaction40

where parties aim to maximize their own outcomes— a form of deliberation [Abdelnabi et al. [2024]],41

while others view deliberation as a form of persuasion [Neblo et al. [2018]], and some take an even42

broader view, viewing asynchronous voting on statements as a form of deliberation [Small et al.43

[2023]]. This ambiguity underscores the need for a clearer framework to assess LLMs’ capabilities in44

this domain. Prior work has mainly evaluated LLM’s abilities in adversarial, zero-sum scenarios like45
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negotiation and debate[Bianchi et al. [2024], Du et al. [2023]], which fails to capture the collaborative46

and consensus-building aspects that characterize the social science understanding of deliberation47

[Bächtiger et al. [2018]]. This work introduces deliberation as a novel and distinct domain for48

assessing and improving LLMs’ ability to engage in constructive, multi-stakeholder dialogues.49

Current LLMs exhibit several limitations that may hinder effective deliberation, including tendencies50

to evade difficult questions, lack persistent memory, display incuriosity, avoid taking firm stances,51

and respond too readily to changes in the conversational context [Ye et al. [2024]], all aspects that52

make it unclear as to whether LLMs can truly "deliberate" in a meaningful sense. Because of these53

limitations, studying the ability of LLMs to deliberate is valuable not only for understanding how54

well they can function as deliberative agents but also for providing unique insights into their general55

capabilities. Existing benchmarks often rely on static, predetermined sets of questions [Hendrycks56

et al. [2021], Srivastava et al. [2023]], which fail to capture the dynamic, multi-turn nature of57

real-world interactions.58

Our research makes several key contributions to address this gap: a) We develop a comprehensive59

suite of metrics drawing from the political science and political philosophy literature to assess60

LLM deliberation performance, establishing clear benchmarks for success. b) We introduce a novel61

environment inspired by Deliberative Polling methodologies [Fishkin and Luskin [2005]] used in62

real-world political science experiments. Our platform incorporates essential features such as turn-63

taking mechanisms and opinion-tracking tools. c) We present initial findings on LLM performance in64

deliberative scenarios and outline concrete next steps for advancing this line of inquiry65

2 Related Work66

Deliberation Deliberation is a well-studied topic in the social sciences, particularly in political67

science and sociology [Fishkin [2018], Sanders [1997], Miller [1992]]. Fishkin [2018] defines68

deliberation as a process of thoughtful, open discussion aimed at reaching well-reasoned decisions.69

They argue that deliberation is crucial for democratic decision-making, as it allows for participants to70

engage in collaborative exploration of issues, consider diverse perspectives, and collectively work71

towards more informed and legitimate decisions. Much work in the deliberation literature centers72

on creating environments that foster this collaborative process. The seminal work in this field is the73

Deliberative Polling method, developed by Fishkin and Luskin [Fishkin and Luskin [2005]], which74

has been widely used to study how deliberation leads to collaborative preference transformation.75

Notably, unlike experiments centered around negotiation or debate, these deliberations deliberately76

avoid asking participants to come to a consensus, as Niemeyer and Dryzek [2007] found that mandated77

consensus can lead to a false agreement.78

Multi-Agent Interaction Multi-agent interaction using Large Language Models (LLMs) has79

emerged as a significant area of research, exploring how AI agents can collaborate, compete, and80

communicate in various scenarios. The potential for using LLMs to simulate complex inter-agent81

dynamics has been investigated in contexts ranging from embodied cooperation to simulated AI82

societies Park et al. [2022, 2023] Within this field, negotiation and debate have received particular83

attention. Studies by Yang et al. [2021] and Chawla et al. [2021] have investigated LLMs’ negotiation84

abilities, often using game-theoretic frameworks to assess strategic reasoning and outcome optimiza-85

tion. In parallel, work by Parrish et al. [2022] and Michael et al. [2023] has examined LLMs in debate86

scenarios, structured as adversarial exchanges aimed at persuading a judge or arriving at a "winning"87

argument. While these studies provide valuable insights into LLMs’ capabilities in structured, often88

competitive interactions, they differ fundamentally from deliberation, which emphasizes collaborative89

exploration of issues without necessarily driving towards consensus or victory.90

3 Our Work91

3.1 Deliberation Simulation Environment92

To evaluate the deliberative capabilities of language models, we designed a controlled simulation93

environment that presents complex decision-making scenarios. The simulation environment consists94

of the following key components: Public Policy Scenarios in the domains of Electoral Reform,95

Immigration Reform, AI Regulation, etc; Briefing Materials: Expert-crafted arguments on all96

sides of the issue, borrowed from deliberation studies such as [Fishkin and Luskin [2005], Gerber97

et al. [2018]]; Deliberation Environment: An agent environment facilitates structured small group98

discussions with timed rounds, distinct agenda items, and turn-taking mechanisms. Opinion Probes:99
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direct and indirect questions that gauge an agent’s opinion at every turn; Sample Agents: LLM100

agents created by sampling people’s questionnaire responses to the OpinionQA dataset [Santurkar101

et al., 2023], and initializing an LLM to adopt this stance, as described in Argyle et al. [2023].102

3.2 LLM-Deliberation Quality Index103

Our evaluation framework comprises three main dimensions: LLM-specific believability (focusing104

on persona consistency and human-like plausibility), General Deliberation Quality (an adaptation105

of the Deliberation Quality Index [Bächtiger and Parkinson, 2019] from the social science literature),106

and Believable Opinion Change (where agents’ opinion change is compared against the Hegselmann-107

Krause model from the opinion dynamics literature [Hegselmann and Krause, 2002]).108

LLM-specific believability: a) Persona Consistency - Asseses whether statements uttered by the109

agent align with their persona and character traits b) Believability - Assesses the overall plausibility110

and naturalness of the LLM’s responses.111

General Deliberation Quality: This is subdivided into the following sub-metrics (further details can112

be found in [App. D]): Justification Rationality, Common Good Orientation, Respect Towards Other113

Participants’ Arguments, Respect Towards Other Groups, Questioning, and Storytelling.114

Believable Opinion Change: Finally, we measure the opinion change over time, and compare this to115

the Hegselmann-Krause model (HK model), which posits that individuals selectively update their116

opinions based on the average opinion of others within a certain confidence bound. We modify this117

model such that the extent of opinion update is determined by the quality of statements, particularly118

considering evidence-based adaptation and consistency with the common good [App. C].119

Figure 1: Model Performance on LLM-Specific Believability

Finally, we employ LLM-as-a-Judge120

[Zheng et al. [2023]] to evaluate LLM121

Believability and Deliberation Quality.122

Aligning with deliberation literature,123

we assess Deliberation Quality using124

the top quartile of each metric rather125

than a sum.126

3.3 What Does Success Mean127

Unlike typical benchmarks, success128

here isn’t measured by high scores129

across all dimensions. Studies of in-person deliberations show only 10% of humans excel in130

all Deliberation Quality categories [Gerber et al. [2018]]. Thus, success can be defined in two ways:131

Objective Success in this paradigm is defined by exceptional performance across all dimensions132

of the LLM-Deliberation Quality Index. An ideal LLM demonstrates mastery in every aspect of133

Deliberation Quality, while preserving LLM-specific authenticity and maintaining fidelity to the HK134

model. Use cases for an "ideal" deliberating agent is discussed in the Discussion section.135

Model Just. CG RA RG Quest. Story.

GPT-4o 9.41 8.32 6.89 8.92 3.41 1.98
Llama-3 8.96 7.99 4.38 8.24 3.02 2.43
GPT-3.5 6.98 6.64 5.93 8.41 2.31 0.97
Mosaic MPT 5.40 5.76 3.88 7.83 1.42 0.46

Table 1: Model Deliberation Quality

Human Standard Success in this136

approach is defined by how closely137

the LLM’s performance mirrors hu-138

man participants in real-world delib-139

erations. The goal is to achieve a140

score distribution statistically similar141

to humans across various categories,142

including both strengths and limita-143

tions. This standard values authentic-144

ity over perfection, aiming for a realistic emulation of human deliberative processes, complete with145

occasional inconsistencies and biases.146

4 Experiments147

4.1 Simulation Set-up148

We test our framework across three domains: 1) Electoral Process Reform, 2) Immigration Reform,149

and 3) Artificial Intelligence Regulation. Each domain features three agenda items followed by an150

open discussion period. We conduct four simulations per domain, totaling 12 simulations.151
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For digital representatives, we employ GPT-3.5 [Ouyang et al., 2022], gpt-4o-2024-05-13 [OpenAI152

et al., 2024], Llama-3 [Dubey et al., 2024], and MPT-30b-chat [Team, 2023]. We use a temperature153

of 0 for digital representatives and 1 for generating LLMs. Each experiment includes four simulated154

humans randomly sampled from the OpinionQA Dataset [Santurkar et al., 2023].155

4.2 Results156

Finding 1: Language Models are Believable, but Performance Degrades Over Time When157

looking at the first part of our index, LLM Believability, our findings support the results of [Zhou158

et al., 2024], which is that frontier models can hold persona constancy fairly well [Fig. 1]. GPT-4o159

begins at an average score of 9.3, and ends at 9.1. However, language models perform worse over time160

regarding believability, with stark dropoffs being observed in models with smaller context windows as161

the conversation extends beyond that context window. However, this metric of utterances appearing162

"human-like" is perhaps the one that most needs to be confirmed via real humans, which would be163

the next step.164

Figure 2: Opinion trajectories of GPT-4o and
Llama-3 over course of4 agenda items within one
topic.

Finding 2: Deliberation Quality Performance165

Differs Between LLMs and Humans LLMs166

excel in providing justified reasoning (GPT-4o167

scoring 9.41) but struggle with storytelling and168

asking questions Fig. 2, reflecting their tendency169

towards incuriosity [Ye et al., 2024]. Contrast-170

ingly, human deliberations, as analyzed in Eu-171

ropolis Gerber et al. [2018], show strengths in172

respect towards groups and storytelling, with173

weaknesses in justified reasoning. This suggests174

complementary strengths: LLMs provide struc-175

tured arguments, while humans excel in social176

and narrative aspects of deliberation.177

Finding 3: "Respect for Arguments" Correlates with Opinion Change We observed a strong178

correlation between models’ "Respect for Arguments" scores and their tendency to change opinions179

[Fig. 2, Tab. 1]. GPT models, showing significant opinion shifts, score high in this metric, while180

Llama, resistant to change, scores poorly (as a side note, this correlation is consistent at both181

utterance and aggregate levels, and appears related to the degree of post-training [Shaikh et al.,182

2024]). This finding suggests a crucial distinction between language models and human cognition:183

Language models appear to struggle with integrating new information or acknowledging valid184

counterarguments without simultaneously altering their core stance—a cognitive flexibility that185

humans routinely demonstrate.186

5 Discussion187

In this paper, we introduce a novel framework for evaluating the deliberative capabilities of large188

language models (LLMs). Our findings reveal both promising capabilities and notable limitations189

in current LLMs’ deliberative abilities. The contrast between LLM and human performance across190

different deliberation quality metrics suggests a gulf in deliberation ability, with LLMs excelling in191

structured argumentation and humans in storytelling and social nuance.192

One success paradigm we defined is for the LLM to achieve high scores across all dimensions of193

our LLM Deliberation Quality Index. This raises an important question: why would we want LLM194

agents to be objectively good deliberators? Idealized deliberative agents could serve several purposes:195

as educational tools demonstrating best practices in argumentation and respectful discourse; for196

policy simulation, helping anticipate potential outcomes before real-world implementation; and as197

benchmarks for AI development.198

Our study has limitations that point to future research directions. First, we make the assumption199

that Language Models can accurately judge each of our Deliberation metrics. Future work will also200

ask humans to perform the same task to test this hypothesis. Additionally, we simply used base201

LLMs with standard prompts as our agents. There is much work to be done on utilizing prompting202

techniques [Wei et al., 2023, Yao et al., 2023], agent mechanisms [Park et al., 2023], and fine-tuning203

[Li et al., 2024] to boost LLM deliberation performance.204
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A Social Impact Statement543

The development of deliberative AI agents carries significant potential social implications. On the544

positive side, these agents could enhance democratic processes by facilitating more inclusive and545

informed public discourse, potentially leading to improved policy outcomes. They could also serve546

as educational tools, helping individuals understand complex issues from multiple perspectives and547

improving their deliberation skills. However, there are also risks to consider. The deployment548

of AI deliberation agents could potentially be used to manipulate public opinion if misused, or549

inadvertently amplify biases present in their training data. There is also a risk of over-reliance on550

AI in decision-making processes, potentially marginalizing human judgment and lived experiences.551

Additionally, the technology could exacerbate digital divides, providing those with access to advanced552

AI tools an unfair advantage in public discourse. As this research progresses, it is crucial to prioritize553

transparency, fairness, and human oversight to ensure that deliberative AI augments rather than554

replaces human democratic participation.555

B Problem Formulation556

We formalize the deliberation process as follows:557

Let D = {a1, a2, ..., an} be a set of n agents participating in the deliberation.558

Let T = {t1, t2, ..., tm} be a set of m topics for discussion.559

For each topic tj , we define a set of agenda items Aj = {aj1, aj2, aj3, aj4}, where each topic is split560

into exactly 4 agenda items.561

Let Oi = {oi1, oi2, ..., oik} be the set of k opinion probes for agent ai.562

For each agenda item ajy, we define a sequence of turns Sjy = {sjy1, sjy2, ..., sjyl}, where l is the563

number of turns in the discussion of agenda item ajy .564

At each turn sjyx, an agent ai produces an utterance uijyx.565

We define the following functions:566

1. fbelief : uijyx → [0, 10]2567

This function evaluates the believability of an utterance, returning scores for persona consis-568

tency and overall believability.569

2. fquality : uijyx → [0, 10]6570

This function evaluates the deliberation quality of an utterance, returning scores for justifi-571

cation rationality, common good orientation, respect towards arguments, respect towards572

groups, questioning, and storytelling.573

3. fopinion : ai, tj , ajy, sjyx → Rk574

This function measures the opinion of agent ai on topic tj , agenda item ajy, at turn sjyx,575

returning a vector of k real numbers corresponding to the k opinion probes.576

Let Qijy be the set of quality scores for all utterances by agent ai in topic tj , agenda item ajy .577

We define the top quartile function:578

4. ftopQ : Qijy → [0, 10]6579

This function returns the 75th percentile scores for each of the six quality metrics from Qijy .580

The deliberation process can then be represented as a sequence of utterances and opinion measure-581

ments for each topic and agenda item, with associated believability scores and top quartile quality582

scores.583

The overall performance of an agent ai for topic tj is evaluated using:584

Pij =
1

4

4∑
y=1

ftopQ(Qijy)
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Opinion change can be measured by comparing fopinion(ai, tj , aj1, sj11) with585

fopinion(ai, tj , aj4, sj4l) for each topic tj , where sj11 is the first turn of the first agenda586

item and sj4l is the last turn of the fourth agenda item.587

C Hegselmann-Krause Model588

The classic Hegselmann-Krause (HK) model describes opinion dynamics in a group of agents. In its589

basic form:590

Let xi(t) be the opinion of agent i at time t, where xi(t) ∈ [0, 1].591

The update rule for the HK model is:592

xi(t+ 1) =
1

|Ni(t)|
∑

j∈Ni(t)

xj(t)

where Ni(t) = {j : |xi(t)− xj(t)| ≤ ϵ} is the set of agents whose opinions are within a confidence593

bound ϵ of agent i’s opinion.594

In our quality-based modification, we introduce a quality factor qj(t) for each agent’s utterance at595

time t. This quality factor is derived from the deliberation quality metrics, particularly focusing on596

justification rationality and common good orientation:597

qj(t) = w1 · JustificationRationalityj(t) + w2 · CommonGoodOrientationj(t)

where w1 and w2 are weights determining the relative importance of each factor.598

We then modify the HK update rule to incorporate this quality factor:599

xi(t+ 1) = xi(t) + α ·
∑

j∈Ni(t)
qj(t) · (xj(t)− xi(t))∑
j∈Ni(t)

qj(t)

where α ∈ [0, 1] is a learning rate parameter that determines how much an agent’s opinion can change600

in a single time step.601

This modified rule ensures that: 1. Agents are more influenced by high-quality arguments (higher602

qj(t)). 2. The magnitude of opinion change is proportional to the quality of the arguments presented.603

3. Agents still primarily consider opinions within their confidence bound ϵ.604

To measure how well the LLMs’ opinion dynamics align with this modified HK model, we compute605

the difference between the observed opinion change and the change predicted by our model:606

HK Alignment = 1− 1

N

N∑
i=1

|xobserved
i (tfinal)− xpredicted

i (tfinal)|

where N is the number of agents, xobserved
i (tfinal) is the final observed opinion of agent i, and607

xpredicted
i (tfinal) is the final opinion predicted by our modified HK model.608

A higher HK Alignment score indicates that the LLMs’ opinion dynamics more closely match the609

quality-weighted, confidence-bounded updates described by our modified HK model.610

D General Deliberation Quality611

Our General Deliberation Quality metrics are adapted from the Discourse Quality Index (DQI)612

developed by Steenbergen et al. [2003] and further refined in deliberation literature. These metrics613

aim to capture key aspects of high-quality deliberation as defined in political science and democratic614

theory. The six sub-metrics are:615
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1. Justification Rationality: This metric assesses the level of reasoning in an argument.616

Following Steenbergen et al. [2003], we evaluate whether claims are backed by reasons and617

how sophisticated those reasons are. The scale ranges from no justification (score of 0) to618

sophisticated justification with multiple complete justifications (score of 10).619

2. Common Good Orientation: This measures the extent to which arguments are framed in620

terms of the common good rather than narrow group interests. As described by Knobloch621

et al. Katherine R. Knobloch and Walsh [2013], high scores are given to statements that622

explicitly consider the welfare of the community as a whole or appeal to general principles623

of justice or rights.624

3. Respect Towards Other Participants’ Arguments: This metric evaluates how respectfully625

participants engage with others’ viewpoints. Again drawing from Steenbergen et al. [2003],626

we assess whether participants acknowledge and engage constructively with opposing627

arguments, rather than ignoring or dismissing them outright.628

4. Respect Towards Other Groups: This gauges participants’ ability to show consideration629

for the interests and perspectives of different social groups, especially those not directly630

represented in the deliberation. This aligns with Fishkin’s [Fishkin, 2018] emphasis on equal631

consideration of all affected parties in deliberative democracy.632

5. Questioning: This measures the frequency and quality of inquiries posed by participants.633

As highlighted by Warren ?, questioning reflects critical engagement and efforts to deepen634

understanding of the issues at hand. High scores are given for probing, relevant questions635

that seek to clarify or expand on others’ arguments.636

6. Storytelling: This assesses the use of narrative elements to illustrate points, share experi-637

ences, or make abstract policy issues more concrete and relatable. While not part of the638

original DQI, storytelling has been recognized by scholars like Polletta and Lee [2006] as an639

important aspect of deliberation, particularly for including diverse voices and experiences.640

Each of these metrics is scored on a scale from 0 to 10, with higher scores indicating better perfor-641

mance.642
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