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Abstract

Score-based (denoising diffusion) generative models have recently gained a lot of
success in generating realistic and diverse data. These approaches define a forward
diffusion process for transforming data to noise and generate data by reversing it.
Unfortunately, current score-based models generate data very slowly due to the
sheer number of score network evaluations required by numerical SDE solvers.
In this work, we aim to accelerate this process by devising a more efficient SDE
solver. Our solver requires only two score function evaluations per step, rarely
rejects samples, and leads to high-quality samples. Our approach generates data
2 to 10 times faster than EM while achieving better or equal sample quality. For
high-resolution images, our method leads to significantly higher quality samples
than all other methods tested. Our SDE solver has the benefit of requiring no step
size tuning.

1 Introduction

Score-based generative models [Song and Ermon, 2019, Ho et al., 2020, Jolicoeur-Martineau et al.,
2020, Piché-Taillefer, 2021] have been very successful at generating data from various modali-
ties[Song et al., 2020a, Chen et al., 2020, Kong et al., 2020, Niu et al., 2020]. These models generally
achieve superior performances in terms of quality and diversity than the historically dominant Gener-
ative Adversarial Networks (GANs) [Goodfellow et al., 2014]. Although very powerful, score-based
models generate data through an undesirably long iterative process; meanwhile, other state-of-the-art
methods such as GANs generate data from a single forward pass of a neural network. Increasing the
speed of the generative process is thus an active area of research.

Existing methods for acceleration Chen et al. [2020], San-Roman et al. [2021], Song et al. [2020a,b]
often require considerable step size/schedule tuning and do not always work for both Variance
Exploding (VE) and Variance Preserving (VP) processes (the two most popular diffusion processes
for score-based models). To improve speed and remove the need for step size/schedule tuning, we
propose to solve the reverse diffusion process using SDE solvers with adaptive step sizes.
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