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Abstract

We present the results of a new approach to measuring the occupations of re-
spondents in surveys using Large Language Models (LLM). Occupation is a no-
toriously difficult variable to measure accurately due to the very large number of
occupations and the technical ways they are described in standard classifications.
These features of occupational classification systems mean that respondents cannot
feasibly pick their occupation from a list, even with dynamic text prediction. The
measurement and classification stages are therefore usually not conducted simul-
taneously, with coding of open responses about job title and tasks implemented in
a subsequent stage of ’office coding’. In our new approach, an LLM integrated in
the questionnaire scripting is used to code the job title response to the occupational
classification within the interview. Where the job title does not contain sufficient
information to be coded with confidence, the LLM probes for further relevant detail
on job tasks, industry, qualifications, and so on. The approach has the potential to
reduce respondent burden, lower costs, and yield more timely and accurate data. We
evaluate the methodology by comparing the LLM-coded data to codes applied by
human coders in a field experiment using the Verian Public Voice online probability

panel.

1 Introduction

Accurate classification of occupations is critical to a wide range of theoretical and policy-
focused research in the social sciences, including, inter alia, the study of socio-economic
stratification and social mobility (Erikson & Goldthorpe, [2010), labour market polar-
isation (Acemoglu & Autor, 2011} Goos & Manning, 2007, and sex inequality (Jacobs,
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1989). Occupation is the fundamental building block for widely used measures of social
class such as the UK National Statistics Socio-Economic Classification (Rose, 2003) and
related measures of socio-economic status (Chan, 2004). However, the measurement of
occupation in surveys is a notoriously challenging task (Elias, |1997)). Because there are
a very large number of occupations in a modern economy and the technical ways they
are often described in classification systems, it is not effective to use a measurement ap-
proach which relies on respondents selecting from a pre-determined list, whether fixed or
dynamic. For this reason, occupations are typically measured through open-ended ques-
tions, commonly asking respondents to state their job title, describe their main duties
and tasks, and sometimes to provide additional context such as the type of organisation
or industry in which they work (United Nations Department of Economic and Social
Affairs, [2025). These responses must then be mapped to detailed classification schemes
which contain occupational categories organised hierarchically from broad major groups
down to highly specific and very numerous unit groups. Achieving accurate and consist-
ent coding of these open responses is challenging because respondents often provide brief,
ambiguous, or incomplete descriptions of their job tasks, leaving considerable scope for
subjective interpretation and, therefore, coding errors. This problem is particularly acute
for self-completion surveys where there is no interviewer to motivate the respondent to
provide sufficiently detailed and relevant answers (Kochar et al., 2025))

Given these factors and the low rates of inter-rater reliability found in survey coding
tasks generally (Kalton & Stowell, [1979)), it is no surprise that studies have consistently
found substantial inter-rater variability in occupation coding. Inter-coder agreement rates
typically range from around 60% to 80% at detailed levels of classification, increasing as
codes are aggregated to broader categories (Belloni et al.,|2016; Conrad et al., 2016; Elias,
1997). Reliability is consistently found to be higher when responses contain clear, specific
job titles with unambiguous task descriptions, whereas vague or abstract descriptions,
or those containing general terms such as “administrator” or “services,” are associated
with greater coder disagreement and higher rates of referrals for additional information
(Conrad et al., |2016; Elias, 1997). Notably, increasing the length or detail of responses
does not always improve reliability; indeed, longer descriptions may introduce additional
ambiguity or conflicting information, paradoxically reducing agreement among coders
except in cases involving inherently complex or unfamiliar occupations (Belloni et al.,
2016; Conrad et al., 2016).

Coder characteristics, particularly experience and training, are also important, expert
coders generally achieve higher agreement than novices, and ongoing feedback or quality
improvement systems can further enhance reliability (Elias, |1997)). However, even among
experts, subjective interpretation and the use of informal coding rules can produce sys-
tematic differences, especially in borderline cases or when multiple codes might plausibly
apply (Conrad et al., 2016} Elias, 1997). Sparse or ambiguous responses can also result in

coders being unable to apply an occupation code at all. The prevalence of such unclassifi-



able or missing occupation data is generally low in large-scale surveys but the proportion
of cases that require referral or cannot be coded at all can reach 10-20% in some contexts
(Conrad et al., [2016; Schierholz et al., 2018). Both respondent and job characteristics
systematically influence coding reliability, with higher education, self-employment, for-
eign birth, and certain occupational groups being associated with increased coding error
(Belloni et al., 2016; Peycheva et al., 2021)).

To address the limitations and high cost of human coding, researchers have developed
automated and semi-automated tools to assist in the coding process. Following Kochar
et al. (2025), these approaches can be broadly grouped into three categories. First,
semi-automated tools for post-survey coding, such as CASCOT (Elias et al., 2014), use
predictive models to suggest occupation codes based on textual similarity and keyword
matching. These rule-based tools advanced the field by introducing certainty scores and
semi-automatic workflows, enabling efficient triage of cases for human review, augmen-
ted with ancillary variables (such as industry or education) to boost coding specificity
and reduce manual workload (Belloni et al., 2016). However, rule-based and dictionary-
driven methods are constrained by their dependence on the quality and coverage of the
underlying dictionaries, often struggling with ambiguous or novel job descriptions.

Second, entirely closed-question approaches offer respondents fixed lists of occupations
to choose from directly, removing the ambiguity inherent in open-ended responses. How-
ever, these methods frequently encounter usability challenges and significant respondent
burden due to the difficulty respondents face in interpreting and selecting from extensive
occupational lists (Tijdens, 2015)). For this reason, they are mostly used when occupations
are aggregated to higher level groupings, although this raises the challenge of respond-
ents understanding the labels of the aggregated occupation groups and where their job sits
within them (Kochar et al., [2025). Additionally, the rigidity of closed-question approaches
often results in reduced specificity and accuracy of occupational data.

Third, some approaches use algorithms that present respondents with candidate occu-
pation codes derived from their initial open-text answers, allowing respondents themselves
to select the most appropriate code from a shortlist (Gweon et al., 2017; Peycheva et al.,
2021)). Schierholz et al. (2018), for example, implemented a supervised learning algorithm
within interviewer-administered surveys, providing immediate occupation code sugges-
tions that respondents could verify. Although this approach reduces coding burden, like
the use of closed-questions, it relies heavily on the accuracy of the shortlisting algorithm
and on respondents accurately identifying their correct occupational category from the
suggestions provided, which can be challenging given the size and technical complex-
ity of most occupational classifications. The result is that many responses still require
office-coding as well as low rates of coder reliability (Schierholz et al., 2018)

More recent research has turned to fully automated approaches using machine learn-
ing and large language models (LLMs). Schierholz and Schonlau (2021), for example,

conducted a benchmark comparison of seven occupation coding algorithms, showing that



supervised learning yields only modest accuracy gains over dictionary-based coding, with
results highly sensitive to dataset variation and constrained by the quality of training
data. Safikhani et al. (2023) used transformer-based models (BERT and GPT-3) to im-
prove coding accuracy via hierarchical fine-tuning and digit-level prediction, achieving sig-
nificantly higher performance than earlier methods. However, reliability at more detailed
classification level was quite poor using this approach, with BERT achieving agreement
rates of only 68%, and GPT-3 even lower at 57% for four digit unit-groups (Safikhani
et al., 2023). Of particular relevance to our concerns here, both of these studies used the
transformer model for coding only, rather than also employing it to improve the quality
of responses obtained from respondents.

In this paper, we build on these earlier automation efforts by further integrating LLMs
into the measurement of occupation. The key innovation is that, in addition to coding the
survey responses to the occupational classification, our tool uses the LLM to dynamically
generate tailored follow-up questions when initial coding confidence is low. These tailored
follow-up questions specifically address the ambiguities or omissions in respondents’ initial
answers, closely replicating interviewer-style probing. By adapting interactions in real-
time to clarify incomplete or ambiguous responses and integrating the coding of responses
within the interview, the method has the potential to improve coding accuracy, reduce
respondent burden, and lower coding costs compared to existing automated and semi-

automated approaches.

2 Methodology

Overview Figure|l|presents a schematic of our pipeline for using LLMs to measure and
classify occupations of survey respondents. Broadly, the pipeline comprises two inter-
related components, a classifier and dynamic probing of survey responses. For the classi-
fier, we build on work by the Office for National Statistics which uses retrieval-augmented
generation (RAG), a natural language processing strategy where a generative model is
presented with a pre-calculated shortlist of options from which to choose (Lewis et al.,
2020). This RAG system works in three stages. First, we create a static, numerical repres-
entation of all SOC codes which we can then compare against respondent’s own provided
information. Fach code is represented as a vector—called an embedding—and stored in a
database that can be queried. Second, from the preliminary information collected from
a subject (typically their job title), we “retrieve” from this database a list of SOC codes
that are most similar to how the respondent described their occupation. Finally, we send
a set of instructions to an LLM model (the prompt), asking it to either choose the cor-
rect occupation from this shortlist or generate a followup question that would help it to
identify the correct code in a subsequent step. We discuss these options in more detail

below.
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Figure 1: Schematic of occupation classification using a retrieval-augmented LLM pipeline

Shortlisting SOC codes The retrieval step serves to narrow the focus of the LLM at
the point it makes a decision over a classification or followup question. This step has
several advantages: it limits the amount of information we have to send the LLM, thus
reducing the economic costs of integrating LLMs in survey researc}ﬂ; shorter prompts also
yield quicker response times from the LLM and thus make the integration more seamless
for respondents; and, substantively, it limits the extent to which LLMs can go ”off topic”,
hallucinate, or focus on extraneous detail in the SOC codebook but which is irrelevant
given the subject’s pre-provided information.

To generate this shortlist, we use an embeddings-based approach. For every SOC
code (and description) provided by the Office for National Statistics, we use OpenAlI’s
pre-trained embeddings model to represent that entry as a 1024-length vector of numbers.
This set of vectors is calculated once and then stored in an online database. Embeddings
models are trained such that words or sentences that are more similar conceptually should
have vectors that are also more similarEl Therefore, once a respondent has provided their
job title, we can embed that title into the same 1024 space, and find the k£ = 50 closest

IThe effective cost of sending the full SOC list to an OpenAl 04 model is XXX (correct as of XX June
2025).

2A canonical example is to think of the terms “King”, “Man”, and “Woman”. Suppose m is the
vector representation (i.e. word embedding) of “King”. If the embeddings model is well-trained, then

—
calculating King — Man + Woman should yield a word embedding vector very similar to Queen.



vectors by calculating the cosine similarity between the job title embedding and every
SOC code embedding in the database.ﬂ

Classification In the simplest version of our method, given the information provided
by the subject (and a retrieval step to shortlist potential SOC codes), we prompt the
LLM to choose the most likely code from this shortlist. In our testing, we found that
guiding the reasoning of the LLM in a set of steps helped improve both the accuracy and
reliability of the codings. We therefore ask the LLM to:

1. Identify a shortlist of three codes from the 50 provided codes that could be correct

2. Identify whether or not the information provided is adequate to choose amongst

those three codes

3. Pick one of those codes that they think is most likely to be correct (regardless of

whether they need more information)

4. Come up with an explanation for why they chose that code.

We also provide the model with a summary of the hierarchy of SOC codes and five
examples of cases where similar sounding titles have different SOC codes, alongside the

reasons for their differences. A full version of this prompt is available in Appendix Section
XX.

Dynamic followups To integrate our model directly into surveys, allowing the LLM
not only to classify respondent’s occupations but ask questions in order to improve the
accuracy of these classifications, we build a feedback system into our query where, if the
LLM deems they do not have enough information, instead of returning a SOC code they
return a question that can be fed directly into the survey itself. In turn, the respondent’s
answer to this question is fed back into the information sent to the LLM (along with all
previous responses). This process can be repeated a finite number of times (set by the
surveyor/researcher), or until the model returns a SOC codeﬁ

In our early testing, we found that LLMs often erred on the side of caution, asking
followup questions where we might expect a human coder to be able to decide on the SOC
code. For example, it was quite common for the model to ask what subjects university
professors taught, even though all university professors would be classified under the same
SOC code (2311). In an effort to limit this behaviour, our prompt includes prescriptive
information on what types of questions the LLM can ask, focused on “the industry of

the organization the subject works for; the sorts of tasks the respondents performs in their

3 L . $21024 7 ) - .
The cosine similarity can be estimated as =L —, where A; stands for the ith element of
I AT B
the embedding vector representing concept A.
4We prompt the LLM to return different special characters based on the type of response it provides

(i.e. classification or followup), allowing the survey flow to route questions automatically.




role; if the respondent’s job requires any specific qualifications; whether the respondent has
any supervisory or managerial responsibilities”. We also allow the model to ask followup
questions where the respondent’s answer to a previous question was unclear. As in the
classification-only version, we provide the same information on the SOC schema and

examples of differences between similar-sounding job titles.

LLM instances and balancing latency in dynamic surveys For classification only
workflows, which can be performed ”offline” (i.e. not while the survey is in progress),
our strategy has been to use more advanced reasoning models that have been shown to
have considerable advantages in providing reliable and accurate classifications [TOM TO
FIND CITES]. These models, however, have the downside of being slow — it may take
anywhere from 5 to 30 seconds for the model to process the prompt and return a SOC
code. Given that we can parallelise this step (i.e. query each subject’s code at the same
time), there are negligible costs to this slower reasoning.

However, for dynamic use where our method is returning followup questions directly
to the respondent, these sorts of delays could lead to overly high attrition as the survey
appears to stall. Hence, in the dynamic use-case, we have balanced the predictive fidelity
of the model with its latency—the time it takes to return a fully generated message. At
the time of writing, our experiments suggested that an OpenAl ... model struck the best
balance, and led to latencies of around 2-3 seconds on average — although not instant,
this was in the realm of what we suspected a survey respondent might consider normal

loading times.

3 Results

TBC

4 Discussion
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