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Abstract
Pioneering advancements in large language001
model-powered agents have underscored the002
design pattern of multi-agent collaboration,003
demonstrating that collective intelligence can004
surpass the capabilities of each individual. In-005
spired by the neural scaling law, which posits006
that increasing neurons leads to emergent abil-007
ities, this study investigates whether a simi-008
lar principle applies to increasing agents in009
multi-agent collaboration. Technically, we010
propose

::
multi-agent

:
collaboration

::
networks011

(MACNET), which utilize directed acyclic012
graphs to organize agents and streamline their013
interactive reasoning via topological order-014
ing, with solutions derived from their dia-015
logues. Extensive experiments show that MAC-016
NET consistently outperforms baseline models,017
enabling effective agent collaboration across018
various topologies. Notably, we observed a019
small-world collaboration phenomenon, where020
topologies resembling small-world properties021
achieved superior performance. Additionally,022
we identified a collaborative scaling law, in-023
dicating that normalized solution quality fol-024
lows a logistic growth pattern as scaling agents,025
with collaborative emergence occurring much026
earlier than previously observed instances of027
neural emergence.028

1 Introduction029

In the rapidly advancing field of artificial intelli-030

gence, large language models (LLMs) have cat-031

alyzed transformative shifts across numerous do-032

mains due to their remarkable linguistic capac-033

ity to seamlessly integrate extensive world knowl-034

edge (Vaswani et al., 2017; Brown et al., 2020;035

Bubeck et al., 2023). Central to this breakthrough036

is the neural scaling law that fosters emergent capa-037

bilities, where well-trained neural networks often038

exhibit power-law scaling relations primarily with039

the number of neurons, alongside factors such as040

dataset size and training time (Kaplan et al., 2020;041

Schaeffer et al., 2024; Muennighoff et al., 2024).042

Multi-Agent Collaboration Network

SolutionTask

Figure 1: Given a task, multi-agent collaboration net-
works (MACNET) utilize directed acyclic graphs to or-
ganize diverse agents for collaborative interactions, with
the final solution derived from their dialogues.

Despite this, LLMs have inherent limitations 043

in enclosed reasoning, particularly when address- 044

ing complex situations that extend beyond textual 045

boundaries (Richards, 2023). To this end, subse- 046

quent studies have successfully transformed foun- 047

dational LLMs into versatile autonomous agents 048

by equipping them with advanced capabilities such 049

as tool use (Schick et al., 2023), long-context 050

memory (Park et al., 2023), and procedural plan- 051

ning (Wei et al., 2022b). Along this line, multi- 052

agent collaboration has emerged as an effective 053

paradigm to integrate the specialities of different 054

agents (Park et al., 2023; Li et al., 2023a; Qian et al., 055

2024b). Through linguistic interaction, agents en- 056

gage in instructive and responsive utterances to 057

foster high-quality collaboration, leading to final 058

solutions1 derived from their dialogues (Qian et al., 059

2024b,a; Chen et al., 2024b). 060

Inspired by the neural scaling law, a natural 061

question arises: does increasing agents in multi- 062

agent collaboration exhibit emergent capabilities? 063

1Solutions can range from a multiple-choice answer to
repository-level code or a coherent narrative, among numerous
other possibilities.
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Investigating the collaborative scaling law is es-064

sential for accurately estimating the relationship065

between computing resources and performance066

trends in multi-agent systems. This understand-067

ing enables optimizing resource utilization and068

minimizing unnecessary waste, ultimately leading069

to more scalable, practical, and resource-efficient070

agent systems (Kaplan et al., 2020). However,071

technically, effective multi-agent collaboration tran-072

scends the mere aggregation of responses from dif-073

ferent agents through majority voting (Chen et al.,074

2024a); instead, it should constitute an organically075

integrated system that requires effective interac-076

tions and thoughtful decision-making (Hopfield,077

1982).078

In this paper, as illustrated in Figure 1, we en-079

vision multiple agents as a well-organized team080

composed of specialized agents, investigating their081

interdependent interactive reasoning and collec-082

tive intelligence in autonomously solving complex083

problems. To further this goal, we design appro-084

priate topologies and effective interaction mecha-085

nisms that align with both the static organizational086

structure and the dynamic reasoning process.087

• To ensure generalizability, we design the topol-088

ogy as a directed acyclic graph where each edge089

is managed by a supervisory instructor issuing di-090

rectional commands, and each node is supported091

by an executive assistant providing tailored so-092

lutions. This mechanism effectively fosters a093

division of labor among agents through func-094

tional dichotomy, seamlessly integrating a static095

topology with specialized agents to form a multi-096

agent collaboration network (MACNET).097

• To facilitate agents’ interactive reasoning, the098

interaction sequence is orchestrated via topologi-099

cal ordering, ensuring orderly information trans-100

mission throughout the network. Within this ar-101

rangement, each interaction round involves two102

adjacent agents refining a previous solution, with103

only the refined solution, rather than the entire104

dialogue, being propagated to the next neigh-105

bors. This mechanism strategically avoids global106

broadcasts and significantly reduces the risk of107

overly extended contexts, enabling scalable col-108

laboration across nearly any large-scale network.109

We conducted a comprehensive quantitative eval-110

uation of three prevalent topologies—chain, tree,111

and graph—divided into six variants, across mul-112

tiple heterogeneous downstream scenarios. The113

extensive experiments demonstrate that MACNET 114

consistently outperforms all baseline models, en- 115

abling effective agent collaboration even in fully- 116

connected dense networks. Notably, we ob- 117

served a small-world collaboration phenomenon, 118

where topologies resembling small-world proper- 119

ties demonstrated superior performance. Addition- 120

ally, we identified a collaborative scaling law, re- 121

vealing that normalized solution quality follows a 122

logistic growth pattern as scaling agents. Mean- 123

while, collaborative emergence can be observed 124

occurring significantly earlier compared to previ- 125

ous instances of neural emergence. We hope our 126

findings offer valuable insights into resource predic- 127

tion and optimization to enhance the efficiency and 128

scalability of LLM systems (Kaplan et al., 2020). 129

2 Related Work 130

Trained on vast datasets and capable of manip- 131

ulating billions of parameters, LLMs have be- 132

come pivotal in natural language processing due 133

to their seamless integration of extensive knowl- 134

edge (Brown et al., 2020; Bubeck et al., 2023; 135

Vaswani et al., 2017; Radford et al., 2019; Tou- 136

vron et al., 2023; Wei et al., 2022a; Shanahan et al., 137

2023; Chen et al., 2021; Brants et al., 2007; Chen 138

et al., 2021; Ouyang et al., 2022; Yang et al., 2024; 139

Qin et al., 2023; Kaplan et al., 2020). Central to 140

this breakthrough is the neural scaling law, which 141

posits that loss scales as a power law with model 142

size, dataset size, and the amount of compute used 143

for training (Kaplan et al., 2020; Smith et al., 2022; 144

Muennighoff et al., 2024). The principle under- 145

scores that scaling up language models can lead 146

to emergent abilities—where performance experi- 147

ences a sudden leap as the model scales (Wei et al., 148

2022a; Schaeffer et al., 2024). 149

Despite these, LLMs have inherent limitations in 150

enclosed reasoning, motivating subsequent studies 151

to effectively equip LLMs with advanced capabil- 152

ities such as role playing (Li et al., 2023a; Chan 153

et al., 2024), tool use (Schick et al., 2023; Qin 154

et al., 2024), long-context memory (Park et al., 155

2023; Wang et al., 2023), and procedural plan- 156

ning (Wei et al., 2022b; Yao et al., 2023), thereby 157

transforming fundamental LLMs into versatile au- 158

tonomous agents (Richards, 2023; Shinn et al., 159

2024; Zhao et al., 2024). Along this line, multi- 160

agent collaboration has emerged as an effective 161

paradigm to integrate the specialities of different 162

agents (Park et al., 2023; Zhou et al., 2023; Chen 163
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et al., 2024b; Chan et al., 2024; Chen et al., 2023;164

Cohen et al., 2023; Li et al., 2023b; Hua et al.,165

2023). A straightforward collaboration strategy is166

majority voting (Chen et al., 2024a), where individ-167

uals remain independent; however, more effective168

multi-agent collaboration should form an integrated169

system that fosters interdependent interactions and170

thoughtful decision-making (Li et al., 2024; Chen171

et al., 2024a; Piatti et al., 2024). Based on this,172

pioneering studies have dichotomized the function-173

ality of agents into two distinct roles: instructors,174

who provide directional instructions, and assistants,175

who respond with tailored solutions; these agents176

engage in instructive and responsive utterances to177

foster an interaction chain, collaboratively arriving178

at final solutions derived from their dialogues (Qian179

et al., 2024b; Li et al., 2023a). This paradigm facili-180

tates a well-orchestrated workflow for task-oriented181

interactions, significantly reducing the need for182

manual intervention while demonstrating promis-183

ing quality (Chen et al., 2024b; Chan et al., 2024).184

3 Multi-Agent Collaboration Network185

We aim to establish a scalable framework for multi-186

agent collaboration, comprising two key compo-187

nents: the design of a
::
multi-

:
agent

:
collaboration188

:::
network (MACNET) and collaborative reasoning.189

3.1 Network Construction190

To establish an organizational structure for multi-191

agent collaboration that is both efficient and scal-192

able, drawing on the concept of graphs—a data193

structure that describes entities and their interrela-194

tions, we model the topology as a directed acyclic195

graph (DAG) (Nilsson et al., 2020) to organize in-196

teractions among collaborative agents (Qian et al.,197

2024a). Concretely, a feasible topology is denoted198

as G = (V, E): 199

V={vi|i∈I}, E={⟨vi, vj⟩|i, j∈I ∧ i ̸=j} (1) 200

where V denotes the set of nodes indexed by I , and 201

E denotes the set of edges, with each edge directed 202

from one node to another and no cycles exist. 203

Given the impracticality of enumerating all pos- 204

sible topologies, our study focuses on three preva- 205

lent types—chain, tree, and graph—further divided 206

into six structures, as depicted in Figure 2. Chain 207

topologies, resembling the waterfall model (Pe- 208

tersen et al., 2009), linearly structuring interactions 209

along agents. Tree topologies enable agents to 210

branch out, interacting in independent directions; 211

further categorized into "wider" star-shaped and 212

"deeper" tree-shaped structures. Graph topologies 213

support arbitrary interaction dependencies, with 214

nodes having multiple children and parents, form- 215

ing either divergent or convergent interactions; fur- 216

ther classified into fully-connected mesh structures, 217

MLP-shaped layered structures, and irregular ran- 218

dom structures. These representative topologies are 219

extensively studied in complex network (Strogatz, 220

2001; Albert and Barabási, 2001) and LLM agent 221

reasoning (Liu et al., 2023; Besta et al., 2024), en- 222

suring a comprehensive examination of the most 223

significant and practical structures in understanding 224

multi-agent systems. 225

In the ecosystem of LLM-powered agents, a 226

functional dichotomy (Li et al., 2023a)—consisting 227

of supervisory instructors who issue directional in- 228

structions and executive assistants who provide tai- 229

lored solutions—can effectively promote division 230

of labor, stimulate functional behaviors, and facili- 231

tate efficient task resolution (Qian et al., 2024b,a). 232

To integrate this strategy into the topology, as de- 233

picted in Figure 3, we strategically assign an in- 234
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Figure 4: Streamlining the agents’ reasoning process involves a series of dual-agent interactions. The topological
order guides the interaction sequence, while the original connectivity governs the data flow.

structor to each edge and an assistant to each node:235

ai = ρ(vi), ∀vi ∈ V
aij = ρ(⟨vi, vj⟩), ∀⟨vi, vj⟩ ∈ E

(2)236

where ρ(x) represents the agentization operation on237

an element x, achieved by equipping a foundation238

model with professional roles (Li et al., 2023a), ex-239

ternal tools (Schick et al., 2023), and context-aware240

memory (Park et al., 2023); ai and aij denote an241

assistant agent assigned to node vi and an instructor242

agent assigned to edge vij , respectively.243

This dichotomous design allows agents to spe-244

cialize in their functions, driving task-oriented lan-245

guage interactions and facilitating efficient infor-246

mation transmission throughout the network. Addi-247

tionally, the "directed" nature of the edges enables248

the orchestration of agent interactions, while the249

"acyclic" configuration prevents information prop-250

agation deadlocks.251

3.2 Interactive Reasoning252

In the process of completing complex tasks, in-253

teractive reasoning among agents within a static254

MACNET requires strategical traversal to establish255

an orderly interaction sequence. Our graph traver-256

sal strategy adheres to the principles of topological257

ordering (Bondy and Murty, 1976), a fundamental258

algorithm in graph theory, which ensures that each259

node is visited only after all its dependencies have260

been traversed (Gross et al., 2018). Formally, for261

a MACNET G, its topological order is a linear ar-262

rangement of agents ai and aij such that for every263

directed edge ⟨vi, vj⟩ ∈ E , the ordering satisfies:264

∀⟨vi, vj⟩ ∈ E , I(ai) < I(aij) < I(aj) (3)265

where I(x) denotes the index of agent x in the topo-266

logical sequence. This arrangement ensures that267

each node-occupied agent ai precedes its corre-268

sponding edge-occupied agent aij , and aij pre-269

cedes aj , thereby guaranteeing ensuring orderly270

information transmission throughout the network.271

After establishing the global order, as illustrated 272

in Figure 4, we enable each pair of edge-connected 273

adjacent agents to interact and exchange informa- 274

tion. For a topology G, the design result in a total 275

deployment of |V|+ |E| agents and require 2|E| in- 276

teraction rounds. Within each edge, the interaction 277

pattern between assistants and instructors follows 278

a multi-turn instruction-response sequence (Qian 279

et al., 2024b): 280

τ(ai, aij ,aj) =
(
τ(ai, aij), τ(aij ,aj)

)
τ(ai, aij) = (ai → aij , aij ; ai)⟲

τ(aij ,aj) = (aij → aj , aj ; aij)⟲

(4) 281

where → symbolizes the act of instructing, ; in- 282

dicates the corresponding responding, and ⟲ rep- 283

resents the iterative nature of the process. Specifi- 284

cally, ai requests feedback, aij offers optimization 285

suggestions and requests further refinement, and 286

aj provides the refined solution. Thus, the agents 287

associated with a single edge can effectively opti- 288

mize a solution in one iteration. 289

Delving deeper, the topological ordering method- 290

ically unfolds agent interactions into an interaction 291

sequence, outlining the control flow2 within a multi- 292

agent collaboration process. Concurrently, the data 293

flow within this process is consistent with the orig- 294

inal dependencies connected by edges, ensuring 295

that the flow of interacted information aligns with 296

the inherent dependencies outlined in the topology. 297

3.3 Memory Control 298

In a multi-agent collaboration system, unrestrained 299

context information exchange can lead to exces- 300

sively long contexts, ultimately limiting scalabil- 301

ity by supporting only a few agents. To address 302

this, we adopt a heuristic mechanism (Qian et al., 303

2Note that although the interaction order is unfolded as
a sequence for visualization purposes only, certain substruc-
tures (e.g., star-structured topology) inherently support paral-
lel processing, which is essential in enhancing the reasoning
efficiency of practical systems.
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2024b) to manage context visibility using short-304

term and long-term memory. Short-term memory305

captures the intra-interaction working memory dur-306

ing each dual-agent interaction, ensuring context-307

aware decision-making. Long-term memory main-308

tains inter-interaction context continuity by trans-309

mitting only the final solutions derived from dia-310

logues, not the entire conversational history. This311

approach ensures that the context of ancestor agents312

remains Markovian, with solutions propagated only313

from adjacent agents rather than from all previous314

dialogues. Consequently, it reduces the risk of con-315

text overload while preserving context continuity,316

thereby enabling scalable multi-agent collaboration317

across nearly any large-scale network.318

Furthermore, an original solution propagating319

through the network undergoes continuous refine-320

ment, improving its quality over time. As solutions321

traverse the network, they either branch off at di-322

vergent nodes or aggregate at convergent nodes.323

Branching is achieved through parallel propaga-324

tion, while merging from multiple nodes, akin to a325

non-linear perceptron, requires an effective aggre-326

gation mechanism. Technically, convergent agents327

assess the strengths and weaknesses of each solu-328

tion, synthesizing their strengths and discarding329

weaknesses, which results in a strength-aggregated330

outcome from "non-linear" decision-making, rather331

than a simple combination of all solutions.332

4 Experiments333

Baselines We select different kinds of represen-334

tative methods for quantitative comparison.335

• COT (Wei et al., 2022b) is a technically general336

and empirically powerful method that endows337

LLMs with the ability to generate a coherent se-338

ries of intermediate reasoning steps, naturally339

leading to the final solution through thought-340

ful thinking and allowing reasoning abilities to341

emerge.342

• AUTOGPT (Richards, 2023) is a versatile single-343

agent system that employs multi-step planning344

and tool-augmented reasoning to autonomously345

decompose complex tasks into chained subtasks346

and iteratively leverages external tools within347

an environment-feedback cycle to progressively348

develop effective solutions.349

• GPTSWARM (Zhuge et al., 2024) formal-350

izes a swarm of LLM agents as computa-351

tional graphs, where nodes represent manually-352

customized functions and edges represent infor- 353

mation flow, significantly surpassing the tree- 354

of-thought method by optimizing node-level 355

prompts and modifying graph connectivity. 356

• AGENTVERSE (Chen et al., 2024b) recruits and 357

orchestrates a team of expert agents in either a 358

horizontal or vertical topological structure, em- 359

ploying multi-agent linguistic interaction to au- 360

tonomously refine solutions and demonstrating 361

emergent performance compared to individual 362

agents, serving as both general and powerful 363

multi-agent framework. 364

Datasets and Metrics We adopt publicly avail- 365

able and logically challenging benchmarks to eval- 366

uate across heterogeneous downstream scenarios. 367

• MMLU (Hendrycks et al., 2020) provides a com- 368

prehensive set of logical reasoning assessments 369

across diverse subjects and difficulties, utiliz- 370

ing multiple-option questions to measure general 371

world knowledge and logical inference capabil- 372

ities. We assess the quality of generated solu- 373

tions via accuracy, reflecting the correctness of 374

responses to multiple-choice questions. 375

• HumanEval (Chen et al., 2021), a widely recog- 376

nized benchmark for function-level code genera- 377

tion, designed for measuring basic programming 378

skills. We assess via pass@k, reflecting function 379

correctness across multiple standard test cases. 380

• SRDD (Qian et al., 2024b) integrates com- 381

plex textual software requirements from major 382

real-world application platforms, designed for 383

repository-level software development, includ- 384

ing requirement comprehension, system design, 385

and integration testing. We assess using qual- 386

ity, a comprehensive metric that integrates cru- 387

cial factors including completeness, executabil- 388

ity, and consistency. 389

• CommonGen-Hard (Madaan et al., 2023) re- 390

quires models to generate coherent sentences 391

incorporating discrete concepts, designed to 392

test systems’ advanced commonsense reasoning, 393

contextual understanding, and creative problem- 394

solving. We assess using a comprehensive score 395

that integrates crucial factors including gram- 396

mar, fluency, context relevance, and logic consis- 397

tency (Li et al., 2018; Chen et al., 2024b). 398

Implementation Details By default, our method 399

utilizes the GPT-3.5-turbo model, chosen for its op- 400

timal balance of reasoning efficacy and efficiency. 401
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Method Paradigm MMLU HumanEval SRDD CommonGen AVG.

COT 0.3544† 0.6098† 0.7222† 0.6165 0.5757†

AUTOGPT 0.4485† 0.4809† 0.7353† 0.5972† 0.5655†

GPTSWARM 0.2368† 0.4969 0.7096† 0.6222† 0.5163†

AGENTVERSE 0.2977† 0.7256† 0.7587† 0.5399† 0.5805

MACNET-CHAIN 0.6632 0.3720 0.8056 0.5903 0.6078
MACNET-STAR 0.4456 0.5549 0.7679 0.7382 0.6267
MACNET-TREE 0.3421 0.4878 0.8044 0.7718 0.6015
MACNET-MESH 0.6825 0.5122 0.7792 0.5525 0.6316
MACNET-LAYERED 0.2780 0.4939 0.7623 0.7176 0.5629
MACNET-RANDOM 0.6877 0.5244 0.8054 0.5912 0.6522

Table 1: The overall performance of LLM-driven methods across various datasets, including both single-agent
( ) and multi-agent ( ) paradigms. For each dataset, the highest scores are highlighted in bold, while the
second-highest scores are underlined. A dagger (†) denotes statistically significant differences (p ≤ 0.05) between
the baseline and our chain-structured setting.

We enhance the diversity of perspectives by lever-402

aging GPT-4 to generate a pool of 4,000 profiles403

for assignment. These agents are equipped to au-404

tonomously use external tools (e.g., Python com-405

pilers), and their temperatures decrease linearly406

from 1.0 to 0.0 according to topology depths. Dur-407

ing agent interactions, a maximum of three rounds408

of utterances is allowed. To ensure fairness, all409

baselines adhere to identical hyperparameters and410

settings in the evaluation. All code and data will411

be publicly available.412

4.1 Does Our Method Lead to Superior413

Performance?414

We first employ the simplest topology—chain—as415

the default setting for our comparative analysis. As416

shown in Table 1, the chain-structure method con-417

sistently outperforms all baseline methods across418

most metrics, demonstrating a significant margin of419

improvement. The primary advantage of MACNET,420

compared to a single agent providing answers from421

a specific perspective, lies in its facilitation of a se-422

quential process where solutions are continuously423

refined. This enables autonomous and incremental424

optimization, effectively alleviating previously im-425

perfect solutions or false hallucinations (Qian et al.,426

2024b,a; Chen et al., 2024b; Chan et al., 2024).427

Moreover, we observe that COT exhibits strong428

performance on certain datasets, even surpassing429

some multi-agent methods in specific cases. This430

is primarily because the underlying knowledge of431

widely-researched benchmarks is largely embed-432

ded in foundational models, giving single agents433

a notable capability in these relatively "simple" 434

tasks. Although GPTSWARM self-organizes agents 435

through dynamic optimization of nodes and edges, 436

it still requires extensive task-specific customiza- 437

tion for all agents and their behaviors, making it 438

challenging to seamlessly transfer to heterogeneous 439

downstream tasks. Given the increasing need for 440

highly performant and automatic real-world sys- 441

tems, it is unrealistic to expect that all preparatory 442

knowledge can be fully pre-encoded in foundation 443

models, nor can specific adaptations be pre-made 444

for all unforeseen complex tasks. Luckily, MAC- 445

NET addresses this challenge by automatically gen- 446

erating various networks through simple hyperpa- 447

rameters (e.g., topology type and scale), without 448

requiring additional specific adaptations, which rep- 449

resents a more promising paradigm for enhancing 450

autonomy, scalability, and generalizability. 451

In addition, we ablate agents’ profiles and tem- 452

perature, which roughly regresses to the graph-of- 453

thought reasoning thoughts by a single agent who 454

lacks a profile and has a temperature set to 0. We 455

find that ablating these mechanisms results in sig- 456

nificant performance degradation across all topolo- 457

gies, with an average decrease of 2.69%. This 458

highlights the superior collective intelligence over 459

any form of reasoning by a single agent, as the 460

latter corresponds to a feature dimension reduction 461

of the high-dimensional multi-agent combination 462

space, which solidifies reasoning ability due to the 463

lack of flexibility to explore a better configuration. 464
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4.2 How Do Different Topologies Perform465

Against Each Other?466

To understand the topological properties, we con-467

ducted extensive experiments by altering MAC-468

NET’s topologies. The results in Table 1 demon-469

strate that different topologies exhibit varying lev-470

els of effectiveness for distinct tasks. For instance,471

a chain topology is more suitable for software de-472

velopment, while a mesh topology excels in logical473

selection. No single topology consistently delivers474

optimal results across all tasks. Further observa-475

tion reveals that topologies approaching the small-476

world property (Watts and Strogatz, 1998)—char-477

acterized by a small average path length3—tend to478

exhibit superior performance, which we refer to as479

the "small-world collaboration phenomenon". Con-480

cretely, as each edge in MACNET triggers agent in-481

teractions, the graph’s density naturally represents482

the agents’ interaction density. Empirically, higher483

interaction density is associated with improved per-484

formance among the three coarse-grained topolog-485

ical types.4 This performance discrepancy can be486

attributed to the fact that a higher graph density487

generally correlates with a higher clustering coef-488

ficient5. This increase in the clustering coefficient489

results in more adjacent node pairs, decreasing the490

average path length; consequently, the likelihood491

of long-distance solution invisibility is correspond-492

ingly decreased. Along this reason, we also dis-493

cover that irregular random structures outperform494

regular mesh structures. This advantage can be495

attributed to random edge connections, which, in496

analogy to social networks, potentially link "un-497

acquainted" agents via a direct shortcut, making498

them adjacent "acquaintances" and implicitly re-499

ducing the average path length, thus resembling500

small-world properties. Meanwhile, unlike mesh501

topology, which exhibits the highest interaction502

density, random topology achieves an optimal bal-503

ance between reduced arrangement depth and en-504

hanced reasoning efficiency, making it a more suit-505

able tradeoff in practice.506

Additionally, it is observed that, given the same507

density, "wider" star-shaped topologies generally508

3Average path length (Albert and Barabási, 2001) is the av-
erage number of steps along the shortest paths for all possible
pairs of network nodes, which is a measure of the efficiency
of information transport on a network.

4For example, the densely connected mesh topology out-
performs the moderately dense tree topology, which in turn
outperforms the sparsely connected chain topology.

5The clustering coefficient measures how densely con-
nected a node’s neighbors are to each other (Strogatz, 2001).
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Figure 5: The average performance of the divergent
topology (default) and its convergent counterpart.

outperform "deeper" tree-shaped ones. This is pri- 509

marily due to our solution propagation mechanism, 510

which inhibits the propagation of excessively long 511

contextual reasoning processes throughout the en- 512

tire network. As a result, deeper topologies may 513

cause agents to lose sight of farther contexts, po- 514

tentially leading to version rollback—solutions re- 515

vert to earlier or similar versions. The same prin- 516

ciple applies to graph structures, in which mesh 517

topologies, compared to layered ones, enable di- 518

rect reasoning between agents through direct edges, 519

thereby implicitly reducing network depth and en- 520

hancing performance. 521

In addition to the structural point of view, the di- 522

rectional characteristics of some topologies, which 523

exhibit inherent asymmetry—reversing the edges 524

results in an entirely unequal one—motivated us 525

to explore reverse topologies. As shown in Fig- 526

ure 5, merely altering the symmetry topologies’ 527

orientation leads to significant performance degra- 528

dation. Typically, divergent structures (those with 529

more child nodes than parent nodes) significantly 530

outperform convergent counterparts. Intuitively, 531

solution flow smoothly diverges, allowing each 532

agent to propose solutions from varied perspec- 533

tives concurrently; conversely, converging the so- 534

lutions of multiple agents at a single point poses 535

a greater challenge, illustrating the complexity in- 536

volved in integrating diverse perspectives into a 537

cohesive strategy. 538

4.3 Does a Collaborative Scaling Law Exist? 539

Recall that the neural scaling law fosters emergent 540

capabilities (Kaplan et al., 2020; Schaeffer et al., 541

2024; Muennighoff et al., 2024), where the synergy 542

among numerous neurons enables a continuous 543

trend of performance improvement. To investi- 544

gate the collaborative scaling law—the potential 545

predictable relationship between agent scale and 546
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Figure 6: Scaling performance of multi-agent collaboration under different topologies. The topology scale is
characterized by the number of nodes, which is distinct from the number of agents.

performance, considering the associated time and547

economic costs—we scaled different topologies by548

exponentially increasing the number of nodes from549

1 (regressing to a single-agent method) to 50. As550

shown in Figure 6, our results confirm the small-551

world collaboration phenomenon, where optimal552

outcomes are achieved in high-density networks.553

Additionally, a reverse degradation phenomenon554

can be also observed (not shown), where certain555

configurations led to an overall quality reduction556

ranging from 2.27% to 6.24%.557

As the topology scales, the quality of solu-558

tions produced by the multi-agent system initially559

rises rapidly before reaching a saturation point (or560

slightly declining), which can be approximated by561

a sigmoid-shaped function:562

f(x) =
α

1 + e−β(x−γ)
+ δ (5)563

where α, β, γ and δ being real numbers specific to564

a topology. It is important to emphasize that this is565

only an average characterization based on the scale;566

a more precise multi-agent system should consider567

additional factors (e.g., foundation models, profile,568

and tool spaces). Notably, neural scaling laws typ-569

ically require a million-fold increase in neurons570

to reveal significant trends around a scale of 1018571

to 1024 (Schaeffer et al., 2024). In contrast, most572

topologies in MACNET exhibit performance satu-573

ration around a scale of 24 to 25. This collaborative574

emergence occurs more rapidly compared to neu-575

ral emergence and is observable at smaller scales.576

The underlying reason is that neuron coordination,577

relying on from-scratch training in latent space578

via matrix operations, requires a vast scale to in- 579

corporate extensive world knowledge and develop 580

learning capabilities. In contrast, agent coordina- 581

tion, based on the implicit knowledge of pretrained 582

LLMs, leverages the understanding and refinement 583

of textual information through linguistic interac- 584

tions, often circumventing the extensive scaling 585

needed by neuronal coordination. Combining these 586

two scaling mechanisms at different levels holds 587

promise for producing higher-quality outcomes. 588

5 Conclusion 589

We have introduced MACNET, which leverages 590

DAGs to structure the agents’ collaborative topolo- 591

gies and streamline their interactive reasoning 592

through topological ordering, with solutions de- 593

rived from their dialogues. Extensive experi- 594

ments demonstrate that MACNET consistently out- 595

performs all baseline models, enabling effective 596

agent collaboration across various topologies. No- 597

tably, we observed a small-world collaboration 598

phenomenon, where topologies resembling small- 599

world properties demonstrated superior perfor- 600

mance. Additionally, we identified a collabora- 601

tive scaling law, revealing that normalized solution 602

quality follows a logistic growth pattern as scaling 603

agents. Meanwhile, collaborative emergence can 604

be observed occurring significantly earlier com- 605

pared to previous instances of neural emergence. 606

We hope our findings offer valuable insights into 607

resource prediction and optimization to enhance 608

the efficiency and scalability of LLM systems. 609
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6 Limitations610

While our study has thoroughly explored the capa-611

bilities of collaborative autonomous agents across612

various tasks, it is crucial for both researchers and613

practitioners to remain cognizant of the limitations614

and risks associated with this study.615

Compared to single-agent methods, the iterative616

interactions between multiple agents inherently de-617

mand more tokens and time, leading to increased618

computational requirements for the backbone mod-619

els and potential environmental impacts. For exam-620

ple, our extensive experiment spanned more than621

six weeks and incurred costs of at least $3,024.62.622

While the findings were informative and intrigu-623

ing, the high resource expenditure raises concerns624

about the sustainability of future research endeav-625

ors. To address this, future research could focus on626

developing methods that enable agents to achieve627

equivalent or superior capabilities with fewer inter-628

actions. A promising strategy is to avoid full-graph629

inference by utilizing only a subset of the graph,630

such as identifying the best sub-team to execute the631

task.632

We examined six representative topologies633

and identified a promising architectural direction634

through observed phenomena. However, within635

the vast space of network structures, identifying636

the theoretically optimal collaborative network of637

agents without bias remains a challenge. Further638

exploration into this optimal collaborative network639

is an interesting direction for future research. More-640

over, there is significant value in exploring collab-641

orative mechanisms, such as dynamically generat-642

ing and deploying agents (including personalized643

profiles, external tools, multi-step planning, foun-644

dation models, and finer-grained labor division),645

and enhancing inference coordination (e.g., effi-646

cient routing strategies, information transmission647

mechanisms, and long-context management).648

In agents’ reasoning, the aggregation of multiple649

solutions at graph nodes presents a complex chal-650

lenge. The current strategy of combining strengths651

and eliminating weaknesses offers foundational in-652

sights but may fall short due to model hallucina-653

tions, potentially leading to performance degrada-654

tion. We recommend designing the topology to655

minimize convergent nodes, while also developing656

a more robust aggregation strategy to significantly657

mitigate this issue.658

The performance of multi-agent collaboration,659

given its additional factors, is inherently more un-660

predictable than traditional scaling. We minimize 661

bias through general designs and repeated experi- 662

ments, but future work should consider more ma- 663

ture patterns (e.g., usable tools) and higher-quality 664

metrics. As current technology lacks precise auto- 665

mated evaluation systems for complex tasks (e.g., 666

software development and creative writing), man- 667

ual verification becomes labor-intensive and im- 668

practical for large-scale datasets. This study fo- 669

cuses on objective and critical dimensions, such 670

as comprehensive software indicators considering 671

completeness, executability, and consistency. Fu- 672

ture research should investigate finer-grained di- 673

mensions to enhance the objectivity and quantifia- 674

bility of performance evaluations, including solu- 675

tions’ functionalities, robustness, safety, and user- 676

friendliness. 677

Given the nascent stage of multi-agent collabo- 678

ration models, most relevant studies focus on in- 679

ference. When faced with diverse tasks, current 680

methods handle each task independently due to the 681

lack of methodologies that effectively incorporate 682

past experiences. This inexperience often results 683

in repetitive errors or unnecessary trial-and-error 684

processes in multi-step tasks, requiring additional 685

human intervention, especially in real-world appli- 686

cations. Therefore, multi-agent collaborative learn- 687

ing is an urgent area for research, promising more 688

efficient cross-task inference and reduced resource 689

consumption. 690

However, we believe that these potential limi- 691

tations serve as inspiration for future research di- 692

rections and can be effectively mitigated by engag- 693

ing a broader, technically proficient audience. We 694

expect that our findings will provide valuable in- 695

sights into enhancing collaborative learning and 696

reasoning in the ever-evolving dynamics of LLM- 697

powered agents. 698
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Appendix981

A Ablation Study of Temperature982

In this appendix, an ablation study is meticulously983

conducted to investigate the effect of varied tem-984

perature (which, in this study, decreases linearly)985

of agents on the performance of MACNET. The986

temperature parameter for all agents was uniformly987

set to 0.0, thereby rendering the entire reasoning988

process deterministic. The experiments were exclu-989

sively carried out on scenarios where the number990

of nodes equals 10, as it is a moderate scale that991

features both low costs and a sufficient amount of992

multi-agent collaboration. To ensure consistency,993

the topologies and datasets in this study align with994

the configurations shown in Table 1.995

As depicted in Figure 7, the overall performance996

of MACNET exhibits an average deterioration of997

approximately 7.41% in the absence of a linearly998

decreasing temperature. Notably, the performance999

of the star topology experiences a particularly sig-1000

nificant decline of about 15.5%. This phenomenon1001

suggests that the temperature deployment mecha-1002

nism of MACNET is effective.1003

B Ablation Study of Profiles1004

To study the role of profiles in the agent reason-1005

ing process within our system, we orchestrated a1006

series of experiments in which the profiles of all1007

agents were left blank. Except for the implementa-1008

tion of the linearly decreasing temperature, other1009

configurations are identical with Appendix 7.1010

As illustrated in Figure 8, the performance of1011

MACNET deteriorates for an average of 3.75% with1012

the absence of the profiles. This phenomenon sug-1013

gests that the profile deployment mechanism of1014

MACNET is effective.1015

C Performance analysis of Claude1016

We conducted experiments utilizing Claude6 as the1017

base model. The number of nodes was set to 4 and1018

datasets were selected as SRDD and CommonGen,1019

mainly considering costs. Temperature, profile de-1020

ployment, and topologies align with the config-1021

urations delineated in implementation details in1022

section 4.1023

Figure 9 shows that the performance of Claude1024

is worse than gpt-3.5.1025

6Claude 3 sonnet (until 20240229), by Anthropic.

D Time Consumption Analysis 1026

To investigate the time costs of MACNET and the 1027

underlying mechanisms, we analyzed the results 1028

on the SRDD dataset. To maximize the difference 1029

in topological properties (e.g., graph density, max- 1030

imum depth, etc,) the number of nodes is chosen 1031

as 50. As mentioned in section 3.2, a topology G 1032

requires 2|E| interaction rounds. Therefore, for dif- 1033

ferent types of topologies, their interaction rounds 1034

can be calculated as in Figure 10. After carefully 1035

examining the experiment logs, it can be concluded 1036

that consumed time is positively correlated with 1037

the quantity of interaction rounds. We recorded the 1038

average time consumed on each type of topology, 1039

as shown in Figure 11. 1040

Similar results can also be obtained from other 1041

datasets and topologies. Moreover, we noticed that 1042

the cost increases exponentially as the number of 1043

interaction rounds increases, instead of linearly. 1044

Consequently, it is suggested that future imple- 1045

mentation should carefully balance the cost and 1046

performance. 1047

E The MMLU Dataset 1048

The MMLU dataset is a massive multitask test con- 1049

sisting of multiple-choice questions from various 1050

branches of knowledge. The test covers 57 tasks in- 1051

cluding elementary mathematics, US history, com- 1052

puter science, law, and more. It ranges in difficulty 1053

from an elementary level to an advanced profes- 1054

sional level, and it tests both world knowledge and 1055

problem-solving ability. All 57 tasks and their de- 1056

tailed topics are shown in Figure 12. The initial 1057

format of questions is shown in Figure 13. 1058

F The HumanEval Dataset 1059

The HumanEval dataset comprises 164 hand- 1060

written programming problems, each including a 1061

function signature, a docstring, a function body, 1062

and multiple unit tests. Problems are designed to 1063

test the model’s ability to generate functionally cor- 1064

rect code from natural language specifications. For 1065

instance, the tasks often involve implementing al- 1066

gorithms for sorting, searching, and manipulating 1067

data structures such as arrays and strings. An ex- 1068

ample of the initial prompt of the HumanEval test 1069

is shown in Figure 14. Each problem also includes 1070

multiple test cases that validate the correctness of 1071

the generated code. 1072
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G The SRDD Dataset1073

The SRDD Dataset is a comprehensive database1074

containing 1,200 software descriptions for auto-1075

matic software generation. The dataset structure1076

is shown in Figure 15. The construction of this1077

database adhered to the following three-stage strat-1078

egy for constructing a diverse and unique dataset:1079

1. Random Sampling: First, ChatGPT is inde-1080

pendently inquired multiple times to obtain1081

software information under a certain category,1082

and then the duplication is removed at the to-1083

ken granularity of the software name.1084

2. Sequential Sampling: Then we add the gen-1085

erated software information in sequence in1086

the form of negative prompts, requiring Chat-1087

GPT to continue generating unique software1088

information.1089

3. Check: Although ChatGPT has been required1090

to follow certain rules when generating, LLM1091

is more likely to be overconfident when gen-1092

erating according to rules than when judging1093

based on rules. Therefore, our last step is to1094

let ChatGPT determine whether the generated1095

software follows the rules.1096

This strategy initially establishes datasets by ran-1097

dom sampling some software data, then records1098

existing data, granting ChatGPT autonomy to pro-1099

duce novel entries. SRDD is created with human-1100

designed rules that make the created software easy1101

for researchers to evaluate, for example, the col-1102

lected software does not need internet or multi-1103

player participation. The length distribution of soft-1104

ware descriptions in SRDD is shown in Figure 16.1105

We sought to analyze the effects and semantic1106

features of the generated software descriptions by1107

using t-SNE to perform dimensionality reduction1108

and visualization on the description embedding1109

generated by the OpenAI Ada Model.1110

As demonstrated in figure 17, significant cluster-1111

ing of tasks bearing the same color is observed. It1112

can be concluded that 1) software descriptions of1113

the same category are distributed in clusters, indi-1114

cating that the generated descriptions are highly re-1115

lated to their categories. 2) Descriptions in different1116

subcategories under the same category are clustered1117

together, such as the game subcategories in the1118

lower right corner. 3) Some subcategories of differ-1119

ent categories also show overlaps in the figure, such1120

as Tools&Utilities and Graphics, Schedule and1121

Business, Sports and Sports Game. Such an over- 1122

lap is comprehensible given the multi-functionality 1123

of some software applications that may not be con- 1124

fined to a single classification. 1125

H The CommonGen-Hard Dataset 1126

The CommonGen dataset is a constrained text gen- 1127

eration task designed to evaluate the ability of gen- 1128

erative models in commonsense reasoning. The 1129

dataset is composed of 35,141 unique concept sets 1130

and corresponding human-annotated sentences that 1131

describe everyday scenarios using those concepts. 1132

The CommonGen-Hard dataset is a more chal- 1133

lenging variant of the original dataset CommonGen. 1134

CommonGen-Hard requires models to generate co- 1135

herent and grammatically correct sentences incor- 1136

porating 20-30 concepts, as opposed to the original 1137

task which presents a set of 3-5 related concepts. 1138

This significant increase in the number of concepts 1139

tests the model’s ability to perform advanced com- 1140

monsense reasoning, contextual understanding, and 1141

creative problem-solving, as it must generate mean- 1142

ingful sentences that encompass a broader range of 1143

ideas. 1144

Two key challenges of the tests are rational rea- 1145

soning with underlying commonsense knowledge 1146

about given concepts, and compositional general- 1147

ization for unseen combination of concepts. Sam- 1148

ples shown in Figure 18 include a concept set and 1149

the coherent sentences generated by models. 1150

I Case Study 1151

This section presents a case study on software de- 1152

veloped, detailing each stage of its lifecycle. The 1153

representative software is "Business Sales Perfor- 1154

mance Tracker" with a user’s requirement: "Busi- 1155

ness Sales Performance Tracker is a software ap- 1156

plication that helps businesses track and analyze 1157

their sales performance. It provides features for 1158

inputting sales data, generating reports, and visu- 1159

alizing sales performance metrics. The application 1160

also allows businesses to set sales goals and com- 1161

pare actual performance against targets". 1162

Figure 19 illustrates the Business Sales Perfor- 1163

mance Tracker’s user interface. On the top left, a 1164

data entry interface is displayed, where users can in- 1165

put sales-related information. This interface allows 1166

for the repeated entry of customer names, prod- 1167

uct names, and sales figures into designated fields. 1168

Users can then click the "Add Sales Data" button to 1169

integrate this information into the tracking system. 1170
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For generating comprehensive reports, the user can1171

click the "Generate Report" button. This action pro-1172

duces a statistical report within a terminal window,1173

displaying key metrics such as total revenue, sales1174

growth, conversion rate, average order value, cus-1175

tomer acquisition cost, and customer lifetime value.1176

Additionally, a visual report in the form of a his-1177

togram is displayed on the right side of the window.1178

The software includes tools in the toolbar, which1179

enable users to customize the histogram’s layout1180

and style. These tools also provide options to save1181

and export the graphical data representations.1182

Figures 20, 21, 22, 23, 24, 25, 26, 27, and 281183

provide a comprehensive view of the multi-agent1184

interaction. Each figure captures the detailed di-1185

alogue and interactions, showcasing the collabo-1186

rative efforts and methodologies employed in the1187

development of the software.1188

For screenshots of other examples of software1189

that MACNET-CHAIN has been able to build, see1190

Figure 29.1191

J License1192

The four datasets used in this experiment are all li-1193

censed under the CC-BY-NC-4.0 license, allowing1194

free use for scientific research.1195

K Software and Data1196

The source code of the system and the datasets uti-1197

lized in this paper are provided in Software.zip1198

and Data.zip, respectively. These archives pro-1199

vide comprehensive configuration guidelines, com-1200

mand instructions for execution, examples of logs,1201

and additional resources. These components are1202

essential for assessing the reproducibility of our1203

technology. Moreover, all these materials will be1204

made publicly available to support subsequent aca-1205

demic research.1206

L AI Assistants1207

ChatGPT7 was used purely with the language of the1208

paper during the writing process, including spell-1209

checking and paraphrasing the authors’ original1210

content, without suggesting new content. Any con-1211

tent generated with the assistant underwent meticu-1212

lous manual review and subsequently received final1213

approval from the authors.1214

7https://chat.openai.com/
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Figure 7: Ablation study on temperature under different topologies.
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Figure 8: Ablation study on profiles under different topologies.
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Task Tested Concepts Supercategory
Abstract Algebra Groups, rings, fields, vector spaces, ... STEM
Anatomy Central nervous system, circulatory system, ... STEM
Astronomy Solar system, galaxies, asteroids, ... STEM
Business Ethics Corporate responsibility, stakeholders, regulation, ... Other
Clinical Knowledge Spot diagnosis, joints, abdominal examination, ... Other
College Biology Cellular structure, molecular biology, ecology, ... STEM
College Chemistry Analytical, organic, inorganic, physical, ... STEM
College Computer Science Algorithms, systems, graphs, recursion, ... STEM
College Mathematics Differential equations, real analysis, combinatorics, ... STEM
College Medicine Introductory biochemistry, sociology, reasoning, ... Other
College Physics Electromagnetism, thermodynamics, special relativity, ... STEM
Computer Security Cryptography, malware, side channels, fuzzing, ... STEM
Conceptual Physics Newton’s laws, rotational motion, gravity, sound, ... STEM
Econometrics Volatility, long-run relationships, forecasting, ... Social Sciences
Electrical Engineering Circuits, power systems, electrical drives, ... STEM
Elementary Mathematics Word problems, multiplication, remainders, rounding, ... STEM
Formal Logic Propositions, predicate logic, first-order logic, ... Humanities
Global Facts Extreme poverty, literacy rates, life expectancy, ... Other
High School Biology Natural selection, heredity, cell cycle, Krebs cycle, ... STEM
High School Chemistry Chemical reactions, ions, acids and bases, ... STEM
High School Computer Science Arrays, conditionals, iteration, inheritance, ... STEM
High School European History Renaissance, reformation, industrialization, ... Humanities
High School Geography Population migration, rural land-use, urban processes, ... Social Sciences
High School Gov’t and Politics Branches of government, civil liberties, political ideologies, ... Social Sciences
High School Macroeconomics Economic indicators, national income, international trade, ... Social Sciences
High School Mathematics Pre-algebra, algebra, trigonometry, calculus, ... STEM
High School Microeconomics Supply and demand, imperfect competition, market failure, ... Social Sciences
High School Physics Kinematics, energy, torque, fluid pressure, ... STEM
High School Psychology Behavior, personality, emotions, learning, ... Social Sciences
High School Statistics Random variables, sampling distributions, chi-square tests, ... STEM
High School US History Civil War, the Great Depression, The Great Society, ... Humanities
High School World History Ottoman empire, economic imperialism, World War I, ... Humanities
Human Aging Senescence, dementia, longevity, personality changes, ... Other
Human Sexuality Pregnancy, sexual differentiation, sexual orientation, ... Social Sciences
International Law Human rights, sovereignty, law of the sea, use of force, ... Humanities
Jurisprudence Natural law, classical legal positivism, legal realism, ... Humanities
Logical Fallacies No true Scotsman, base rate fallacy, composition fallacy, ... Humanities
Machine Learning SVMs, VC dimension, deep learning architectures, ... STEM
Management Organizing, communication, organizational structure, ... Other
Marketing Segmentation, pricing, market research, ... Other
Medical Genetics Genes and cancer, common chromosome disorders, ... Other
Miscellaneous Agriculture, Fermi estimation, pop culture, ... Other
Moral Disputes Freedom of speech, addiction, the death penalty, ... Humanities
Moral Scenarios Detecting physical violence, stealing, externalities, ... Humanities
Nutrition Metabolism, water-soluble vitamins, diabetes, ... Other
Philosophy Skepticism, phronesis, skepticism, Singer’s Drowning Child, ... Humanities
Prehistory Neanderthals, Mesoamerica, extinction, stone tools, ... Humanities
Professional Accounting Auditing, reporting, regulation, valuation, ... Other
Professional Law Torts, criminal law, contracts, property, evidence, ... Humanities
Professional Medicine Diagnosis, pharmacotherapy, disease prevention, ... Other
Professional Psychology Diagnosis, biology and behavior, lifespan development, ... Social Sciences
Public Relations Media theory, crisis management, intelligence gathering, ... Social Sciences
Security Studies Environmental security, terrorism, weapons of mass destruction, ... Social Sciences
Sociology Socialization, cities and community, inequality and wealth, ... Social Sciences
US Foreign Policy Soft power, Cold War foreign policy, isolationism, ... Social Sciences
Virology Epidemiology, coronaviruses, retroviruses, herpesviruses, ... Other
World Religions Judaism, Christianity, Islam, Buddhism, Jainism, ... Humanities

Figure 12: Tasks of the MMLU dataset.
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MMLU Prompt

The following are multiple-choice questions (with answers) about abstract algebra.
Find the degree for the given field extension Q(sqrt(2), sqrt(3), sqrt(18)) over Q.
A. 0
B. 4
C. 2
D. 6
Answer:

Figure 13: The official prompt of the MMLU dataset.

HumanEval Prompt

from typing import List

def below_zero(operations: List[int]) -> bool:
""" You're given a list of deposit and withdrawal operations on a bank account that starts

with
zero balance. Your task is to detect if at any point the balance of account fallls below

zero, and
at that point function should return True. Otherwise it should return False.
>>> below_zero([1, 2, 3])
False
>>> below_zero([1, 2, -4, 5])
True
"""

Figure 14: The official prompt of the HumanEval dataset.
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Figure 15: The hierarchy of the SRDD dataset.
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CommonGen Example

Concept set:
["oxidation", "cup", "mower", "space", "window", "arch", "pineapple", "spatula", "smoke", "tie",
"gun", "insert", "boat", "use", "tomato", "chest", "vest", "bartender", "move", "microphone",
"axis"]
Coherent sentence:
In order to achieve success, one must be persistent in their efforts, just like a mower persistently
cuts through the grass. It is important to keep pushing forward, even in the face of adversity, just
like the smoke that rises even when the fire is trying to fade. Encouraging others to do the same can
lead to a more positive and productive environment. It takes a daring attitude to step out of one’s
comfort zone and take risks, just like a boat daringly sailing into the vast space of the ocean. By
being persistent, encouraging, and daring, one can overcome obstacles and achieve their goals, just
like a pineapple growing steadily on its plant, even when it faces harsh weather conditions. I draw
inspiration from pushing the boundaries of traditional art forms and exploring new techniques. It is
through this bold approach that I am able to create truly unique and inspiring pieces. In my latest
piece, I incorporated elements of oxidation to create a stunning visual representation of change
and transformation. The image of a cup, delicately balanced on the edge of a window, symbolizes
the delicate balance of life. I used a mower to carve intricate patterns into the grass, turning
the lawn into a work of art. The vast expanse of space serves as a backdrop for my imagination
to run wild, unrestricted by earthly limitations. I adorned the archway with vibrant pineapple
sculptures, adding a touch of tropical flair to the serene surroundings. A spatula became my
tool of choice as I manipulated smoke to create ethereal and ephemeral forms that danced in the
air. As I carefully inserted a boat into the space, signifying a journey towards new horizons and
discoveries, with each deliberate move, I guided the piece towards its final form, shaping it with the
precision of a sculptor. The gun, once a symbol of destruction, was transformed into a statement of
peace and reconciliation. The microphone, positioned at the axis of the composition, captured the
subtle nuances and whispers of the artwork, amplifying its impact. In the end, I stood back and
admired the culmination of my efforts, a testament to the power of daring creativity and fearless
self-expression.

Figure 18: One example of CommonGen’s concept-sets and the coherent sentences generated by MACNET.
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Figure 19: Demonstration of the "Business Sales Performance Tracker" software developed by MACNET-CHAIN.
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Profiles

: Instructor : Assistant

: You are a highly skilled programmer, ready to embark on the development of a Business appli-
cation. Your first notable characteristic is your exceptional ability to design effective algorithms
and analyze their time and space complexity. With your keen understanding of algorithm design
and analysis, you possess the expertise to create efficient and optimized solutions for complex
problems. Your meticulous approach ensures that the algorithms you design are not only effective
but also scalable, taking into consideration the time and space constraints of the application. In
addition to your algorithmic prowess, you possess a second characteristic that sets you apart –
software training and education. You have a natural talent for imparting knowledge and providing
software training to both users and team members. Your ability to break down complex concepts
into easily understandable modules allows you to effectively educate others on the intricacies
of the software. Whether it’s conducting workshops, creating comprehensive training materials,
or offering one-on-one guidance, you excel at empowering individuals to confidently navigate
the application. Lastly, your expertise extends to the formulation and execution of software
version control strategies. You understand the importance of maintaining a well-organized and
controlled development environment. With your meticulous attention to detail, you ensure that the
software version control strategy is carefully crafted to facilitate seamless collaboration among
team members. You implement best practices, such as branching and merging, to ensure the
smooth integration of code changes. Your ability to navigate complex version control systems
allows you to effectively manage multiple versions of the software, ensuring stability and reliability
throughout the development process. As a programmer poised to develop a Business application,
your exceptional skills in algorithm design and analysis, software training and education, and
software version control strategy make you an invaluable asset. Your ability to create efficient
algorithms, educate others on software usage, and maintain a controlled development environment
sets the stage for a successful and impactful application.

: As a programmer poised to develop a Business application, you possess a remarkable profi-
ciency in multiple programming languages. Your mastery of languages like Python, Java, C++,
JavaScript, and more, allows you to effortlessly navigate through various coding frameworks and
libraries, ensuring a seamless development process. Beyond your programming language expertise,
you have also honed your skills in leadership development within software teams. Your ability
to cultivate and develop leadership qualities among your team members is commendable. You
inspire and motivate your colleagues, fostering a collaborative and efficient work environment.
Your guidance and mentorship empower your team to deliver high-quality software solutions,
meeting and exceeding client expectations. Furthermore, you excel in providing software user
training and support. Understanding the importance of user-friendly applications, you invest time
and effort in ensuring that end-users are well-equipped to utilize the software effectively. Your
comprehensive training sessions and ongoing support enable users to navigate the application
effortlessly, maximizing its potential and enhancing their productivity. In summary, as a program-
mer poised to develop a Business application, your mastery of multiple programming languages,
leadership development skills, and dedication to software user training make you an invaluable
asset. Your ability to seamlessly navigate through coding languages, cultivate leadership qualities,
and provide exceptional user support ensures the successful development and implementation of
business applications.

Figure 20: Assign profiles to agents.
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Agent Interaction in SRDD

: Instructor : Assistant

: We have decided to complete the task through a executable software with multiple files
implemented via Python. As the Programmer, to satisfy the new user’s demands, you should write
one or multiple files and make sure that every detail of the architecture is, in the end, implemented
as code. The software should be equipped with graphical user interface (GUI) so that user can
visually and graphically use it; so you must choose a GUI framework (e.g., in Python, you can
implement GUI via tkinter, Pygame, Flexx, PyGUI, etc,).
Think step by step and reason yourself to the right decisions to make sure we get it right.
You will first lay out the names of the core classes, functions, methods that will be necessary, as
well as a quick comment on their purpose.

:

main.py

import tkinter as tk
from tkinter import messagebox
from sales_data import SalesData
from sales_report import SaleReport
class SalesPerformanceTracker:

def __init__(self, root):
self.root = root
self.root.title("BusinessSalesPerformanceTracker")
self.sales_data = SalesData()
self.create_widgets()

def create_widgets(self):
# Create and configure input fields
self.customer_name_label = tk.Label(self.root, text="CustomerName:")
self.customer_name_label.grid(row=0, column=0, padx=10, pady=10, sticky=tk.W)
self.customer_name_entry = tk.Entry(self.root)
self.customer_name_entry.grid(row=0, column=1, padx=10, pady=10)
self.product_name_label = tk.Label(self.root, text="ProductName:")
self.product_name_label.grid(row=1, column=0, padx=10, pady=10, sticky=tk.W)
self.product_name_entry = tk.Entry(self.root)
self.product_name_entry.grid(row=1, column=1, padx=10, pady=10)
self.sales_figure_label = tk.Label(self.root, text="SalesFigure:")
self.sales_figure_label.grid(row=2, column=0, padx=10, pady=10, sticky=tk.W)
self.sales_figure_entry = tk.Entry(self.root)
self.sales_figure_entry.grid(row=2, column=1, padx=10, pady=10)

def add_sales_data(self):
customer_name = self.customer_name_entry.get()
product_name = self.product_name_entry.get()
sales_figure = self.sales_figure_entry.get()
if customer_name and product_name and sales_figure: self.sales_data.

add_data(customer_name, product_name, float(sales_figure))
messagebox.showinfo("Success", "Salesdataaddedsuccessfully!")

else:

· · ·

Figure 21: Agent interaction, part 1.
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Agent Interaction in SRDD

: Assistant

main.py(continued)

· · ·

else:
messagebox.showerror("Error", "Pleasefillinallfields.")

self.clear_input_fields()
def generate_report(self):

report = SalesReport(self.sales_data)
report.generate()

def clear_input_fields(self):
self.customer_name_entry.delete(0, tk.END)
self.product_name_entry.delete(0, tk.END)
self.sales_figure_entry.delete(0, tk.END)

if __name__ == "__main__":
root = tk.Tk()
app = SalesPerformanceTracker(root)
root.mainloop()

sales_data.py

class SalesData:
def __init__(self):

self.data = []
def add_data(self, customer_name, product_name, sales_figure):

self.data.append({
"customer_name": customer_name,
"product_name": product_name,
"sales_figure": sales_figure

})
def get_total_revenue(self):

return sum(data["sales_figure"] for data in self.data)
def get_sales_growth(self):

if len(self.data) < 2:
return 0

first_sales = self.data[0]["sales_figure"]
last_sales = self.data[-1]["sales_figure"]
return (last_sales - first_sales) / first_sales * 100

def get_conversion_rate(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_customers = len(self.data)
return total_sales / total_customers

def get_average_order_value(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_orders = len(self.data)
return total_sales / total_orders

def get_customer_acquisition_cost(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_customers = len(self.data)
return total_sales / total_customers

def get_customer_lifetime_value(self):

· · ·

Figure 22: Agent interaction, part 2.
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Agent Interaction in SRDD

: Assistant

sales_data.py(continued)

· · ·

def get_customer_lifetime_value(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_customers = len(self.data)
return total_sales / total_customers

def get_sales_by_product_category(self):
sales_by_category = {}
for data in self.data:

product_name = data["product_name"]
sales_figure = data["sales_figure"]
if product_name in sales_by_category:

sales_by_category[product_name] += sales_figure
else:

sales_by_category[product_name] = sales_figure
return sales_by_category

sales_report.py.py

import matplotlib.pyplot as plt
class SalesReport:

def __init__(self, sales_data):
self.sales_data = sales_data

def generate(self):
pass

def generate_summary_report(self):
total_revenue = self.sales_data.get_total_revenue()
sales_growth = self.sales_data.get_sales_growth()
conversion_rate = self.sales_data.get_conversion_rate()
average_order_value = self.sales_data.get_average_order_value()
customer_acquisition_cost = self.sales_data.get_customer_acquisition_cost()
customer_lifetime_value = self.sales_data.get_customer_lifetime_value()
report = f"SummaryReport:\n\n"
report += f"TotalRevenue:${total_revenue:.2f}\n"
report += f"SalesGrowth:{sales_growth:.2f}%\n"
report += f"ConversionRate:{conversion_rate:.2f}\n"
report += f"AverageOrderValue:${average_order_value:.2f}\n"
report += f"CustomerAcquisitionCost:${customer_acquisition_cost:.2f}\n"
report += f"CustomerLifetimeValue:${customer_lifetime_value:.2f}\n"
print(report)

def generate_sales_by_product_category_report(self):
sales_by_category = self.sales_data.get_sales_by_product_category()
categories = list(sales_by_category.keys())
sales_figures = list(sales_by_category.values())
plt.bar(categories, sales_figures)
plt.xlabel("ProductCategory")
plt.ylabel("SalesFigure")
plt.title("SalesbyProductCategory")
plt.show()

: The main.py file contains the main application class SalesPerformanceTracker, which
handles the GUI and user interactions. It imports the SalesData class from sales_data.py and the
SalesReport class from sales_report.py. The add_sales_data method is responsible for...

Figure 23: Agent interaction, part 3.
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Agent Interaction in SRDD

: Instructor : Assistant

:

Unimplemented File

sales_report.py

In our software, each file must strictly follow a markdown code block format, where the following
tokens must be replaced such that "FILENAME" is the lowercase file name including the file exten-
sion, "LANGUAGE" in the programming language, "DOCSTRING" is a string literal specified in
source code that is used to document a specific segment of code, and "CODE" is the original code:
FILENAME
“‘ LANGUAGE
”’
DOCSTRING
”’
CODE
“‘
As the Programmer, to satisfy the complete function of our developed software, you have to
implement all methods in the sales_report.py file which contains an unimplemented class. Now,
implement all methods of the sales_report.py and all other codes needed, then output the fully
implemented codes, strictly following the required format.

:

sales_report.py

· · ·

def __init__(self, sales_data):
self.sales_data = sales_data

def generate(self):
self.generate_summary_report()
self.generate_sales_by_product_category_report()

def generate_summary_report(self):

· · ·

Code Diff on sales_report.py

def generate(self):
- pass
+ self.generate_summary_report()
+ self.generate_sales_by_product_category_report()

Figure 24: Agent interaction, part 4.
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Agent Interaction in SRDD

: Instructor : Assistant

:
{Codes of current version}
<Comment>
The highest priority comment is that the get_customer_lifetime_value method in the
SalesData class is currently returning the same value as the get_customer_acquisition_cost
method. This is incorrect as the customer lifetime value should be calculated differently.
To fix this, you need to update the logic in the get_customer_lifetime_value method to
calculate the average sales per customer over the lifetime of the business. You can do this
by dividing the total revenue by the total number of customers.
Here’s the revised code for the get_customer_lifetime_value method:

sales_data.py

def get_customer_lifetime_value(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_customers = len(set(data["customer_name"] for data in self.data))
return total_sales / total_customers

Please make this change and ensure that the get_customer_lifetime_value method returns the
correct value.

:

sales_data.py

· · ·

def get_customer_acquisition_cost(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_customers = len(self.data)
return total_sales / total_customers

def get_customer_lifetime_value(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)
total_customers = len(set(data["customer_name"] for data in self.data))
return total_sales / total_customers

· · ·

Code Diff on sales_data.py

def get_customer_lifetime_value(self):
if len(self.data) == 0:

return 0
total_sales = sum(data["sales_figure"] for data in self.data)

- total_customers = len(self.data)
+ total_customers = len(set(data["customer_name"] for data in self.data))

Figure 25: Agent interaction, part 5. To save space, we have omitted the specific code with {Codes of current
version}.
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Agent Interaction in SRDD

: Instructor : Assistant

:
{Codes of current version}
The highest priority comment is that the GUI elements of buttons for "Add Sales Data" and
"Generate Report" are not implemented in the SalesPerformanceTracker class in main.py. To
make the software user-friendly and provide intuitive controls for shape manipulation, the GUI
elements need to be created.
To fix this, you need to implement the GUI layout and controls in the SalesPerformanceTracker
class.
For example:

main.py

self.add_button = tk.Button()
self.add_button.grid()
self.generate_report_button = tk.Button()
self.generate_report_button.grid()

Make sure to replace the placeholder code with the actual implementation of the GUI elements
and their corresponding event bindings and callback functions. Once these changes are made, the
software will have a user-friendly interface with intuitive controls.

:

main.py

· · ·

self.sales_figure_entry = tk.Entry(self.root)
self.sales_figure_entry.grid(row=2, column=1, padx=10, pady=10)
# Create buttons
self.add_button = tk.Button(self.root, text="AddSalesData", command=self.

add_sales_data)
self.add_button.grid(row=3, column=0, padx=10, pady=10)
self.generate_report_button = tk.Button(self.root, text="GenerateReport", command=

self.generate_report)
self.generate_report_button.grid(row=3, column=1, padx=10, pady=10)

def add_sales_data(self):
customer_name = self.customer_name_entry.get()
product_name = self.product_name_entry.get()

· · ·

Code Diff on main.py

self.sales_figure_entry = tk.Entry(self.root)
self.sales_figure_entry.grid(row=2, column=1, padx=10, pady=10)

+ # Create buttons
+ self.add_button = tk.Button(self.root, text="AddSalesData", command=self.

add_sales_data)
+ self.add_button.grid(row=3, column=0, padx=10, pady=10)
+ self.generate_report_button = tk.Button(self.root, text="GenerateReport", command=

self.generate_report)
+ self.generate_report_button.grid(row=3, column=1, padx=10, pady=10)

Figure 26: Agent interaction, part 6. To save space, we have omitted the specific code with {Codes of current
version}. 31



Agent Interaction in SRDD

: Instructor : Assistant

:
Test Reports of Source Codes:

Test Error on sales_report.py

Traceback (most recent call last):
File "sales_report.py", line 6, in <module>
import matplotlib.pyplot as plt

ModuleNotFoundError: No module named 'matplotlib'

Error Summary of Test Reports: "nothing need to do on codes, install the missing module"
Note that each file must strictly follow ...... Now, use the format exemplified above and modify
the problematic codes based on the error summary. Output the codes that you fixed based on the
test reported and corresponding explanations (strictly follow the format defined above, including
FILENAME, LANGUAGE, DOCSTRING and CODE; incomplete "TODO" codes are strictly
prohibited). If no bugs are reported, please return only one line like "<INFO> Finished".

:

<Action> Install matplotlib package

> pip3 install matplotlib
Collecting matplotlib
.....
Downloading matplotlib-3.8.2-cp39-cp39-macosx_11_0_arm64.whl (7.5 MB)

--------- 7.5/7.5 MB 7.6 MB/s eta 0:00:00
Installing collected packages: matplotlib
Successfully installed matplotlib-3.8.2

sales_report.py

import matplotlib.pyplot as plt
class SalesReport:

def __init__(self, sales_data):
self.sales_data = sales_data

· · ·

Figure 27: Agent interaction, part 7.
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Agent Interaction in SRDD

: Instructor : Assistant

:

Test Error on main.py

Test Reports of Source Codes:
Traceback (most recent call last):
File "main.py", line 9, in <module>
from sales_report import SaleReport

ImportError: cannot import name 'SaleReport' from 'sales_report' (sales_report.py)

Error Summary of Test Reports:
Based on the test report, the bug causing the problem is an import error in the main.py file. The
error message states that it cannot import the name SaleReport from the sales_report module.
This suggests that there is an issue with the import statement in the main.py file.
To fix this bug, you need to import the correct name from the sales_report module.
Note that each file must strictly follow ...... Now, use the format exemplified above and modify
the problematic codes based on the error summary. Output the codes that you fixed based on the
test reported and corresponding explanations (strictly follow the format defined above, including
FILENAME, LANGUAGE, DOCSTRING and CODE; incomplete "TODO" codes are strictly
prohibited). If no bugs are reported, please return only one line like "<INFO> Finished".

:

main.py

'''
Business Sales Performance Tracker
Author: \textsc{MacNet-Chain}
'''
import tkinter as tk
from tkinter import messagebox
from sales_data import SalesData
from sales_report import SalesReport
class SalesPerformanceTracker:

def __init__(self, root):
self.root = root

· · ·

Code Diff on main.py

from sales_data import SalesData
- from sales_report import SaleReport
+ from sales_report import SalesReport

Figure 28: Agent interaction, part 8.
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Figure 29: The software repository crafted by MACNET-CHAIN encompasses a diverse array of software categories,
including but not limited to the game category and tool category. Each category contains a range of applications,
each uniquely designed to meet specific user requirements and functionalities. The game category includes a variety
of games developed using MACNET-CHAIN, ranging from simple puzzle games to more complex strategy and
simulation games. These games are designed not only for entertainment but also to demonstrate the capabilities of
MACNET-CHAIN in handling intricate logic, graphics, and user interaction. The tool category comprises various
utility and productivity tools. Examples might include applications for data analysis, task management, or content
creation. These tools are tailored to enhance productivity and efficiency, showcasing MACNET-CHAIN’s ability
to create software that addresses practical, everyday needs. In addition to these categories, the MACNET-CHAIN-
created software warehouse likely includes many other types of software, each illustrating the versatility and breadth
of applications that can be developed using this advanced development platform.
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