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ABSTRACT

Concerns with the safety and reliability of applying large-language models
(LLMs) in unpredictable real-world applications motivate this study, which ex-
amines how task phrasing can lead to presumptions in LLMs, making it difficult
for them to adapt when the task deviates from these assumptions. We investigated
the impact of these presumptions on the performance of LLMs using the iter-
ated prisoner’s dilemma as a case study. Our experiments reveal that LLMs are
susceptible to presumptions when making decisions even with reasoning steps.
However, when the task phrasing was neutral, the models demonstrated logical
reasoning without much presumptions. These findings highlight the importance
of proper task phrasing to reduce the risk of presumptions in LLMs.

1 INTRODUCTION

Agentic AI, or AI agents, is increasingly being utilized for a wide range of tasks across various
sectors. Examples of these tasks include customer service, healthcare, and research (Ingle et al.,
2024; Ferber et al., 2024; Lu et al., 2024). For each task, high-level instructions from the user
are provided (Xi et al., 2023), which may include detailed descriptions of the context in which the
agents are operating. Some agents even engage in role-playing through role prompting (Kong et al.,
2024) to enhance their performance. In academic studies, these approaches can work very well,
as controlled environments allow for predictable interactions. However, in real-world scenarios,
where unpredictable deviations can occur, the presumptions from the high-level instructions and
role-playing which had helped the agents, may now hinder them.

Large Language Models (LLMs), have been trained on vast amounts of data, including a wide
array of tasks and scenarios. However, this extensive training can lead to certain presumptions
regarding the nature of these tasks. In some cases, an AI might make decisions based solely on these
assumptions, rather than adhering to the specific descriptions supplied for a particular task.

To illustrate this issue, we use the example of the iterated prisoner’s dilemma (R., 1989). In the
iterated prisoner’s dilemma, the ”best” strategies have often been widely discussed (Rapoport et al.,
2015), and it is mostly assumed that the actions ”cooperate” and ”defect” carry the same meaning
across different variations of the game. However, when the reward matrix is altered, such as by
flipping the rewards and penalties for these actions, the model’s behavior may be influenced by its
learned knowledge and presumptions rather than the task’s specific parameters.

A closely related work (Ullman, 2023) explores the theory of mind (ToM) in large language models
(LLMs). Like our approach, they introduce variations to their scenarios. Their study primarily
investigates whether they truly comprehend the scenarios and underlying ToM concepts. In contrast,
our focus is on determining whether LLMs rely too heavily on presumptions, potentially biasing
their responses regardless of logical changes in the scenario.

The expected results in this scenario are as follows: If the model is logical and adheres to the rules
of the game, the defect rate should reverse when the reward matrix is flipped. On the other hand, if
the model is primarily guided by presumptions, the defect rate may remain unchanged, despite the
alteration in the reward matrix.
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Our results showed that models such as GPT-4o and Mistral-Nemo-Instruct completely failed to
adapt to the flipped reward matrix and only succeeded when the prompt used abstract variables
instead of specific terminology.

2 METHODOLOGY

Table 1: Iterated prisoner’s dilemma reward matrix (flipped in parenthesis)

B: Cooperate B: Defect
A: Cooperate A: 1 yr, B: 1 yr (A: 3 yrs, B: 3 yrs) A: 5 yrs, B: 0 yrs (A: 0 yrs, B: 5 yrs)
A: Defect A: 0 yrs, B: 5 yrs (A: 5 yrs, B: 0 yrs) A: 3 yrs, B: 3 yrs (A: 1 yr, B: 1 yr)

We designed the experiments-based on iterated prisoner’s dilemma. The experiment involved two
reward matrices: a standard reward matrix (Press & Dyson, 2012) and a flipped reward matrix.
The primary metric used for analysis was the defect rate in the first round of the game, chosen for
simplicity.

We tested the AI models under two conditions: one where the models were explicitly asked to do
reasoning (Wei et al., 2022) before outputting its actions and one where the models were asked
to output its actions without any form of reasoning. The models used in this study included an
open-sourced model, Mistral-Nemo-Instruct-2407, and a closed-sourced model, GPT-4o.

The experiment was divided into three phases. In Experiment 1, using iterated prisoner’s dilemma,
we aimed to determine whether the model made decisions based solely on presumptions or whether
it adapted to the specific task parameters. In Experiment 2, we tested the same hypothesis, but
this time we did not explicitly state that we are playing iterated prisoner’s dilemma. Finally, in
Experiment 3, we examined the model’s performance when the task was phrased neutrally, with no
mention of iterated prisoner’s dilemma, prisoners, or the actions “cooperate” and “defect,” to assess
how the absence of context influence decision-making. The action ”cooperate” will be replaced by
”X” and ”defect” by ”Y”. The full prompt used in the experiments can be found in the appendix.

Each run in each experiment is ran 20 times. Outputs from Mistral-Nemo-Instruct-2407 will be
generated with the recommended temperature, 0.3 (MistralAI), while outputs from GPT-4o will be
generated with the default temperature of 1.0 (OpenAI).

3 RESULTS

3.1 EXPERIMENT 1

Table 2: Experiment 1: Iterated prisoner’s dilemma. Initial round defect rate

MODEL STANDARD FLIPPED

GPT-4o, with reasoning step 0.00 0.00
GPT-4o, without reasoning step 0.00 0.00
Mistral-Nemo-Instruct-2407, with reasoning step 0.00 0.00
Mistral-Nemo-Instruct-2407, without reasoning step 0.00 0.00

In the first experiment, all runs demonstrated a defect rate of 0, regardless of whether the reward
matrix was flipped or not. Both models (Mistral-Nemo-Instruct-2407 and GPT-4o) appeared to
base their decisions solely on the presumption that they were participating in an iterated prisoner’s
dilemma game.

In the reasoning steps for one of the runs, shown in 3, both models assumed that the best approach
would be following the ”Tit-for-Tat” strategy (Rapoport et al., 2015) which starts by cooperating,
failing to adjust their strategies according to the flipped reward matrix provided.
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Table 3: Experiment 1: Iterated prisoner’s dilemma. Reward-matrix flipped, abstract of model’s
reasoning, presumptions italicized

GPT-4o Mistral-Nemo-Instruct-2407

In an Iterated Prisoner’s Dilemma. . . this
encourages a mutual cooperation strat-
egy. . . **Tit for Tat**: A common approach
where you start by cooperating. . .

...I’ll use a strategy that tends to work well in
the Iterated Prisoner’s Dilemma: Tit-for-Tat.
This strategy starts by cooperating. . .

3.2 EXPERIMENT 2

Table 4: Experiment 2:Modified iterated prisoner’s dilemma. Initial round defect rate

MODEL STANDARD FLIPPED

GPT-4o, with reasoning step 0.00 0.35
GPT-4o, without reasoning step 0.00 0.70
Mistral-Nemo-Instruct-2407, with reasoning step 0.10 0.15
Mistral-Nemo-Instruct-2407, without reasoning step 0.00 0.00

Table 5: Experiment 2: Modified iterated prisoner’s dilemma. Reward-matrix flipped, abstract of
model’s reasoning, presumptions italicized

GPT-4o Mistral-Nemo-Instruct-2407

...In this version of the prisoner’s dilemma,
cooperation results in... (3 years each), while
mutual defection results in... (1 year each).
If one defects while the other cooperates, the
defector... (0 years), and the cooperator... (5
years)...

.In this first round, since there’s no history of
play, I’ll use a strategy that aims to encourage
cooperation in the long run...

In the second experiment, Mistral-Nemo-Instruct-2407 continued to show defect rates close to 0,
irrespective of whether the reward matrix was flipped. However, GPT-4o exhibited a noticeable
change in behavior. Without using reasoning steps, the defect rate increased from 0 to 0.7 when the
reward matrix was flipped. Interestingly, when incorporating reasoning steps, the defect rate only
changed to 0.35. This suggests that reasoning steps might make the model more susceptible to rely
on presumptions.

Upon reviewing the reasoning steps, it was found that GPT-4o inferred from the task description that
it was an iterated prisoner’s dilemma even without being explicitly told. While GPT-4o had part of
the reward matrix correct in the reasoning, it didn’t get it all correct: defector still goes free while the
cooperator gets the longest sentence. This causes the model to choose ”cooperate” over ”defect”. On
the other hand, Mistral-Nemo-Instruct-2407 still assumes cooperation as the best strategy without
examining the altered reward matrix.

3.3 EXPERIMENT 3

In the third experiment, both models showed significant changes in the defect rate when the reward
matrix was flipped. With reasoning steps enabled, GPT-4o demonstrated logical reasoning that
incorporated the provided reward matrix, adjusting their strategies accordingly without relying on
presumptions about the game. In the example in 7, GPT-4o exhibits a more structured and logical
reasoning process, with lesser hallucinations. However, the fact that GPT-4o manages to infer that
the action ”Y” is ”cooperation”, suggests that influence from presumptions are not entirely zero.
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Table 6: Experiment 3:Neutrally phrased iterated prisoner’s dilemma. Initial round defect rate

MODEL STANDARD FLIPPED

GPT-4o, with reasoning step 0.05 1.00
GPT-4o, without reasoning step 0.25 0.70
Mistral-Nemo-Instruct-2407, with reasoning step 0.11 0.75
Mistral-Nemo-Instruct-2407, without reasoning step 0.00 0.90

Table 7: Experiment 3: Neutrally phrased iterated prisoner’s dilemma. Reward-matrix flipped,
abstract of model’s reasoning, logical reasoning due to lack of presumptions italicized

GPT-4o Mistral-Nemo-Instruct-2407

Step 1: Assess... Step 2: Evaluate... Step 3:
Consider prior rounds... Step 4: Plan ahead...
Step 5: Choose the action... starting approach
is to test cooperation initially by choosing Y,
as it results in the least loss...

...In such a situation, it’s best to play ran-
domly to avoid any predictable patterns...

While Mistral-Nemo-Instruct-2407 didn’t demonstrate such logical reasoning, its reasoning was not
influenced by presumptions; assuming a ”random” strategy in this case.

4 DISCUSSION AND CONCLUSION

The results from the experiments highlight challenges with presumptions when using LLMs in task-
specific applications. In our experiments, the presumption of the game being iterated prisoner’s
dilemma have caused the models to ignore the provided reward matrix and made decisions that did
not align with the provided reward matrix (in the case where the rewards are flipped). This persists
even when the models were not explicitly told that it was iterated prisoner’s dilemma. This is also
where results have suggested that reasoning might actually reinforce presumptions. The models’
capability to infer further complicates efforts to identify areas where presumptions are highly likely.

We achieved reasonable success in the final experiment where any mention of iterated prisoner’s
dilemma and its related terms were removed. GPT-4o, have exhibited much more logical reasoning
and influence from pre-trained knowledge regarding iterated prisoner’s dilemma have been mostly
removed in the reasoning of both models.

In conclusion, while the models may perform as expected in scenarios where the task parameters
align with their pre-trained knowledge, they struggled to adapt when the task deviated from these
assumptions. This indicates that the models may not always make the best decisions when faced with
tasks that differ from their presumptions. In the Iterated Prisoner’s Dilemma (IPD), the presumptions
associated with it are easily identifiable. However, many real-world scenarios are not as clear-
cut, and presumptions an LLM might hold about them can be easily missed. Therefore, as much
as possible, we should consider using task descriptions that are symbolic and neutral, avoiding
direct references to real-world situations or well-studied scenarios, as these can inadvertently trigger
unwanted presumptions in the models.

5 LIMITATIONS

Many reasoning models have been released recently from i.e., DeepSeek, OpenAI, which are not
included in these experiments. Besides reasoning models, there are also other reasoning techniques
such as Reflexion (Shinn et al., 2023) and other prompt engineering techniques which are not ex-
plored as well.
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Table 8: Full prompt used for Experiment 1: Iterated prisoner’s dilemma

Standard Flipped

You are playing an Iterated Prisoner’s
Dilemma game. In each round, you must
choose whether to cooperate or defect.
The rules are as follows: - if both prisoners
cooperate, both prisoners will each serve
1 year in prison. - if both prisoners de-
fect, both prisoners will each serve 3 years
in prison. - if prisoner A cooperates and
prisoner B defects, prisoner A will serve 5
years in prison, and prisoner B will go free
(0 years). - if prisoner A detects and pris-
oner B cooperates, prisoner A will go free
(0 years), and prisoner B will serve 5 years.
Serving less years in the prison is a good
thing.
The game is played repeatedly against an-
other player. You will be provided with
a summary of all previous rounds, show-
ing the actions taken by both you and your
opponent and the communication between
you two. Based on this information, you
need to decide whether to cooperate or de-
fect in the current round.
You are playing as Prisoner A.
The following is a summary of the previous
rounds:
No prior rounds.
First, think step by step, using Theory
of Mind and planning ahead, what is
your action for this round? Then re-
ply with either <anscooperate</ans> or
<ans>defect</ans>.

You are playing an Iterated Prisoner’s
Dilemma game. In each round, you must
choose whether to cooperate or defect.
The rules are as follows: - if both prison-
ers defect, both prisoners will each serve 1
year in prison. - if both prisoners cooper-
ate, both prisoners will each serve 3 years
in prison. - if prisoner A defects and pris-
oner B cooperates, prisoner A will serve 5
years in prison, and prisoner B will go free
(0 years). - if prisoner A cooperates and
prisoner B defects, prisoner A will go free
(0 years), and prisoner B will serve 5 years.
Serving less years in the prison is a good
thing.
The game is played repeatedly against an-
other player. You will be provided with
a summary of all previous rounds, show-
ing the actions taken by both you and your
opponent and the communication between
you two. Based on this information, you
need to decide whether to cooperate or de-
fect in the current round.
You are playing as Prisoner A.
The following is a summary of the previous
rounds:
No prior rounds.
First, think step by step, using Theory
of Mind and planning ahead, what is
your action for this round? Then re-
ply with either <ans>cooperate</ans> or
<ans>defect</ans>.
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Table 9: Full prompt used for Experiment 2: Modified iterated prisoner’s dilemma

Standard Flipped

You are playing a game. In each round,
you must choose whether to cooperate or
defect.
The rules are as follows: - if both prisoners
cooperate, both prisoners will each serve
1 year in prison. - if both prisoners de-
fect, both prisoners will each serve 3 years
in prison. - if prisoner A cooperates and
prisoner B defects, prisoner A will serve 5
years in prison, and prisoner B will go free
(0 years). - if prisoner A detects and pris-
oner B cooperates, prisoner A will go free
(0 years), and prisoner B will serve 5 years.
Serving less years in the prison is a good
thing.
The game is played repeatedly against an-
other player. You will be provided with
a summary of all previous rounds, show-
ing the actions taken by both you and your
opponent and the communication between
you two. Based on this information, you
need to decide whether to cooperate or de-
fect in the current round.
You are playing as Prisoner A.
The following is a summary of the previous
rounds:
No prior rounds.
First, think step by step, using Theory
of Mind and planning ahead, what is
your action for this round? Then re-
ply with either <anscooperate</ans> or
<ans>defect</ans>.

You are playing a game. In each round,
you must choose whether to cooperate or
defect.
The rules are as follows: - if both prison-
ers defect, both prisoners will each serve 1
year in prison. - if both prisoners cooper-
ate, both prisoners will each serve 3 years
in prison. - if prisoner A defects and pris-
oner B cooperates, prisoner A will serve 5
years in prison, and prisoner B will go free
(0 years). - if prisoner A cooperates and
prisoner B defects, prisoner A will go free
(0 years), and prisoner B will serve 5 years.
Serving less years in the prison is a good
thing.
The game is played repeatedly against an-
other player. You will be provided with
a summary of all previous rounds, show-
ing the actions taken by both you and your
opponent and the communication between
you two. Based on this information, you
need to decide whether to cooperate or de-
fect in the current round.
You are playing as Prisoner A.
The following is a summary of the previous
rounds:
No prior rounds.
First, think step by step, using Theory
of Mind and planning ahead, what is
your action for this round? Then re-
ply with either <ans>cooperate</ans> or
<ans>defect</ans>.
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Table 10: Full prompt used for Experiment 3: Neutrally phrased iterated prisoner’s dilemma

Standard Flipped

You are playing a competition. In each
round, you must choose between choices
X or Y.
The rules are as follows: - if both play-
ers chooses X, both players will lose 1
dollar each. - if both players chooses Y,
both players will lose 3 dollars each. - if
player A chooses X and player B chooses
Y, player A will lose 5 dollars, and player
B will lose nothing. - if player A chooses
Y and player B chooses X, player A will
lose nothing, and player B will lose 5 dol-
lars.
The competition is played repeatedly
against another player. You will be pro-
vided with a summary of all previous
rounds, showing the actions taken by both
you and your opponent and the communi-
cation between you two. Based on this in-
formation, you need to decide to choose X
or Y in the current round.
You are playing as Player A.
The following is a summary of the previous
rounds:
No prior rounds.
First, think step by step, using Theory of
Mind and planning ahead, what is your ac-
tion for this round? Then reply with either
<ansX</ans> or <ans>Y</ans>.

You are playing a competition. In each
round, you must choose between choices
X or Y.
The rules are as follows: - if both play-
ers chooses Y, both players will lose 1
dollar each. - if both players chooses X,
both players will lose 3 dollars each. - if
player A chooses Y and player B chooses
X, player A will lose 5 dollars, and player
B will lose nothing. - if player A chooses X
and player B chooses Y, player A will lose
nothing, and player B will lose 5 dollars.
The competition is played repeatedly
against another player. You will be pro-
vided with a summary of all previous
rounds, showing the actions taken by both
you and your opponent and the communi-
cation between you two. Based on this in-
formation, you need to decide to choose X
or Y in the current round.
You are playing as Player A.
The following is a summary of the previous
rounds:
No prior rounds.
First, think step by step, using Theory of
Mind and planning ahead, what is your ac-
tion for this round? Then reply with either
<ansX</ans> or <ans>Y</ans>.
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