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Abstract

The advancement of Large Language Models001
(LLMs) has transformed Natural Language Pro-002
cessing (NLP), enabling performance across003
diverse tasks with little task-specific training.004
However, LLMs remain susceptible to social005
biases, particularly reflecting harmful stereo-006
types from training data, which can dispro-007
portionately affect marginalized communities.008
While bias evaluation and mitigation efforts009
have progressed for English-centric models, re-010
search on low-resourced and morphologically011
rich languages remains limited. This research012
investigates the transferability of debiasing013
methods to Maltese language models, focusing014
on BERTu and mBERTu, BERT-based mono-015
lingual and multilingual models respectively.016
Bias measurement and mitigation techniques017
from English are adapted to Maltese, using018
benchmarks like CrowS-Pairs and SEAT, along-019
side debiasing methods Counterfactual Data020
Augmentation, Dropout Regularization, Auto-021
Debias, and GuiDebias. We also contribute by022
creating important evaluation datasets in Mal-023
tese, creating new resources for future work.024
The findings highlight the challenges of apply-025
ing existing bias mitigation methods to linguis-026
tically complex languages, underscoring the027
need for more inclusive approaches in multilin-028
gual NLP development.029

1 Introduction030

Large Language Models (LLMs) have revolution-031

ized Natural Language Processing (NLP), demon-032

strating remarkable capabilities across diverse tasks033

through few-shot and zero-shot learning, often034

without task-specific training (Bommasani et al.,035

2021; Radford et al., 2019; Wei et al., 2022). This036

shift from task-specific models to versatile foun-037

dational models has accelerated progress in NLP038

applications. However, these advances come with039

concerns, particularly regarding the propagation of040

social biases. LLMs are trained on massive, un-041

filtered internet datasets, which often encode soci- 042

etal stereotypes and inequities (Bender et al., 2021). 043

These biases disproportionately affect marginalized 044

communities, resulting in issues such as harmful 045

sentiment, stereotyping, and underrepresentation 046

(Blodgett and O’Connor, 2017; Sap et al., 2019). 047

For instance, Kotek et al. found that LLMs are 048

3-6 times more likely to associate occupations with 049

stereotypical genders, amplifying biases beyond 050

societal perceptions and factual data. 051

Most bias research has focused on English, bene- 052

fiting from its high resources and relatively simple 053

grammar. However, methods developed for English 054

may not generalize to other languages, especially 055

low-resource and morphologically complex ones. 056

Maltese, an official EU language, exemplifies these 057

challenges. It is a low-resource language with a 058

Semitic core and Romance influences, written in 059

Latin script, and exhibits complex gendered gram- 060

mar (Rosner and Borg, 2022). 061

Current Maltese-specific BERT-based models 062

like BERTu (monolingual) and mBERTu (multilin- 063

gual mBERT further pretrained on Maltese) (Mi- 064

callef et al., 2022) fill a critical gap in language 065

model availability for the language. However, bias 066

evaluation and mitigation remain unexplored. This 067

research aims to address this void by focusing on 068

examining gender bias in Maltese LMs and adapt- 069

ing English-centric bias techniques to this linguis- 070

tically unique context. We focus on the following 071

specific objectives: 072

• Bias Measurement: Assess gender bias 073

in BERTu and mBERTu using metrics like 074

CrowS-Pairs (Nangia et al., 2020) and SEAT 075

(May et al., 2019a). 076

• Bias Mitigation: Implement and evaluate de- 077

biasing strategies, including Counterfactual 078

Data Augmentation (Lu et al., 2018), Dropout 079

Regularization (Webster et al., 2020), Auto- 080
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Debias (Guo and Caliskan, 2021), and GuiDe-081

bias (Woo et al., 2023).082

• Impact Assessment: Analyze the effective-083

ness of mitigation techniques by comparing084

debiased and original models.085

This work provides insights into bias in morpho-086

logically rich languages and fosters inclusive NLP087

development.088

2 Related Work089

The growing adoption of LLMs across NLP appli-090

cations has heightened concerns about social biases091

embedded in these models. This section reviews092

key approaches to bias evaluation and mitigation,093

emphasizing their applicability to morphologically094

rich and low-resource languages.095

The work by Bolukbasi et al. (2016) significantly096

influenced the discourse on mitigating bias and cat-097

alyzed innovative research in the field, highlighting098

how gender bias in word embeddings can reflect099

and magnify societal prejudices. The approaches100

towards bias measurement and mitigation within101

language models have mostly focused on two prin-102

cipal approaches: Pre-processing and In-Training103

techniques (Gallegos et al., 2023). Pre-processing104

techniques are designed to modify model inputs105

— whether through data adjustments, prompt engi-106

neering, or the application of bias-reducing algo-107

rithms — without changing the model’s trainable108

parameters. These techniques aim to create a fairer109

input landscape for the models to operate within.110

Conversely, In-Training techniques target bias mit-111

igation during the training phase, optimizing the112

learning process itself to foster a more equitable113

representation of language from the outset.114

Turning our attention to non-English models,115

languages with grammatical gender present chal-116

lenges for evaluation metrics designed for English,117

as these metrics assume no inherent link between118

gender and professions. However, in gendered lan-119

guages, such associations are often expected due120

to gender-specific noun forms. We highlight some121

works that have looked into bias in other languages.122

Delobelle et al. (2022) addressed this issue in123

Dutch, a Germanic language with grammatical gen-124

der, by analyzing RoBERTa, a Dutch language125

model (Liu et al., 2019). They examined gender126

bias using template-based sentence probes and fair-127

ness metrics such as Demographic Parity Ratio and128

Equal Opportunity. Rather than treating gendered129

noun associations as bias, their study focused on 130

whether the model exhibited a preference for male 131

pronouns, which they considered a more relevant 132

indicator of bias in a gendered language. 133

Chávez Mulsa and Spanakis (2020) analyzed 134

gender bias in Dutch word embeddings using 135

WEAT and SEAT. Their findings confirmed the 136

presence of gender bias in Dutch word embeddings 137

and showed that English-based bias measurement 138

and mitigation techniques could be adapted for 139

Dutch with careful adjustments. Bartl et al. (2020) 140

extended this research to English and German, an- 141

alyzing gender bias in profession-related words. 142

They fine-tuned BERT on the GAP corpus using 143

Counterfactual Data Substitution to reduce bias. 144

While their method was effective in English, it was 145

less successful in German due to the language’s 146

complex morphology and gender distinctions. This 147

emphasizes the need for cross-linguistic studies 148

on bias and mitigation strategies. In the same pa- 149

per, they also introduce the Bias Evaluation Cor- 150

pus with Professions (BEC-Pro), a template-based 151

corpus designed to measure gender bias in both 152

English and German. Their findings highlight that 153

bias detection methods effective in English may 154

not directly transfer to other languages. In German, 155

a gender-marking language, grammatical gender 156

influences associations, with feminine forms be- 157

ing more marked than the default masculine forms. 158

Additionally, despite both English and German be- 159

longing to the same language family, linguistic 160

similarities do not guarantee that bias detection 161

methods will work equally well across languages. 162

Despite these advancements, it is still very much 163

reality that most existing research has predomi- 164

nantly concentrated on bias measurement and miti- 165

gation within English language models. This focus 166

has exposed a significant gap in understanding how 167

these methodologies can be effectively transferred 168

and adapted to other languages. The linguistic 169

diversity and unique grammatical structures of non- 170

English languages may present distinct challenges 171

and opportunities for bias mitigation, necessitating 172

further research. It is essential to recognize, as 173

noted by Woo et al. (2023), that relying on a single 174

metric fails to provide a comprehensive understand- 175

ing of the biases present in a language model and 176

their manifestations. Moreover, this multiplicity of 177

metrics introduces uncertainty regarding the most 178

appropriate methods for measuring bias, complicat- 179

ing the evaluation process. 180
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3 Methodology181

Concentrating on bias measurement and mitigation182

for the Maltese language, the publicly available pre-183

trained Maltese LMs, BERTu and mBERTu (Mi-184

callef et al., 2022), were leveraged to deepen our185

understanding of the transferability of these meth-186

ods within the unique linguistic context of Maltese.187

All code and datasets used in this work are publicly188

available. 1189

3.1 Bias Measurement190

A significant challenge in this field is the diverse191

array of metrics employed, which often lack a stan-192

dardized framework for evaluating the effective-193

ness of debiasing techniques. Prior to applying194

any debiasing techniques on Maltese LMs, it is es-195

sential to first quantify the extent of bias present196

in each Pre-trained Language Model (PLM) under197

consideration. We follow Woo et al.’s recommen-198

dations to use multiple metrics for assessing debias-199

ing techniques. However, we limit our analysis to200

using CrowS-Pairs Score (Nangia et al., 2020) with201

an updated dataset in Maltese (Fort et al., 2024),202

Sentence Encoder Association Test (SEAT) (May203

et al., 2019a) and a Sentence Template Based Anal-204

ysis. SEAT and the Sentence Template Based Anal-205

ysis were translated to Maltese due to their feasible206

sized datasets.207

CrowS-Pairs We use an extended version of the208

CrowS-Pairs dataset (Fort et al., 2024), which in-209

cludes Maltese-specific sentence pairs reflecting210

cultural and societal nuances across nine bias cate-211

gories. We evaluate bias in BERTu and mBERTu212

using this dataset, alongside the English dataset for213

the English models, BERT and mBERT (Devlin214

et al., 2019), for comparison. This cross-linguistic215

analysis helps identify disparities in bias expression216

between Maltese and English models, establishing217

a baseline for future debiasing efforts. Evaluation218

scripts were sourced from the Multilingual CrowS-219

Pairs repository2.220

SEAT We adapt SEAT (May et al., 2019b), which221

extends WEAT (Caliskan et al., 2017) to sentence222

contexts, by translating the sentences into Maltese,223

first through machine translation and then manu-224

ally reviewing it and correcting the sentences. We225

1https://anonymous.4open.science/anonymize/
maltese-bias-mitigation-and-measurement-9C64,
anonymous for the review period.

2https://gitlab.inria.fr/corpus4ethics/
multilingualcrowspairs

translate the same subset of SEAT files (SEAT6a, 226

SEAT6b, SEAT7a, SEAT7b, SEAT8a, SEAT8b) 227

as used by Woo et al. (2023) in their evaluation 228

procedure. 229

Sentence Template-Based Analysis We make 230

use of Sentence template-based approach to probe 231

Maltese masked language models (MLMs) for 232

bias, using sentence templates from BEC-Pro 233

(Bartl et al., 2020), DisCo (Webster et al., 2020), 234

and a RoBERTa analysis (Delobelle et al., 2022). 235

We manually translated these sentence templates 236

into Maltese. Names like ‘John’/‘Ġanni’ and 237

‘Jane’/‘Ġovanna’ were purposely chosen to com- 238

pare biases in English and Maltese contexts. 239

During the initial run, some sentence templates 240

generated verb continuations instead of nouns. For 241

example, in "Hu qatt ma jh̄obb [MASK]" (He never 242

liked [MASK]), the model predicted verb exten- 243

sions that are specific to the Maltese language. To 244

address this, we added the definite article "il-" to 245

guide the MLM toward producing noun outputs. 246

3.2 Bias Mitigation 247

We explore debiasing techniques for binary gen- 248

der bias in Maltese LMs. Selected methods in- 249

clude Counterfactual Data Augmentation (CDA) 250

(Lu et al., 2018), and Dropout Regularization (Web- 251

ster et al., 2020) based on their extensive use in lit- 252

erature. Moreover, we use Auto-Debias (Guo and 253

Caliskan, 2021) and GuiDebias (Woo et al., 2023) 254

for their innovative approaches. 255

Counterfactual Data Augmentation (CDA) 256

CDA (Lu et al., 2018), involves modifying gender- 257

specific attributes in sentences while keeping other 258

features unchanged. To apply CDA, we used un- 259

seen sentences from the FLORES+ benchmark 260

(NLLB Team et al., 2022) and a subset of Korpus 261

Malti v4.23 that is unseen by both Maltese LMs - 262

creating a final dataset of 411k sentences. After 263

augmentation, 17.4% of sentences were altered to 264

reflect the opposite gender using a gender wordlist, 265

thus ensuring balanced gender representation in the 266

dataset. 267

The gender wordlist used for CDA was taken 268

from Zhao et al. (2018) and translated into Mal- 269

tese using machine translation, followed by manual 270

corrections by a linguist. Some word pairs were 271

omitted due to duplicate translations (e.g., tfajla for 272

both gal and chick), while others lacked Maltese 273

3https://mlrs.research.um.edu.mt/
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equivalents (e.g., brideprice and toque). The final274

list contains 193 male-female word pairs. A script275

replaced gendered words in sentences to generate276

counterfactual examples. We observed that some277

grammatical errors remained due to Maltese’s gen-278

dered structure. Manual correction was deemed279

impractical for the large number of augmented sen-280

tences.281

For English, we used 30% of the Wikipedia 2.5282

dump from Meade et al. (2023) to create a similar283

dataset size to that used for Maltese. 18.3% of the284

dataset was augmented using the original English285

wordlist.286

We applied a two-sided CDA approach, combin-287

ing both original and gender-swapped sentences288

to create a balanced training set rather than using289

only the augmented data. This increased dataset290

size while ensuring equal gender representation. To291

avoid overfitting, the data was randomly shuffled292

before fine-tuning models further. Fine-tuning was293

conducted for five epochs with a batch size of 16,294

gradient accumulation over 16 steps, and a learning295

rate of 2e-5.296

Dropout Regularization We followed Webster297

et al.’s approach by experimenting with different298

dropout rates for hidden activations and attention299

weights in BERTu and mBERTu to reduce gender300

bias. Training was done using the same datasets as301

detailed in CDA (without data augmentation) for302

both Maltese and English.303

GuiDebias GuiDebias (Woo et al., 2023) fine-304

tunes BERT models to reduce gender bias while305

preserving language modeling performance. We306

use the provided data to conduct experiments for307

the English models. For Maltese, we adopted a308

dual approach to data preparation: machine transla-309

tion and a combination of human translation with310

machine-generated data. We explored both meth-311

ods to assess any potential differences in perfor-312

mance. For the machine translation approach, we313

translated the original text files from the provided314

code to Maltese4. In the second approach, we lever-315

aged the gender wordlist used for CDA, which was316

manually translated, and used ChatGPT-4 (Ope-317

nAI, 2023) to generate additional data. We focused318

on generating short sentences to minimize any po-319

tential bias introduced into the language model,320

following the methodology of Woo et al.. The gen-321

erated Maltese sentences were of high quality, and322

4https://traduzzjoni.mt

through these, we were able to reconstruct the nec- 323

essary text files for the Maltese language. These 324

sentences were manually checked. We refer to this 325

dataset as the Maltese Debiasing Dataset and it will 326

also be used for Auto-Debias. Fine-tuning used de- 327

fault parameters from Woo et al.: batch size 1024, 328

learning rate 2e-5, and one epoch. Adaptations 329

were made to handle the output structure of BERTu 330

and mBERTu. 331

Auto-Debias Auto-Debias (Guo and Caliskan, 332

2021) is a technique that fine-tunes language mod- 333

els to reduce bias by iteratively adjusting prompts 334

and target words while monitoring bias using 335

Jensen-Shannon Divergence (JSD). The Maltese 336

Debiasing Dataset, generated using a combination 337

of human translation and machine-generated data, 338

was used. 339

4 Results 340

We systematically examine the results from the per- 341

formance metrics, compare them across different 342

models and datasets, and explore the implications 343

of these findings. 344

4.1 Bias Measurement Results 345

We first compare CrowS and SEAT with the re- 346

sults shown in Table 1. The evaluation results for 347

both English and Maltese language models show 348

differences in CrowS and SEAT scores. For En- 349

glish, BERT outperformed mBERT in both metrics, 350

with a higher CrowS score and average SEAT score. 351

For Maltese, the difference between BERTu and 352

mBERTu in CrowS scores was smaller, and both 353

Maltese models had similar SEAT scores, suggest- 354

ing comparable performance. 355

Model CrowS ↓ Avg. SEAT ↓

BERT 60.50 0.620
mBERT 52.53 1.030
BERTu 55.40 0.530
mBERTu 51.20 0.540

Table 1: CrowS and SEAT results for MLMs before bias
mitigation strategies.

Higher CrowS and SEAT scores generally indi- 356

cate more bias. For both English and Maltese, the 357

multilingual models (mBERT and mBERTu) show 358

less bias in CrowS scores compared to their mono- 359

lingual counterparts, but mBERT shows higher bias 360

in SEAT results. This suggests that monolingual 361
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models are more biased, potentially due to their362

training on a single language which would thus363

make them prone to language-specific biases. Mul-364

tilingual models benefit from training on diverse365

data across languages, which helps reduce bias by366

providing more generalized representations and al-367

lowing knowledge transfer.368

Next, we analyse the results from Sentence369

Template-Based Analysis The sentence templates370

were applied to the Maltese MLMs to investigate371

gender bias. The results for the sentence tem-372

plate "[X] jah̄dem bh̄ala [MASK]" ([X] works as a373

[MASK]) and the female equivalent can be found in374

tables 2 and 3 respectively. Key findings include375

distinct differences in occupations generated for376

male and female counterparts. Men are commonly377

associated with roles like tabib (doctor), gh̄alliem378

(teacher), and avukat (lawyer), while women are379

linked to positions such as pijuniera (pioneer),380

gh̄alliema (teacher), and infermiera (nurse). Addi-381

tionally, male Maltese names are more often asso-382

ciated with trade jobs like maxtrudaxxa (carpenter)383

and sajjied (fisherman), while English names like384

John are linked to higher education professions.385

Female names show more consistency, with a no-386

table difference in the English name being linked to387

attriċi (actress), whereas the Maltese name was as-388

sociated with segretarja (secretary). This considers389

just one sentence template applied to BERTu. The390

full results can be found in the dedicated repository.391

Template:[X] jah̄dem bh̄ala [MASK].

Ranking [X] = Hu [X] = John [X] = Ġanni

1 tabib tabib maxtrudaxxa
2 gh̄alliem gh̄alliem sagristan
3 maxtrudaxxa avukat gh̄alliem
4 avukat messaġġier sajjied
5 pijunier skrivan kok

Table 2: Rankings for the template ’[X] jah̄dem bh̄ala
[MASK]’ on BERTu.

Template: [X] tah̄dem bh̄ala [MASK].

Ranking [X] = Hi [X] = Jane [X] = Ġovanna

1 pijuniera pijuniera pijuniera
2 gh̄alliema gh̄alliema missjunarja
3 infermier infermiera gh̄alliema
4 segretarja attriċi infermiera
5 tabib missjunarja segretarja

Table 3: Rankings for the template ’[X] tah̄dem bh̄ala
[MASK]’ on BERTu.

4.2 Bias Mitigation Results 392

Counterfactual Data Augmentation CDA, as 393

a pre-processing technique, generates new exam- 394

ples by inverting specific attributes to create a more 395

balanced representation in model training data. Re- 396

sults can be seen in Table 4. A decrease in both 397

CrowS and SEAT scores for English and Maltese 398

models after applying CDA can be seen, indicating 399

reduced bias. The drop in CrowS scores suggests a 400

diminished tendency to favour biased over neutral 401

or opposite sentiment pairs, while the reduction in 402

SEAT scores reflects a decrease in implicit biases. 403

The mitigation strategies were particularly effective 404

for monolingual models, BERT and BERTu, where 405

a more pronounced bias reduction was observed, 406

especially in CrowS scores. 407

Model Type CrowS ↓ Avg. SEAT ↓

BERT baseline 60.50 0.620
debiased 55.60 0.752

mBERT baseline 52.53 1.030
debiased 50.72 0.563

BERTu baseline 55.40 0.530
debiased 49.19 0.460

mBERTu baseline 51.20 0.540
debiased 48.83 0.462

Table 4: CrowS and SEAT results for CDA on English
and Maltese LMs.

Dropout Regularization Typically used to pre- 408

vent overfitting, Dropout Regularization was ex- 409

plored for bias mitigation by adjusting dropout 410

rates for attention weights and hidden activations. 411

The results, shown in Table 5 show that for English 412

BERT and multilingual BERT, dropout reduces 413

both CrowS and SEAT scores, indicating lower 414

bias. The most effective configurations resulted in 415

a noticeable drop in CrowS scores and a significant 416

reduction in SEAT scores for mBERT, suggesting 417

reduced implicit bias. 418

Results for Maltese models were mixed. While 419

BERTu showed a slight reduction in CrowS scores, 420

its SEAT scores increased, suggesting that dropout 421

may not effectively mitigate implicit bias. In con- 422

trast, mBERTu experienced only minor improve- 423

ments in CrowS but a decrease in SEAT scores, 424

highlighting the variability in bias mitigation across 425

different models. These findings emphasize the 426

importance of using multiple bias metrics when 427

evaluating mitigation strategies. 428
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Model Type CrowS ↓ Avg. SEAT ↓

BERT baseline 60.50 0.620
debiased 57.15 0.538

mBERT baseline 52.53 1.030
debiased 46.88 0.314

BERTu baseline 55.40 0.530
debiased 53.92 0.737

mBERTu baseline 51.20 0.540
debiased 50.16 0.345

Table 5: CrowS and SEAT results for Dropout Regu-
larization on English and Maltese LMs.

GuiDebias The results, presented in Table 6,429

show that GuiDebias effectively reduced both ex-430

plicit and implicit bias in English models, with431

significant decreases in CrowS and SEAT scores432

for BERT and mBERT. The reduction in SEAT433

scores was particularly notable for mBERT, indi-434

cating strong mitigation of implicit bias.435

For Maltese models, results were mixed. BERTu436

showed minimal improvement, with CrowS scores437

slightly increasing after debiasing, particularly438

when using machine-translated data, which may439

have introduced additional bias. In contrast,440

mBERTu experienced a small increase in CrowS441

but a substantial drop in SEAT scores, suggesting442

reduced implicit bias. However, inconsistencies443

in machine-translated data, where some words re-444

mained in English, likely influenced the results.445

Model Type Data CrowS ↓ Avg. SEAT ↓

BERT Baseline 60.50 0.620
Debiased W 53.08 0.543

mBERT Baseline 52.53 1.030
Debiased W 46.46 0.367

BERTu Baseline 55.40 0.530
Debiased MDD 55.46 0.529
Debiased MT 57.84 0.530

mBERTu Baseline 51.20 0.540
Debiased MDD 53.31 0.281
Debiased MT 51.58 0.430

Table 6: CrowS and SEAT results for GuiDebias on
English and Maltese LMs. "W" refers to Woo et al.’s
dataset, "MDD" refers to the Maltese Debiasing Dataset,
and "MT" refers to the Machine Translated Dataset.

The limitations of GuiDebias for Maltese can be446

attributed to its structured approach to bias mitiga-447

tion, which works well for English but struggles448

with the complexities of the gendered language449

found in Maltese.450

Auto-Debias Table 7 shows the results produced 451

by Auto-Debias, where we see mixed results across 452

models. SEAT scores generally decreased, indi- 453

cating reduced implicit bias, with mBERTu show- 454

ing the most significant improvement. However, 455

CrowS scores showed varying trends. For monolin- 456

gual models, CrowS scores decreased, suggesting 457

lower explicit bias, while for multilingual models, 458

they increased, indicating potential new biases. 459

For English, BERT saw a notable drop in CrowS 460

but an increase in SEAT, suggesting reduced ex- 461

plicit but heightened implicit bias. In contrast, 462

mBERT experienced a rise in CrowS but a decrease 463

in SEAT, showing reduced implicit bias despite in- 464

creased explicit bias. 465

For Maltese, BERTu showed reductions in both 466

CrowS and SEAT, indicating overall bias mitiga- 467

tion. However, mBERTu’s CrowS score increased, 468

while SEAT dropped significantly, showing that 469

Auto-Debias was particularly effective in reducing 470

implicit bias but may have introduced or revealed 471

new explicit biases in multilingual models. 472

Model Type CrowS ↓ Avg. SEAT ↓

BERT baseline 60.50 0.620
debiased 54.05 0.772

mBERT baseline 52.53 1.030
debiased 57.36 0.828

BERTu baseline 55.40 0.530
debiased 52.78 0.495

mBERTu baseline 51.20 0.540
debiased 54.56 0.341

Table 7: CrowS and SEAT results for Auto-Debias on
English and Maltese LMs.

Observations Both BERTu and mBERTu ex- 473

hibit gender bias, with monolingual models dis- 474

playing stronger biases. Occupational bias and 475

societal stereotypes underlie these patterns. CDA 476

proved the most effective debiasing method, though 477

grammatical issues arose due to Maltese morphol- 478

ogy. Dropout Regularization showed moderate 479

success, primarily benefiting multilingual mod- 480

els. GuiDebias underperformed for Maltese, while 481

Auto-Debias improved monolingual models but 482

sometimes increased explicit bias in multilingual 483

models. 484

The discrepancies between CrowS and SEAT 485

scores highlight again the necessity of using mul- 486

tiple evaluation metrics, similar to (Woo et al., 487

2023). Bias mitigation in morphologically rich, 488
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(a) BERTu t-SNE for ‘tabib-tabiba’. (b) BERTu after debiasing.

Figure 1: t-SNE visualization of BERTu’s embeddings for ‘tabib-tabiba’ (doctor, m-f) before and after CDA.

(a) mBERTu t-SNE for ‘tabib-tabiba’. (b) mBERTu after debiasing.

Figure 2: t-SNE visualization of mBERTu’s embeddings for ‘tabib-tabiba’ (doctor, m-f) before and after CDA.

low-resource languages like Maltese requires tai-489

lored approaches, balancing bias reduction with490

linguistic integrity.491

5 Visual Evaluation492

Inspired by Bolukbasi et al. (2016), we use t-493

SNE plots to visualize the latent semantic space494

of gender-triggering adjectives in Maltese. This495

projection of high-dimensional embeddings helps496

identify gender bias by analyzing how gendered497

terms cluster. Given that Counterfactual Data Aug-498

mentation (CDA) yielded the best debiasing re-499

sults, we present visualizations for BERTu and500

mBERTu before and after applying CDA. This was501

done using three gender word-pairs; "tabib-tabiba"502

(doctor), "avukat-avukata" (lawyer) and "gh̄alliem-503

gh̄alliema" (teacher). The t-SNE plots for BERTu504

and mBERTU using tabib-tabiba can be found in505

Figures 1 and 2. The remaining figures are included506

in Appendix A.507

The t-SNE visualizations for gendered word508

pairs in BERTu and mBERTu reveal persistent gen-509

der bias in the monolingual model, while the multi-510

lingual model exhibits more balanced representa-511

tions. For tabib-tabiba (doctor) and avukat-avukata512

(lawyer), baseline BERTu shows clear gendered as-513

sociations, with tabiba and avukata (female forms) 514

closely linked to inkompetenti (incompetent), while 515

tabib and avukat (male forms) are associated with 516

kompetenti (competent). Additionally, positive and 517

professional adjectives tend to cluster around male 518

terms, reinforcing societal stereotypes. In contrast, 519

baseline mBERTu displays a more diverse distri- 520

bution, suggesting that multilingual exposure miti- 521

gates some of these biases. 522

After applying CDA, BERTu still exhibits incom- 523

plete debiasing, as tabib and tabiba remain signifi- 524

cantly distant in embedding space, and professional 525

adjectives continue to favour male forms. Similarly, 526

avukat retains closer ties to positive adjectives than 527

avukata, indicating that bias is reduced but not 528

eliminated. Meanwhile, mBERTu achieves a more 529

neutral distribution post-debiasing, with key adjec- 530

tives like kompetenti and professjonali positioned 531

equidistantly between male and female forms, indi- 532

cating more effective bias mitigation. 533

For gh̄alliem-gh̄alliema (teacher), baseline 534

BERTu reflects a different stereotype: positive ad- 535

jectives such as professjonali (professional) and 536

intelliġenti (intelligent) are more closely linked to 537

gh̄alliema (female teacher), while negative terms 538

like ikrah (ugly) and kattiv (cruel) are associated 539
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with gh̄alliem (male teacher). This mirrors societal540

norms that favor women in educational roles while541

casting men in a harsher light. After CDA, BERTu542

shows improved gender balance, with gh̄alliem and543

gh̄alliema appearing closer together and adjectives544

more evenly distributed.545

Baseline mBERTu already presents a more neu-546

tral representation of gh̄alliem and gh̄alliema, with547

positive and negative adjectives distributed more548

equitably. Post-debiasing, the visualization re-549

mains largely unchanged, suggesting that mBERTu550

was less biased to begin with.551

6 Final observations and Conclusions552

Our analysis revealed that both BERTu and553

mBERTu exhibit measurable gender bias, with554

BERTu showing a higher degree of bias. This555

aligns with findings in English models, where556

monolingual BERT displayed more bias than mul-557

tilingual mBERT, likely due to the latter’s exposure558

to diverse linguistic contexts. The bias primarily559

favoured male-associated terms, particularly in oc-560

cupational stereotypes, though negative connota-561

tions for male terms were also observed, highlight-562

ing the complexity of bias patterns.563

Among the debiasing techniques tested, CDA564

was the most effective, significantly reducing bias565

in both CrowS and SEAT scores. However, it oc-566

casionally introduced grammatical errors in Mal-567

tese. Dropout Regularization had a limited impact,568

slightly reducing bias in CrowS but increasing im-569

plicit bias in BERTu, while showing improvement570

for mBERTu. GuiDebias did not generalize well571

to Maltese, increasing bias in both models. Auto-572

Debias was effective for monolingual models but573

increased bias in multilingual ones, suggesting its574

effectiveness depends on the model architecture.575

These results highlight the need for multiple eval-576

uation metrics, as different techniques produced577

conflicting results across CrowS and SEAT. A more578

nuanced approach is required to fully understand579

and mitigate bias in language models.580

In summary;581

• Counterfactual Data Augmentation (CDA):582

CDA was the most effective debiasing tech-583

nique for Maltese models among all methods584

explored in this study.585

• Dropout Regularization: Variations in586

dropout values resulted in minimal differences587

in performance. The best results for Maltese588

were achieved with h = 0.2 and a = 0.15 for 589

both monolingual and multilingual models. 590

Dropout Regularization performed consider- 591

ably better on multilingual models. 592

• GuiDebias: This technique did not transfer 593

well to Maltese, and in fact, it increased bias 594

for both models according to our evaluation 595

metrics. 596

• Auto-Debias: While Auto-Debias was effec- 597

tive in reducing bias for monolingual models, 598

it increased bias in multilingual models. 599

This research underscores the importance of fur- 600

ther research into bias in multilingual language 601

models, particularly in low-resourced languages 602

with complex gender systems like Maltese. To aid 603

future work in the area, we publicly share all our 604

experimental and evaluation data, including the 605

Maltese Debiasing Dataset. 606

While existing debiasing techniques have shown 607

varying levels of effectiveness, our findings high- 608

light the need for refining these methods to bet- 609

ter address linguistic and cultural nuances. Fu- 610

ture work should focus on developing more robust, 611

language-agnostic debiasing strategies and com- 612

prehensive evaluation metrics that can accurately 613

capture different forms of bias across diverse lan- 614

guages. 615

Additionally, bias research must extend beyond 616

gender and racial biases to include other critical 617

aspects such as age, socioeconomic status, regional 618

dialects, and disability, which remain largely un- 619

derexplored. Understanding and mitigating these 620

biases is essential for ensuring fairness in AI sys- 621

tems that serve diverse communities. 622

Our findings contribute to the growing body of 623

research on bias in low-resource languages, empha- 624

sizing the necessity of adapting mitigation strate- 625

gies beyond English-centric approaches. As lan- 626

guage models continue to shape digital interac- 627

tions and decision-making systems, it is crucial to 628

prioritize equitable and inclusive AI development. 629

Through continued research and refinement, we 630

can move closer to creating language technologies 631

that are fair, representative, and culturally aware. 632

Limitations 633

Through this investigation on measuring bias in 634

Maltese LMs and debiasing through past debiasing 635

techniques, we acknowledge certain limitations in 636

our work. 637
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CDA Despite Counterfactual Data Augmentation638

(CDA) being the best performing debiasing tech-639

nique explored for Maltese LMs, the nature of640

CDA constructs poorly crafted sentences for gen-641

dered languages. New sentences are created by642

pinpointing instances of a word from the wordlist643

and changing it to the opposite gender, not taking644

into consideration other words, such as verbs, that645

would need to be modified in a gendered setting to646

produce a correctly structured sentence. Due to the647

large amount of sentences, it was not feasible to648

manually correct such sentences which may hinder649

the performance of this technique.650

Bias Mitigation Incomplete bias mitigation was651

seen in the t-SNE visualizations for BERTu. While652

debiasing reduced certain gendered associations,653

it did not fully eliminate them. In BERTu, gender654

distinctions between male and female terms persist655

even after CDA, suggesting that further refinement656

is needed. Better results seem to be achieved in657

mBERTU, the multilingual model.658

Debiasing Impact on Model Utility – Debiasing659

techniques may unintentionally alter meaningful660

linguistic relationships, potentially affecting down-661

stream tasks. Evaluating the trade-off between bias662

reduction and linguistic integrity is crucial. Due to663

this, we investigated GuiDebias for its attempt at664

debiasing with minimal effect on the model’s lan-665

guage modeling abilities but was found to transfer666

poorly for a gendered language such as Maltese.667

Dataset and Language Coverage The debiasing668

approach was tested on a limited set of gendered669

word pairs in Maltese. Given that biases may vary670

across different linguistic domains, the findings671

may not generalize to all contexts or low-resource672

languages.673

Evaluation Constraints While t-SNE plots pro-674

vide a useful visual representation of bias, they are675

inherently subjective. Additional quantitative met-676

rics, such as SEAT or CrowS-Pairs were used to677

further complement the analysis. It is suggested678

to use multiple evaluation metrics to form a better679

understanding of the effects of debiasing on the680

model. For Maltese, we were limited in metrics,681

with only CrowS-Pairs being available for Maltese.682

To aid our investigation we translated a subset of683

SEAT files to Maltese, but future work could aim684

to increase the selection of metrics.685

Multilingual vs. Monolingual Models The 686

results suggest that multilingual models like 687

mBERTu exhibit reduced bias compared to mono- 688

lingual models. However, the extent to which mul- 689

tilingual training influences bias remains an open 690

question, requiring further investigation. 691
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A Further t-SNE Visualisations869

(a) BERTu t-SNE graph for ‘avukat-avukata’.

(b) BERTu t-SNE graph for ‘avukat-avukata’ after debias-
ing.

Figure 3: t-SNE visualization of BERTu’s embeddings
for ‘avukat-avukata’ (lawyer, m-f) before and after
CDA.

(a) mBERTu t-SNE for ‘avukat-avukata’.

(b) mBERTu t-SNE for ‘avukat-avukata’ after debiasing.

Figure 4: t-SNE visualization of mBERTu’s embed-
dings for ‘avukat-avukata’ (lawyer, m-f) before and
after CDA.

(a) BERTu t-SNE graph for ‘gh̄alliem-gh̄alliema’.

(b) BERTu t-SNE graph for ‘gh̄alliem-gh̄alliema’ after
debiasing.

Figure 5: t-SNE visualization of BERTu’s embeddings
for ‘gh̄alliem-gh̄alliema’ (teacher, m-f) before and after
CDA.
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(a) mBERTu t-SNE graph for ‘gh̄alliem-gh̄alliema’.

(b) mBERTu t-SNE graph for ‘gh̄alliem-gh̄alliema’ after
debiasing.

Figure 6: t-SNE visualization of mBERTu’s embeddings
for ‘gh̄alliem-gh̄alliema’ (teacher, m-f) before and after
CDA.
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