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Abstract

Online sources of financial news have a pro-001
found influence on both market movements and002
trading decisions. Standard sentiment analysis003
employs a lexicon-based approach to aid finan-004
cial decisions, but struggles with context sen-005
sitivity and word ordering. On the other hand,006
Large Language Models (LLMs) are powerful,007
but are not finance-specific and require signifi-008
cant computational resources. To this end, we009
introduce a finance specific LLM framework,010
based on the Llama 2 7B foundational model, in011
order to benefit from its generative nature and012
comprehensive language manipulation. Such a013
generator-discriminator scheme, referred to as014
FinLlama, both classifies sentiment valence and015
quantifies its strength, offering a nuanced in-016
sight into financial news. The FinLlama model017
is fine-tuned on supervised financial sentiment018
analysis data, to make it handle the complex-019
ities of financial lexicon and context, and is020
equipped with a neural network-based deci-021
sion mechanism. The subsequent parameter-022
efficient fine-tuning optimises trainable param-023
eters, thus minimising computational and mem-024
ory requirements without sacrificing accuracy.025
Simulation results demonstrate the ability of026
FinLlama to increase market returns in portfo-027
lio management scenarios, yielding high-return028
and resilient portfolios, even during volatile029
periods.030

1 Introduction031

The ever increasing prominence of algorithmic trad-032

ing in quantitative finance has necessitated the need033

for reliable and actionable AI-aided domain knowl-034

edge from vast streams of data with multiple modal-035

ities. Of particular interest is generative AI, owing036

to its ability to distill insights from non-numerical037

sources such as news, earnings calls, financial re-038

ports, and other textual sources. In this context,039

sentiment analysis from text promises to bridge the040

gap between market movements caused by geopo-041

litical and socioeconomic events, human actions, 042

and quantitative trading. 043

The sentiment contained in on-line textual 044

sources can drive market movements; such informa- 045

tion harbours intrinsic advantages and gives a com- 046

petitive edge to those equipped with the tools to har- 047

ness it. Sentiment analysis rests upon the quantifi- 048

cation of opinions present in unlabeled textual data, 049

and aims to categorize whether the overall perspec- 050

tive is positive, negative, or neutral. When applied 051

to large-scale information sources, this promises to 052

enhance the understanding for the overall direction 053

of macroscopic trends, a task which is both chal- 054

lenging and time-consuming for human analysts. 055

Despite conceptual benefits, the diverse, nu- 056

anced, and vast nature of financial text presents 057

unique challenges when it comes to extracting sen- 058

timent in a manner that is both accurate and action- 059

able. For example, the words ‘bull’ and ‘bear’ are 060

neutral in the general vocabulary, but in financial 061

markets, their respective connotations are strictly 062

positive or negative (Mishev et al., 2020). This 063

highlights the need for context-aware sentiment ex- 064

traction, and underpins the complexities of employ- 065

ing natural language processing (NLP) in financial 066

applications. 067

To address these issues, we consider the follow- 068

ing fundamental questions: 069

• Can large language models (LLMs), which 070

have already revolutionized manifold areas 071

of NLP, be specifically tailored for sentiment 072

analysis in the finance domain, particularly 073

for enhancing algorithmic trading? 074

• Can this be achieved in a way which does 075

not require vast computational resources, typ- 076

ically associated with NLP models, thus 077

making the approach accessible to anyone 078

equipped with standard computational re- 079

sources? 080
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Our proposed solution, termed FinLlama, is082

is obtained by fine-tuning a pre-trained LLM083

(namely Llama 2 7B (Touvron et al., 2023)) on spe-084

cialised, labelled and publicly available financial085

news datasets. The ultimate goal of FinLlama is086

to enhance the performance of financial sentiment087

analysis, whilst leveraging on parameter-efficient088

fine-tuning (PEFT) and 8-bit quantization, through089

LoRA (Hu et al., 2021), to minimise resource re-090

quirements.091

The main contributions of this work are:092

• Targeted fine-tuning: Rather than utilising093

one general LLM for financial tasks, our ap-094

proach capitalizes on the foundational pre-095

trained Llama 2 model, whereby fine-tuning096

is performed specifically for the purpose of097

sentiment classification through a SoftMax098

classification layer at its output.099

• Efficient resource utilization: Our approach100

ensures that even standard computational re-101

sources, with no high-end GPUs, can be em-102

ployed. By virtue of the pre-trained Llama103

2 model and through targeted parameter-104

efficient fine-tuning, computational demands105

are dramatically reduced compared to the ex-106

isting methods, thus bridging the gap between107

academic benchmarks and practical utility.108

• Benchmarking and real-world application:109

The success of fine-tuned LLMs for finance110

has also highlighted that these have not yet111

adequately addressed the domain of portfolio112

construction. To this end, we integrate the113

extracted sentiment signals by FinLlama into a114

long-short portfolio, which allows us to obtain115

finance-specific real-world metrics including116

cumulative returns and the Sharpe ratio.117

2 Related Work118

The potential of sentiment analysis in finance was119

first recognised in 1970 by Eugene Fama who in-120

troduced the Efficient Market Hypothesis (EMH)121

(Fama, 1970), which states that stock prices change122

in response to unexpected fundamental informa-123

tion and news. In this context, before the intro-124

duction of advanced machine learning tools, the125

financial sector has employed lexicon-driven ap-126

proaches (Mishev et al., 2020). These methods127

analyse textual content, sourced from news arti-128

cles or financial disclosures, based on specific key-129

words, which are then linked to established sen- 130

timent ratings (Li et al., 2014; Ke et al., 2019a). 131

However, an exponential increase in the volume 132

and richness of online available information posed 133

significant challenges for lexicon-based analysis, 134

but has opened a fertile ground for machine learn- 135

ing strategies, including techniques such as Naive 136

Bayes and Support Vector Machines (Cristianini 137

and Shawe-Taylor, 2000), as summarised in Figure 138

1. 139

In parallel, the advances in deep learning have 140

become instrumental for NLP research and have 141

spurred pioneering works that sought to harness 142

the power of neural networks for NLP tasks. Re- 143

cently, the introduction of the attention mechanism 144

and transformer networks has enabled a significant 145

shift away from recurrent and convolutional meth- 146

ods, traditionally used in deep-learning tasks (Yang 147

et al., 2016). This has led to the development of 148

transformer-based models, such as BERT (Devlin 149

et al., 2019), which owing to its contextual com- 150

prehension of language has been used extensively 151

for sentiment analysis. However, the performance 152

of BERT in the financial domain has encountered 153

limitations, primarily because it is not specifically 154

trained on financial datasets. Moreover, its require- 155

ment for substantial amounts of data for fine-tuning 156

purposes poses a considerable challenge for finan- 157

cial applications, where such data may not be read- 158

ily available. 159

More recently, FinBERT (Araci, 2019), a ver- 160

sion of BERT which is fine-tuned on financial text, 161

has shown promising results for the task of finan- 162

cial sentiment analysis. However, FinBERT still 163

suffers from limitations such as insensitivity to nu- 164

merical values, while due to its relatively small size 165

(110 million parameters) its classification accuracy 166

deteriorates with sentence complexity (Chen et al., 167

2023). The FinGPT (Liu et al., 2023; Yang et al., 168

2023) and Instruct-FinGPT (Zhang et al., 2023) 169

aim to enhance their expressive power by using the 170

Llama 7B as their base model. However, FinGPT 171

is not optimized for the task of financial sentiment 172

analysis whilst Instruct-FinGPT only classifies the 173

sentiment valence but is not capable of quantifying 174

the strength of a sentiment class. 175

To the best of our knowledge, BloombergGPT 176

(Wu et al., 2023) is the only pre-trained finance- 177

specific LLM, as Bloomberg was able to train the 178

model using data collected over a span of 40 years. 179

Despite the impressive performance of the model 180

on financial sentiment analysis, the resources re- 181
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Figure 1: Overview of sentiment analysis methods.

quired to train such a model are substantial (1.3M182

GPU hours at a cost of $5M) whilst much of the183

training data is confidential and not publicly avail-184

able. This is different from our proposed method-185

ology, which focuses on achieving a high classi-186

fication accuracy whilst minimizing the training187

corpus and computational resources, and utilizing188

publicly available training data. This is achieved189

by fine-tuning a pre-trained general-purpose LLM190

on a smaller-scale financial data corpus.191

3 Methodology192

Our work aims to embark upon the immense expres-193

sive power and contextual understanding of general-194

purpose LLMs in order to make them finance-195

specific. This is achieved by fine-tuning the state-196

of-the-art (SOTA) Llama 2 7B model on a finance-197

specific corpus of online data. The effectiveness198

of our approach is demonstrated on financial sen-199

timent analysis through a new set of benchmarks200

that align closely with end portfolio construction –201

the ultimate goal of financial analysis.202

3.1 Fine-tuning the Llama 2 model203

Even though pre-trained LLMs offer a range of204

capabilities such as reasoning, translation, sum-205

marising and text generation, they often struggle206

when applied to a specific task of interest, such207

as sentiment analysis. This limitation becomes208

even more critical in the finance domain, where209

the nuanced language, media hype and extensive210

length of financial news articles pose significant211

challenges.212

To tackle these challenges, our work revisits the213

first principles of LLMs in order to align them214

to the task of financial sentiment analysis. This215

is achieved by using four labelled financial text 216

datasets as training data to fine-tune the Llama 2 217

model. Such finance-specific training equips the 218

model with the ability to understand the linguistic 219

nuances present in the financial domain. Further- 220

more, a three-class SoftMax classification layer is 221

employed at the output of the foundational model. 222

This made it possible to alter the primary func- 223

tion of the LLM from text generation to sentiment 224

classification. In this way, the proposed fine-tuned 225

FinLlama model acts as a generator-discriminator 226

and produces sentiment decision outputs for three 227

labels: positive, negative or neutral. 228

3.1.1 Training datasets 229

The training data was a combination of four la- 230

belled publicly available financial news datasets, 231

namely the Financial PhraseBank (FPB) dataset 232

(Malo et al., 2014), FiQA dataset (Maia et al., 233

2018), Twitter Financial News dataset (Wang, 234

2023) and GPT-labelled Financial News dataset 235

(Magic, 2022). This resulted in a comprehensive 236

collection of 34,180 labelled samples, as outlined 237

below. 238

• Financial PhraseBank (FPB) Dataset. This 239

dataset, accessible via HuggingFace, consists 240

of 4,840 samples which are randomly ex- 241

tracted from financial news articles. In order 242

to ensure high quality annotation, the sam- 243

ples were annotated by 16 experts with back- 244

grounds in finance and business. Each sample 245

was annotated with one of the three labels: 246

positive, negative, and neutral. 247

• FiQA Dataset. This dataset is also accessi- 248

ble via HuggingFace and consists of 1,210 249
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labelled sentences. Each sentence was anno-250

tated with one of the three labels: positive,251

negative, and neutral.252

• Twitter Financial News Sentiment. This253

dataset, accessible via HuggingFace, includes254

11,930 tweets with content from the financial255

domain. Each tweet was annotated as positive,256

negative, and neutral.257

• GPT-labelled Financial News. This dataset,258

accessible via HuggingFace, consists of259

16,200 financial news articles labelled by GPT-260

3.5. Each article was annotated with one of261

the five labels: strongly negative, mildly nega-262

tive, neutral, mildly positive, and strongly pos-263

itive. To align this dataset with the three-class264

output of our FinLlama model, the strongly265

and mildly negative classes were combined266

into a single negative class, and similarly, the267

strongly and mildly positive classes were com-268

bined into a single positive class.269

3.1.2 Model Training270

The proposed FinLlama model was first initialised271

with the Llama 2 7B model, followed by fine-272

tuning over 5 epochs. The training process utilised273

the AdamW optimizer (Loshchilov and Hutter,274

2017), as it effectively decouples the weight de-275

cay from the optimization steps, leading to more276

effective training. The initial learning rate was de-277

liberately kept small as the Llama 2 7B model is278

already pre-trained on a large corpus of data, whilst279

the warm-up ratio and weight decay served as key280

regularisation techniques to prevent overfitting, a281

crucial aspect given the limited size of our fine-282

tuning dataset.283

Moreover, the LoRA implementation was em-284

ployed in the fine-tuning process with a rank, r = 8,285

a scaling factor, α = 16, and a dropout of 0.05, in286

order to minimize the number of trainable param-287

eters whilst achieving high and robust end perfor-288

mance. Through the LoRA implementation, the289

number of trainable parameters was set to 4.2M,290

amounting to just 0.0638% of the total number of291

parameters in the Llama 2 7B model. This made292

it possible for our fine-tuning process to be im-293

plemented on a single A100 (40 GB) GPU, thus294

avoiding the need for excessive computational re-295

sources. A summary of the most important training296

parameters used in the fine-tuning process is given297

in Table 1.298

3.2 Proposed Framework 299

After establishing the proposed fine-tuned Llama 300

2 model, we followed the framework shown in 301

Figure 2, with the aim of assessing the performance 302

of our FinLlama model against other established 303

sentiment analysis methods, using finance-specific 304

real-world metrics. 305

Figure 2: Framework for sentiment analysis.

Data Collection and Processing. Both tex- 306

tual and market data were analysed in order to 307

construct appropriate long-short (L/S) portfolios. 308

Regarding the textual data, 204,017 articles dating 309

between 2015 to 2021 were collected from online 310

sources such as Reuters, The Motley Fool and Mar- 311

ketWatch. These sources were selected due to their 312

reliability, reputation, lack of bias and focus on 313

major corporations. Financial market data were 314

collected for the same time period from Yahoo Fi- 315

nance. These market data contained daily stock 316

returns for the 500 companies in our Investable 317

Universe (S&P 500), resulting in 1,672 days of 318

stock returns data for each company. Data pro- 319

cessing in the form of Named Entity Recognition 320

(NER) and text pre-processing was then applied to 321

the textual data, to remove irrelevant articles and 322

ensure the compatibility of the articles with our 323

sentiment methods. 324

Sentiment Analysis. In total, five sentiment 325

analysis methods were applied. For the lexicon- 326

based approaches (see Appendix A.1), LMD 327

(Loughran and Mcdonald, 2011) and HIV-4 (Stone 328

et al., 1966) were implemented using the pysenti- 329

ment2 Python library, while VADER (Hutto and 330

Gilbert, 2015) was implemented using the NLTK 331

library. Regarding the deep learning methods (see 332

Appendix A.2), both the FinBERT model and our 333

FinLlama model were obtained through Hugging- 334

Face, and were utilised via the Transformers li- 335

brary. 336

The considered methods were evaluated on every 337

article within each corpus for a given company. In 338
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Parameter Definition Value
Learning rate Determines the step size at each iteration of gradient descent 0.0003
Weight decay Regularization technique to prevent overfitting by penalizing large weights 0.01

Batch size Number of training samples used in one iteration of gradient descent 128
Training epochs A full training pass over the entire training set 5

LR scheduler Framework that adjusts the learning rate between iterations Cosine Annealing
Warmup ratio Increases the learning rate gradually over a certain number of epochs 0.1

GPUs Number of GPUs used 1 A100 (40GB)
LoRA rank Defines the dimensions of low-rank matrices 8
LoRA alpha Scaling factor for the weight matrices within LoRA 16

LoRA dropout Proportion of randomly deactivated neurons during training 0.05

Table 1: Training parameters used in the fine-tuning process of the proposed FinLlama.

cases where multiple articles were published on339

the same day for a given company, the average340

sentiment for that day was calculated as341

St =
1

Nt

Nt∑
i=1

Sit (1)342

Here, St represents the average sentiment for the343

t-th day, Nt denotes the number of news articles344

published on that same t-th day for a given com-345

pany, while Sit designates the sentiment strength346

of the i-th news article on a particular t-th day. The347

daily sentiment outputs for each company were348

merged to arrive at the final sentiment data that349

were utilised as a parameter in the portfolio con-350

struction stage.351

Portfolio Construction. Once the sentiment352

for each method was defined for every company,353

the long-short portfolio was constructed. We used354

the sentiment as a parameter to determine which355

companies should be in a long or a short position,356

aiming to maximise returns from both positions.357

The long-short portfolio was constructed using the358

following procedure:359

• Define the Investable Universe: Even though360

the S&P 500 comprises 500 companies, the361

financial textual data collected did not contain362

articles associated to some of the companies363

for the test period of February 2015 to June364

2021. Consequently, 417 companies were con-365

sidered.366

• Define the long and short position: The sen-367

timent signal obtained from each of the five368

methods was used to construct five distinct369

portfolios. For each method, companies were370

ranked daily according to their sentiment.371

Companies that did not have sentiment data on372

a particular day were omitted from the rank-373

ing. As the daily sentiment score for each374

company ranges between -1 and 1, those with 375

the highest positive sentiment were placed in 376

a long position, whilst those with the strongest 377

negative sentiment were placed in a short po- 378

sition. 379

• Allocation: An equally-weighted portfolio 380

strategy was considered in our portfolio con- 381

struction as this strategy is mostly utilised by 382

hedge funds (Ke et al., 2019b). The percent- 383

age of companies in a long and short position 384

was fixed at 35%. Consequently, the top 35% 385

of companies in terms of performance were 386

allocated to long positions, while the bottom 387

35% were allocated to short positions. 388

• Determine daily returns: The daily return for 389

each company that was held in a long or short 390

position was obtained by the market data on 391

that particular day. The average daily return 392

of companies that were held in a long position, 393

rLong, was defined as 394

rLong =
1

NLong

NLong∑
i=1

rLong(i) (2) 395

Similarly, the average daily return of compa- 396

nies that were held in a short position, rShort, 397

was defined as 398

rShort =
1

NShort

NShort∑
i=1

rShort(i) (3) 399

For each particular day, the number of com- 400

panies that were held in either a long posi- 401

tion (NLong) or a short position (NShort) were 402

equal. Consequently, the total portfolio return 403

on a particular day was the difference between 404

the daily long return, rLong(i), and daily short 405

return, rShort(i), and is given by 406

rdaily(i) = rLong(i)− rShort(i) (4) 407
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Portfolio Evaluation. The performance of the408

portfolio constructed using our fine-tuned model409

was assessed against the portfolios constructed us-410

ing other SOTA sentiment methods. To this end,411

the employed real-world financial metrics were:412

cumulative returns, rcum, annualized return, Rp,413

annualized volatility, σp, and the Sharpe ratio, Sa414

(Berk and DeMarzo, 2019), defined as415

rcum =
N∑
i=1

rdaily(i) (5)416

417

Rp =
1

N

N∑
i=1

rlog(i)× 252 (6)418

419

σp =

√∑N
i=1(rlog(i)− r̄)2

N − 1
×
√
252 (7)420

421

Sa =
Rp −Rf

σp
(8)422

where N is the total number of investing days, total-423

ing 1,672, rlog(i) represents the logarithmic daily424

return, r̄ denotes the average daily logarithmic re-425

turn, Rf designates the annualized risk-free rate of426

return, and 252 is the number of business days in a427

year. The risk-free return, Rf , typically represents428

the yield of the 10-Year Treasury Note; however,429

due to its prolonged low yield (Yahoo Finance,430

2023) during the analysed period, a 0% rate is com-431

monly used and was adopted in our analysis.432

4 Experimental Results433

The performances of the five portfolios which were434

constructed as described in Section 3 are illus-435

trated in Figure 3. Notice that the deep learn-436

ing approaches outperformed the lexicon-based437

approaches in terms of cumulative returns, partic-438

ularly those relying on general-purpose dictionar-439

ies (HIV-4 and VADER). This was to be expected,440

given that lexicon-based approaches often fail to441

capture the contextual meaning of sentences, whilst442

the nuanced nature of financial text significantly re-443

duces the accuracy of general-purpose dictionaries.444

Moreover, observe from the top-right panel of445

Figure 3 and Table 2 that the difference in cumu-446

lative returns between our model and the best per-447

forming method among the considered ones in-448

creased over time. The significant advantage of449

our FinLlama from 2019 onwards can be explained450

by a significant rise in the daily average number451

of companies traded, as a result of an increasingly452

Date Daily Companies Traded Return Difference Best existing method
1/1/2016 14.7 -8.1 LMD
1/1/2017 19.0 40.1 FinBERT
1/1/2018 20.0 59.3 FinBERT
1/1/2019 20.0 54.7 FinBERT
1/1/2020 28.0 73.2 FinBERT
1/1/2021 49.2 98.5 FinBERT

Table 2: Difference in cumulative returns between
our FinLlama model and the best-performing existing
method (among LMD, HIV-4, VADER, and FinBERT)
on the first day of each year, along with the daily av-
erage number of companies traded during the previous
year. A negative difference in returns indicates that the
cumulative returns of our model are lower than those of
the best existing method at that date.

more diverse set of articles in our news corpus over 453

the years. Indeed, this difference in returns exhibits 454

a positive correlation of 0.81 with the daily average 455

number of companies invested, with a P-value of 456

0.048, indicating the statistical significance of the 457

trend (significant if P-value < 0.05). The summary 458

of the difference in cumulative returns between our 459

model and the best performing existing method 460

on the first day of each year, along with the daily 461

average number of companies traded during the 462

previous year, is shown in Table 2. 463

It is important to note that the increase in the 464

daily average number of companies traded coin- 465

cides with a rise in the number of articles used 466

to calculate the daily sentiment of each company 467

from 2018 onwards. This behaviour is attributed to 468

Reuters first starting to produce digital content in 469

2018, followed by a dramatic increase from 2020 470

onwards, when MarketWatch began producing AI- 471

generated articles on stock price updates, as shown 472

in Figure 4. Additionally, there has been a natural 473

increase in the amount of digital articles produced 474

by all three sources since 2019. 475

The increased returns resulting from more in- 476

formed trading decisions, along with the growing 477

gap between the returns of our model and those 478

of the best existing method, highlight the supe- 479

rior ability of our model to achieve accurate finan- 480

cial sentiment valence and strength quantification, 481

compared to existing methods. This is because, 482

the accuracy of sentiment parameters becomes in- 483

creasingly important with the rise in the number of 484

companies traded and the volume of articles used 485

to make trading decisions. Such trend has been 486

observed over time due to the expanding corpus 487

of financial news articles used during the trading 488

stage. 489

The improved sentiment classification accuracy 490
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Figure 3: Comparison of the performance of the 35% long-short portfolios which were constructed using the five
considered sentiment analysis methods, for the time period of February 2015 to June 2021. The MA(30) and
MSTD(30) represent, respectively, the moving average and the moving standard deviation of the returns calculated
over a 30-day rolling window.

Figure 4: The 60-day rolling average of total number of
articles published on each of The Motley Fool, Reuters
and MarketWatch from 01/01/2013 to 31/05/2021

exhibited by our model also leads to more robust491

trading decisions, as indicated in the bottom two492

panels of Figure 3. In particular, a comparison of493

our FinLlama model with FinBERT, the current494

best performing model in the literature, shows that495

during turbulent economic periods caused by unex-496

pected events or economic changes, the standard497

deviation of our model was lower than that of Fin-498

BERT, while achieving similar or higher returns. 499

The enhanced robustness of FinLlama is evident 500

across a range of socio-economic and geo-political 501

events that caused significant movements in the 502

S&P 500, identified through the business informa- 503

tion database Factiva, most notably: 504

• New trading regulations in China, renewed 505

worries about the Greek economy running out 506

of money, and tepid US corporate earnings in 507

April 2015. 508

• Concerns about the Federal Reserve increas- 509

ing interest rates, uncertainty about Greece de- 510

faulting on their debt, and geopolitical events 511

and tensions, including the Saint-Quentin- 512

Fallavier attack in June 2015. 513

• Apprehension about the economic impact of 514

the 2016 US elections, including potential 515

changes in trade policies, tax reforms, regula- 516

tory adjustments, and shifts in domestic and 517

international economic relations in January 518

2017. 519

• Significant fears about the economic effects of 520

the COVID-19 pandemic, including concerns 521
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LMD HIV-4 VADER FinBERT FinLlama (Ours) S&P 500
Cumulative Returns (%) 204.6 100.4 130.6 213.0 308.2 83.1
Annualized Return (%) 29.1 13.5 17.9 30.3 45.0 11.3
Sharpe Ratio 1.5 0.7 0.9 1.5 2.4 0.62
Annualized Volatility (%) 19.5 18.9 19.6 20.3 18.6 18.5

Table 3: Statistical comparison between the performances of the five considered sentiment analysis methods using
a 35% long-short portfolio. For Cumulative Returns, Annualized Return and Sharpe Ratio, higher is better. For
Annualized Volatility, lower is better.

about a severe economic downturn, increased522

unemployment rates, corporate bankruptcies,523

and a dramatic decline in consumer spending524

and business investments in March 2020.525

The quantitative results, displayed in Table 3, sup-526

port the qualitative observations mentioned above527

and suggest that the 35% long-short portfolio, con-528

structed using our fine-tuned Llama-2 model, was529

the most successful.530

Overall, our FinLlama model successfully gener-531

ated significantly higher returns for investors com-532

pared to all other considered methods, and most533

importantly FinBERT, whilst simultaneously reduc-534

ing portfolio risk and being more robust to turbu-535

lent economic periods, as indicated by the higher536

Sharpe ratio and lower annualized volatility.537

5 Conclusion and Future Work538

We have introduced an innovative approach to fi-539

nancial sentiment analysis which rests upon the540

fine-tuning of a general-purpose LLM. The pro-541

posed method has capitalised on the extensive542

knowledge base and generative nature of LLMs,543

combining their inherent text generation with the544

classification ability. In addition, such an approach545

has enabled the LLMs to become more attuned to546

the nuanced language of the finance sector, whilst547

minimising their resource utilisation and computa-548

tional demands.549

Our fine-tuned Llama2 7B model, termed Fin-550

Llama, has been used to construct a long-short551

portfolio, yielding results that have surpassed those552

of the existing methods in the field. The FinLlama553

has achieved cumulative returns which have out-554

performed the currently leading FinBERT model555

by 44.7%, while achieving a significantly higher556

Sharpe ratio and lower annualized volatility. This557

demonstrates that fine-tuning an LLM can yield558

superior results, even with a small amount of task-559

specific data. In addition, the present work has set560

a new benchmark in the field, transcending tradi-561

tional measures such as the accuracy and F1-score,562

which are commonly used in the literature. It is 563

our hope that such an approach is a step towards 564

narrowing down the divide between academic re- 565

search and practical applications within quantita- 566

tive finance. 567

Our future research will aim to enhance both the 568

sentiment classification accuracy and efficiency of 569

fine-tuned LLM models by incorporating additional 570

techniques to produce a tractable and interpretable 571

platform to facilitate the application of artificial 572

intelligence (AI) in the finance sector. 573

Disclaimer: Nothing herein is financial ad- 574

vice, and NOT a recommendation to trade real 575

money. Please use common sense and always 576

first consult a professional before trading or in- 577

vesting. 578

6 Limitations 579

While the proposed FinLlama has successfully 580

achieved its objectives of improving sentiment clas- 581

sification accuracy, it occasionally misclassifies ar- 582

ticles, resulting in losses on a small minority of 583

trading days. These misclassifications exemplify 584

the limitations in handling certain nuances of finan- 585

cial language and context. Future work will involve 586

the analysis of the causes of such misclassifica- 587

tions, followed by rigorous performance bounds 588

and risk analysis. In addition, the current fine- 589

tuning process would benefit from incorporating 590

Reinforcement Learning from Human Feedback 591

(RLHF) (Ouyang et al., 2022), which could further 592

enhance the accuracy and robustness of FinLlama 593

in understanding complex financial language. 594

In terms of portfolio construction, our study 595

does not integrate additional technical indicators 596

and trading costs, in combination with sentiment 597

strength, which could enhance our portfolio strat- 598

egy. Moreover, our current work has been limited 599

to equities within the S&P 500. In future work, we 600

aim to investigate the performance of FinLlama in 601

trading other financial instruments, such as bonds 602

and derivatives, as well as its effectiveness in dif- 603
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ferent markets.604
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A Existing Sentiment Analysis Methods715

A.1 Lexicon-Based Approaches716

A.1.1 Harvard IV-4 Psychological Dictionary717

(HIV-4)718

The HIV-4 is one of the oldest manually con-719

structed lexicons, and is used for objectively720

identifying specified characteristics of messages721

in areas involving social science, political science,722

and psychology. The latest version of the HIV-4723

dictionary contains over 11,000 words which are724

classified into one or more of 183 categories. In725

this work, we focus on the 1,045 words labelled as726

positive and the 1,160 words labelled as negative.727

728

A.1.2 Loughran and McDonald (LMD)729

Dictionary730

Loughran and McDonald evaluated standard731

dictionaries and found that these frequently732

misclassify terms within financial texts. This733

insight led to the development of the LMD734

dictionary, which is specifically tailored for the735

financial sector. The dictionary categorizes words736

into six distinct sentiment categories: negative,737

positive, uncertainty, litigious, strong modal,738

and weak modal. It was constructed using data739

from 50,115 10-K filings from 8,341 firms listed740

on the New York Stock Exchange (NYSE) and741

the National Association of Securities Dealers742

Automated Quotations (NASDAQ), covering the743

period from 1994 to 2008. Overall, the LMD744

dictionary contains 2,355 negative financial words745

and 353 positive financial words.746

747

A.1.3 Valence Aware Dictionary for748

Sentiment Reasoning (VADER)749

The VADER dictionary combines lexical features,750

derived from micro-blog contexts, with the gram-751

matical and syntactical conventions that humans752

typically employ to express or emphasize senti-753

ment intensity. This enables VADER to accurately754

quantify the sentiment strength of text. The model755

contains approximately 9,000 token features, which 756

are each assigned a sentiment score ranging from -4 757

(indicating extremely negative sentiment) to +4 (in- 758

dicating extremely positive sentiment). The overall 759

polarity score for a text is calculated by summing 760

the sentiment scores of each word present in the lex- 761

icon, with the final score normalized to fall within 762

the range of -1 to +1. 763

A.2 Deep Learning Approaches 764

A.2.1 FinBERT 765

FinBERT leverages the BERT model architecture, 766

and is specifically tailored for financial contexts. 767

It was pre-trained on a substantial financial text 768

corpus consisting of 1.8M news articles sourced 769

from the Thomson Reuters Text Research Collec- 770

tion (TRC2) dataset, spanning the years between 771

2008 to 2010. Further refinement was achieved 772

through fine-tuning on the Financial Phrasebank 773

(FPB) dataset, thus enhancing its capabilities in 774

financial sentiment classification. FinBERT gen- 775

erates SoftMax outputs for three labels: positive, 776

negative, and neutral. 777
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