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Immediate Recognition as a Distinct AI Safety Priority
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Abstract

This position paper argues that inference-based privacy (IBP) risks, Al systems’
ability to infer sensitive personal information from seemingly innocuous inputs, rep-
resent a distinct and urgent threat to privacy that remains critically under-addressed
in current Al safety discourse. Unlike traditional privacy violations that involve
unauthorized access to known data, IBP risks arise from Al systems’ ability to infer
private attributes through indirect signals and correlations, even when individuals
are not present in training datasets. We show that these risks are not hypothetical:
they are already evident in deployed systems, from radiology models inferring pro-
tected health attributes to large language models deducing personal demographics
from subtle linguistic cues. Existing regulatory and technical frameworks, designed
primarily for preventing explicit data leakage, are ill-equipped to address these
emergent inference threats. We call on researchers, policymakers, and practitioners
to recognize IBP as a distinct and immediate category of Al safety risk, and to
develop dedicated strategies in response.

1 Introduction

As artificial intelligence systems achieve unprecedented capabilities in inference and pattern recog-
nition, we face a privacy crisis that extends far beyond traditional concerns about data breaches
or unauthorized access. This paper argues that inference-based privacy (IBP) risks, where Al
systems infer sensitive personal information from indirect signals without explicit data access,
constitute a distinct and immediate threat to individual privacy that demands recognition as a
core Al safety priority.

IBP risks fundamentally differ from conventional privacy violations. Rather than exposing data
that was collected and stored, these systems generate sensitive insights about individuals through
sophisticated pattern matching and correlation analysis Staab et al.|[2024]. A radiology Al model
can infer self-reported race from medical images even when anatomical indicators are obscured
Gichoya et al.|[2022]]. Large language models infer political affiliations, mental health status, and
personal attributes from subtle linguistic patterns [Staab et al.| [2024]]. Vision-language models
can determine precise geographical locations from single photographs, creating unprecedented
surveillance capabilities Tomekce et al.| [2024]].

The urgency of this issue cannot be overstated. These capabilities exist today, deployed in systems
that millions of users interact with regularly. Yet IBP risks remain largely absent from major Al safety
frameworks, regulatory discussions, and technical mitigation strategies. This oversight represents a
critical failure of imagination in the Al safety community, one that leaves individuals vulnerable to
privacy violations they cannot detect, understand, or consent to.
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The stakes continue to escalate as Al systems become more sophisticated. Advanced frameworks
like AlphaEvolve demonstrate autonomous algorithm evolution across domains, suggesting that IBP-
violating capabilities may emerge spontaneously in systems never explicitly designed for inference
tasks|DeepMind| [2025]]. As systems like AlphaEvolve push the boundaries of autonomous capability,
it becomes imperative to proactively consider how such advances might intersect with privacy in
unforeseen ways.

2 Defining and Formalizing IBP Risks

IBP risks represent a fundamental shift in how we must conceptualize privacy threats. Traditional
privacy frameworks assume that sensitive information exists as discrete data points that can be
protected through access controls, encryption, or anonymization. IBP risks shatter this assumption by
demonstrating that sensitive information can be generated rather than simply accessed.

2.1 Formal Definitions

To distinguish IBP risks from other privacy harms, we propose the following formal definition:

Definition (IBP Violation). Let f be a model trained on dataset D, and let ¢ D be an individual
not represented in the training data. Let z denote observable behavior or contextual information about
x, and let s be a sensitive attribute of z that is not explicitly included in z. Let a € A be an output in
the model’s solution space.

We say that f poses an inference-based privacy risk if f(z) = a, and a reveals or encodes s with
high confidence, despite x not having disclosed s.

2.2 Distinctiveness of IBP Risks

IBP risks are fundamentally distinct from explicit data exposures. Unlike explicit exposure, IBP risks
occur even when individuals are not present in training data, making them impossible to explain
through memorization or leakage. The epistemic act of inferring sensitive information without
consent constitutes a privacy violation independent of downstream applications.

This distinction matters because it reveals why and where existing mitigation strategies fail. Differ-
ential privacy techniques designed to protect individual data points cannot prevent inference from
population-level patterns. Federated learning approaches that avoid centralized data collection do not
eliminate inference capabilities within distributed systems.

3 Evidence of Current and Escalating Risks

The threat landscape for IBP risks is not speculative—it is already here and rapidly expanding. We
present evidence across multiple domains demonstrating both current manifestations and concerning
trajectory toward more severe violations.

3.1 Medical AI Systems: The Race Inference Case

Recent research revealed that Al radiology models can accurately predict self-reported race from
medical images, maintaining this capability even when corrupted images are used or suspected
anatomical indicators are hidden |Gichoya et al.|[2022]]. This represents a clear IBP violation where
protected attributes are inferred without explicit training for such detection. The implications extend
beyond individual privacy to systemic bias in medical decision-making, where inferred attributes
could influence treatment recommendations without physician awareness.

3.2 Large Language Models: Linguistic Privacy Violations

Contemporary research demonstrates that large language models can infer sensitive personal attributes
from user interactions and text completions, identifying political affiliations, mental health conditions,
and demographic characteristics from subtle linguistic cues|Staab et al.|[2024]]. These capabilities
emerge from training on vast text corpora that encode latent correlations between language patterns
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and personal attributes. Users interacting with these systems in seemingly innocuous contexts—from
customer service to educational applications—unknowingly reveal sensitive information through
their communication patterns.

3.3 Vision-Language Models: Geographic and Contextual Inference

Recent work on vision-language model privacy risks demonstrated the capacity to infer precise
geographical locations from single photographs, combining visual analysis with contextual reasoning
to determine where images were captured [Tomekce et al.|[[2024]]. This capability transforms any
image-sharing activity into a potential privacy violation, particularly concerning given the proliferation
of augmented reality devices and cloud-connected cameras that could enable real-time inference
without user awareness.

3.4 Autonomous Al Evolution: The AlphaEvolve Precedent

The release of AlphaEvolve marks a qualitative shift in the landscape of IBP risk |DeepMind| [2025].
Unlike traditional systems with fixed capabilities, AlphaEvolve demonstrates autonomous algorithm
evolution across domains, leveraging prompt resampling and evolutionary search to iteratively
improve performance. This architecture introduces a new class of plausible risk: the spontaneous
emergence of inference strategies in systems not explicitly designed for privacy-relevant tasks.
As optimization objectives drive these systems toward increasingly effective behaviors, inference
capabilities may arise as a byproduct. They may be unanticipated, untested, and unregulated. This
precedent challenges the assumption that privacy risks can be fully anticipated at design time,
highlighting the need for dynamic safeguards that evolve alongside the systems they aim to protect.

4 Why Current Approaches Are Inadequate

Existing privacy protection mechanisms and Al safety frameworks fail to address IBP risks. This
inadequacy is not merely a matter of implementation gaps; it reflects deeper misalignments between
current technology, policy design, and the nature of inference-based threats.

4.1 Technical Limitations

Differential privacy, the gold standard for privacy-preserving machine learning, introduces statistical
noise to protect individual data points while preserving aggregate utility Dwork et al.|[2006]. However,
this approach cannot prevent inference from population-level patterns that enable IBP violations.
When Al systems learn correlations between observable behaviors and sensitive attributes across
large populations, they can make accurate individual predictions without accessing the specific
individual’s data. The noise introduced by differential privacy may reduce accuracy marginally while
leaving the fundamental inference capability intact. Differential privacy provides formal guarantees
against membership inference, but it does not extend to preventing attribute inference based on
population-level correlations.

Federated learning distributes training across devices to avoid centralized data collection, but it does
not eliminate inference risks within the network Collins and Wang|[2025]]. Local models can still
develop IBP capabilities, and model updates shared during training may inadvertently propagate
these capabilities. The privacy protection focuses on data location rather than inference capability,
missing the core risk.

Privacy-preserving machine learning techniques often emphasize access control and secure compu-
tation, and they do not address the emergence of inference capabilities during training |Collins and
‘Wang| [2025]]. Techniques like homomorphic encryption and secure multi-party computation protect
data during processing but still allow models to learn population-level correlations that can lead to
IBP violations.

4.2 Regulatory Gaps

Current privacy regulations reflect an understanding of privacy threats that predates sophisticated
Al inference capabilities. The General Data Protection Regulation provides protections against
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automated decision-making under Article 22, but these protections only apply when automated
processing produces legal or similarly significant effects |[European Parliament and Council of the
European Unionl Passive inference that generates sensitive insights without immediate decision-
making consequences falls outside this regulatory scope.

The California Consumer Privacy Act includes inferred data within its definition of personal infor-
mation and has introduced rules for automated decision-making technologies Office of the Attorney
General, State of California [2022]]. However, enforcement mechanisms remain limited, and opt-out
frameworks may not prevent inference-based profiling that occurs before users are aware of the
privacy violation.

The proposed European Union AI Act introduces risk-based regulation for Al systems but primarily
targets high-risk applications such as biometric identification and credit scoring leual [2024]]. The Act
lacks explicit provisions for addressing IBP risks that arise from behavioral data analysis in lower-risk
contexts, creating regulatory gaps for the majority of inference-based privacy violations.

4.3 Conceptual Misalignment

The core issue is conceptual. Current frameworks assume that privacy protection involves controlling
access to known sensitive information. IBP risks invert this logic by demonstrating that sensitive
information can be generated from non-sensitive inputs. Addressing this shift requires a fundamental
rethinking of privacy protections: moving from access control toward constraining the inference
capabilities of models themselves.

5 A Framework for Imnmediate Action

Addressing IBP risks requires coordinated efforts across technical, ethical, and regulatory domains.
We propose a multi-pronged framework that acknowledges the distinct nature of these threats while
building on existing foundations in privacy protection.

5.1 Technical Interventions

Inference Detection and Auditing Systems. We need advanced tools capable of identifying when Al
models generate outputs that cross epistemic boundaries: producing insights they should not possess
based on their inputs. These systems must operate continuously during deployment, monitoring
outputs for signs of sensitive inference and tracing the pathways through which such inferences
emerge. The core challenge is to develop detection algorithms that can recognize subtle inference
patterns without requiring prior knowledge of all possible sensitive attributes. However, given
recent findings on the dangers of tuning a model based on its chain-of-thought behaviors, it must be
emphasized that there cannot be any possible signal from these auditing systems that is perceivable
by these models|OpenAl [2025ﬂ

Ethical Optimization Constraints. Training objectives must incorporate explicit privacy constraints
that penalize inference overreach. This involves designing optimization functions that reward
epistemic humility—encouraging models to recognize and respect the limits of what they should infer
from a given input. Technical strategies may include adversarial training to resist inference attacks or
regularization techniques that suppress the learning of strong correlations between observable and
sensitive attributes.

Architectural Privacy Preservation. New model architectures should embed privacy-by-design
principles that inherently limit inference capabilities. This could involve modular designs in which
distinct components handle different types of inference, enabling fine-grained control over what
correlations a model can learn. Alternatively, architectural constraints might restrict the depth or

!This concern echoes early work in animal communication theory. [Krebs and Dawkins|[[1984] argued that
signaling systems evolve under pressures of manipulation and mind-reading, not just information exchange.
Similarly, Rendall et al.| [2009] proposed that animal signals function more to influence than to inform. While
speculative, these frameworks could suggest that, generally, if a model perceives it is being monitored, particularly
in ways that influence its loss function, it may adapt its outputs strategically, potentially undermining the very
purpose of inference auditing.
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breadth of representational capacity, trading off some performance in favor of stronger privacy
guarantees.

5.2 Regulatory and Policy Responses

Legal Recognition of IBP as Distinct Privacy Harm. Regulatory frameworks must explicitly
recognize inference-based privacy violations as a distinct category requiring targeted intervention.
This involves updating legal definitions of personal information to include inferred attributes and
establishing clear standards for when inference capabilities constitute privacy violations. Regulations
should address both active inference, where systems are designed to infer sensitive information, and
emergent inference, where such capabilities arise spontaneously during training.

Mandatory IBP Risk Assessment. High-impact Al systems should undergo mandatory assessment
for IBP risks before deployment, similar to environmental impact assessments for major development
projects. These assessments would evaluate the potential for systems to generate sensitive inferences
and require mitigation strategies proportional to identified risks. Independent auditing organizations
could develop standardized assessment methodologies and certification processes.

Individual Rights and Remedies. Individuals must have meaningful rights regarding inferred
information, including the right to know when inference occurs, understand what has been inferred,
and request correction or deletion of inferred attributes. However, these rights must be carefully
balanced against the technical challenges of implementing such protections in complex Al systems.

5.3 Research and Development Priorities

Fundamental Research on Inference Boundaries. We need a deeper theoretical understanding of
when and how Al systems develop more complex inference capabilities. This includes research into
the mathematical foundations of correlation learning, the emergence of inference during training, and
the fundamental limits of what can be inferred from different types of input data. This is not a major
departure from current research objectives.

Privacy-Preserving Al Architectures. Long-term solutions require developing Al architectures
that are fundamentally privacy-preserving rather than privacy-retrofitted. This involves research into
model designs that can achieve high performance on intended tasks while being provably incapable
of certain types of sensitive inference.

Interdisciplinary Collaboration. Addressing IBP risks requires collaboration across computer
science, law, ethics, psychology, and social sciences. Different disciplines bring essential perspectives
on what constitutes privacy harm, how individuals understand and experience privacy violations, and
what policy frameworks can effectively govern these technologies.

6 Addressing Alternative Perspectives

Several reasonable objections to our position deserve careful consideration, as they highlight important
tensions between privacy protection and Al development.

6.1 The Innovation and Utility Argument

Critics might argue that constraining Al inference capabilities would significantly limit the beneficial
applications of these technologies. Medical Al systems that can infer health conditions from subtle
signals might save lives through early detection. Educational Al that infers learning difficulties could
provide personalized support to struggling students. Economic Al systems that infer creditworthiness
could expand access to financial services for underserved populations.

This objection deserves serious consideration because it highlights genuine trade-offs between
privacy and utility. However, we argue that the binary framing of privacy versus utility is misleading.
First, many beneficial applications of Al inference can be achieved through consensual, transparent
processes in which individuals understand and agree to specific inferences. Second, the most
concerning IBP risks involve inference without consent or awareness, which may be addressable
without eliminating beneficial applications. Third, the long-term utility of Al systems likely depends
on public trust, which will be undermined if privacy violations proliferate unchecked.
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The solution is not to eliminate Al inference capabilities but to develop frameworks that enable
beneficial applications while preventing harmful privacy violations. This requires nuanced technical
and regulatory approaches rather than blanket restrictions. It may mean that innovation appears more
lateral than progressive in the short term. This recalibration is necessary if we are to build not just
safer, but better models.

6.2 The Technical Infeasibility Argument

Some might contend that the technical challenges of detecting and preventing IBP risks are in-
surmountable given the complexity and opacity of modern Al systems. The argument suggests
that inference capabilities emerge from complex interactions across millions or billions of parame-
ters, making it practically impossible to identify and constrain specific inference patterns without
fundamentally breaking the systems.

This objection reflects genuine technical challenges that should not be minimized. However, anal-
ogous arguments were made about other Al safety challenges that have seen significant progress,
including adversarial robustness, fairness constraints, and alignment research. The technical difficulty
of a problem does not justify ignoring it, particularly when the potential harms are severe and the
risks are already manifesting.

Moreover, perfect solutions are not required for meaningful progress. Partial solutions that reduce
IBP risks or greatly increase transparency around inference capabilities would represent significant
improvements over the current state of the research literature. They may even lead to critical
breakthroughs in Al capabilities. An appropriate goal would be to make privacy violations detectable
and addressable rather than to achieve perfect prevention.

6.3 The Regulatory Overreach Concern

Some may worry that new regulations targeting IBP risks could stifle innovation through overly broad
restrictions or bureaucratic compliance burdens. The concern is that poorly designed regulations
could prevent beneficial Al development while failing to address genuine privacy harms.

There are legitimate concerns about regulatory effectiveness and unintended consequences. However,
the absence of regulation is not neutral: it represents a policy choice to prioritize innovation over
privacy protection. The current trajectory, in which IBP capabilities evolve without oversight, catries
its own risks: public backlash, erosion of trust, and crisis-driven regulations that may ultimately be
more restrictive than carefully crafted frameworks.

The solution lies in developing targeted, technically informed regulations that address specific IBP
risks without imposing broad barriers to Al progress. There may be no comfortable solution here.
Safety may seem too slow or unprofitable for some stakeholders. If we cannot align innovation with
responsibility, then the systems we build will reflect that impatience. When those systems fail, it will
not be because we did not know better: it will be because we chose not to find a solution.

7 The Urgency of Recognition and Action

The convergence of several factors makes immediate action on IBP risks both necessary and time-
sensitive. Current Al systems already demonstrate concerning inference capabilities; advanced
frameworks suggest these capabilities will expand rapidly, and the delayed nature of privacy harms
means that by the time violations become visible, the damage may be irreversible Bengio et al.|[2025].

The temporal dynamics of privacy violations create particular urgency around IBP risks. Unlike
security breaches that are typically discovered and addressed relatively quickly, privacy violations
through inference may remain undetected for extended periods. An individual might not realize that
their mental health status has been inferred from their writing patterns until that information is used
against them: for example, in employment, insurance, or social contexts. By that time, the inference
may have propagated through multiple systems and influenced numerous decisions.

We are in a critical window for action. Al capabilities continue to advance rapidly, but many of the
most concerning applications of IBP risks have not yet been widely deployed. Establishing technical
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and regulatory safeguards now could prevent the most harmful privacy violations from becoming
entrenched in Al systems and business models.

Furthermore, the Al safety community has demonstrated capacity for rapid mobilization around
emerging risks when they are clearly articulated and widely recognized. The attention devoted to
alignment, robustness, and fairness shows that the field can prioritize safety concerns when their
importance is established. IBP risks deserve similar prioritization.

The alternative to immediate action is a future where privacy violations through inference become
normalized and embedded in the fundamental architecture of Al systems. Once these capabilities are
widely deployed and economically valuable, removing them becomes significantly more difficult.
The window for prevention is narrowing rapidly.

8 Conclusion: The Time for Action is Now

IBP risks represent a clear and present danger to individual privacy that demands immediate recog-
nition as a core Al safety priority. These risks are not only hypothetical future concerns, but also
are already manifesting in deployed systems that millions of people interact with daily. The evi-
dence demonstrates that Al systems can accurately infer sensitive personal information from indirect
signals, that these capabilities are expanding rapidly, and that current protection mechanisms are
fundamentally inadequate.

The path forward requires coordinated action across multiple domains. Technical interventions
must focus on detecting and constraining inference capabilities rather than simply protecting data
access. Regulatory frameworks must explicitly recognize IBP as a distinct category of privacy harm
requiring targeted intervention. Research priorities must shift to include inference boundaries and
privacy-preserving architectures as fundamental challenges rather than secondary considerations.

The stakes of inaction are severe. Without immediate intervention, we face a future where privacy
is violated not by what we choose to share but by what Al systems accurately guess about us. This
represents a fundamental shift in the nature of privacy that could undermine individual autonomy,
dignity, and security in ways that are difficult to reverse once entrenched.

The Al safety community has an opportunity and responsibility to address this challenge before it
becomes a crisis. The technical capabilities, regulatory attention, and public awareness necessary for
effective intervention exist today. What is needed is the recognition that IBP risks deserve urgent
prioritization alongside other established Al safety concerns.

We call on researchers, policymakers, and practitioners to recognize inference-based privacy violations
as an immediate and distinct threat requiring a coordinated response. The future of privacy in an
Al-enabled world depends on actions taken today. The time for recognition and intervention is now.
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