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Abstract

When rows of an n X d matrix A are given in a stream, we study algorithms for ap-
proximating the top eigenvector of the matrix AT A (equivalently, the top right sin-
gular vector of A). We consider worst case inputs A but assume that the rows are
presented to the streaming algorithm in a uniformly random order. We show that
when the gap parameter R = o1 (A)?/o9(A)? = Q(1), then there is a randomized
algorithm that uses O(h - d - polylog(d)) bits of space and outputs a unit vector v
that has a correlation 1 — O(1/+v/R) with the top eigenvector v;. Here h denotes
the number of heavy rows in the matrix, defined as the rows with Euclidean norm

at least || A||g/+/d - polylog(d). We also provide a lower bound showing that any
algorithm using O(hd/R) bits of space can obtain at most 1 — Q(1/R?) correla-
tion with the top eigenvector. Thus, parameterizing the space complexity in terms
of the number of heavy rows is necessary for high accuracy solutions.

Our results improve upon the R = Q(log n-log d) requirement in a recent work of
Price and Xun (FOCS 2024). We note that the algorithm of Price and Xun works
for arbitrary order streams whereas our algorithm requires a stronger assumption
that the rows are presented in a uniformly random order. We additionally show
that the gap requirements in their analysis can be brought down to R = Q(log2 d)
for arbitrary order streams and R = 2(logd) for random order streams. The
requirement of R = Q(logd) for random order streams is nearly tight for their
analysis as we obtain a simple instance with R = Q(log d/loglog d) for which
their algorithm, with any fixed learning rate, cannot output a vector approximating
the top eigenvector v .

1 Introduction

We consider the problem of approximating the top eigenvector in the streaming setting. In this
problem, we are given vectors a1, ..., a, € R? one at a time in a stream. Let A be an n x d matrix
with rows ay, . . . , a,. The task is to approximate the top eigenvector of the matrix AT A. Throughout
the paper, we use v; € R? to denote the top eigenvector of AT A. We focus on obtaining streaming
algorithms that use a small amount of space and can output a unit vector ¢ such that (9, v1)? > 1 —
f(R), where f(R) is a decreasing function in the gap R = \; (AT A)/A\2(ATA). Here A1 (+), Aa(-)
denote the two largest eigenvalues. As the gap R becomes larger, the eigenvector approximation
problem becomes easier and we want more accurate approximations to the eigenvector v;.

If one is allowed to use O(d?)? bits of space, we can maintain the matrix ATA = 3. a;a] as we
see the rows a; in the stream, and at the end of processing the stream, we can compute the exact
top eigenvector v;. When the dimension d is large, the requirement of Q(d?) bits of memory can be
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impractical (see e.g., applications that require a large value of d in Mitliagkas et al. (2013).) Hence,
an interesting question is to study non-trivial streaming algorithms that use less memory. In this

work, we focus on obtaining algorithms that use O(d) bits of space.

In the offline setting (where the entire matrix A is available to us), fast iterative algorithms such as
Gu (2015); Musco and Musco (2015); Musco et al. (2018) can be used to quickly obtain accurate
approximations to the top eigenvector when the gap R = Q(1). In a single pass streaming setting,
we cannot run these algorithms as these iterative algorithms need to see the entire matrix multiple
times.

There have been two major lines of work studying the problem of eigenvector approximation and
the related Principal Component Analysis (PCA) problem in the streaming setting with near-linear
in d memory. In the first line of work, each row encountered in the stream is assumed to be sampled
independently from an unknown distribution with mean 0 and covariance X and the task is to ap-
proximate the top eigenvector of > using the samples. In this line of work, the sample complexity
required for algorithms using O(d - polylog(d)) bits of space to output an approximation to v, is the
main question. The algorithms are usually a variant of Oja’s algorithm (Oja, 1982; Jain et al., 2016;
Allen-Zhu and Li, 2017; Huang et al., 2021; Kumar and Sarkar, 2023) or the block power method
(Hardt and Price, 2014; Balcan et al., 2016). We note that Kumar and Sarkar (2023) relax the i.i.d.
assumption and analyze the sample complexity of Oja’s algorithm for estimating the top eigenvector
in the Markovian data setting.

The other line of work studies algorithms for arbitrary streams appearing in an arbitrary order.
In this setting, we want algorithms to work for any input stream given in any order. A problem
closely related to the eigenvector estimation problem is the Frobenius-norm Low Rank Approxima-
tion (Clarkson and Woodruff, 2017; Boutsidis et al., 2016; Upadhyay, 2016; Ghashami et al., 2016).
The deterministic Frequent Directions sketch of Ghashami et al. (2016) can, using O(d/e) bits of
space, output a unit vector u such that

[AU = uuT)|E < (1 + )| AU = viv] |-
Although the vector v is a 1 4 ¢ approximate solution to the Frobenius norm Low Rank Approxi-
mation problem, it is possible that the vector « may be (nearly) orthogonal to the top eigenvector v;.
Hence the Frequent Directions sketch does not guarantee top eigenvector approximation. Recently,
Price and Xun (2024) study the eigenvector approximation problem in arbitrary streams and obtain

results in terms of the gap R of the instance. Price and Xun prove that when R = Q(logn - logd), a
variant of Oja’s algorithm outputs a unit vector ¥ such that

B Clogd B 1
R poly(d)

where C' is a large enough universal constant. On the lower bound side, Price and Xun showed that
any algorithm that outputs a vector ¢ satisfying
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must use Q(d?/R3) bits of space while processing the stream. This lower bound shows that in the
important case of R = O(1), the correlation® that can be obtained by an algorithm using O(d) bits
of space is at most a constant less than 1. Thus, the current best algorithms for arbitrary streams
work only when R = Q(logn - log d) and for the important case of R = O(1), there are no existing
algorithms requiring significantly fewer than d? bits of memory. They also give a lower bound on
the size of mergeable summaries for approximating the top eigenvector.

We identify an instance with R = ©(log d/ log log d) where the algorithm of Price and Xun fails to
produce a vector with even a constant correlation with the vector v;. This shows that their algorithm
or other variants of Oja’s algorithm may fail to extend to the case when R = O(1). We further show
that the algorithm of Price and Xun fails to produce such a vector even when the rows in our hard
instance are ordered uniformly at random, showing that even randomly ordered streams can be hard
to solve for variants of Oja’s algorithm.

In this work, we focus on algorithms that work on worst case inputs A while assuming that the
rows of A are uniformly randomly ordered. This model is mid-way between the i.i.d. setting and the

3We say that the value (u, v)? denotes the correlation between unit vectors v and v.



arbitrary order stream setting in terms of the generality of streams that can be modeled. We note that
a number of works (Munro and Paterson, 1980; Guha et al., 2005; Chakrabarti et al., 2008; Guha and
McGregor, 2009; Assadi and Sundaresan, 2023) have previously considered streaming algorithms
and lower bounds for worst case inputs with random order streams, as it is a natural model often
arising in practical settings. Our algorithms are parameterized in terms of the number of heavy rows
in the stream. See Gupta and Singla (2021) for a gentle introduction to the random-order model. We
define a row a; to be heavy if ||a;||2 > ||A||r/+/d - polylog(d). Note that in any stream of rows, by
definition, there are at most d - polylog(d) heavy rows. We state our theorem informally below:

Theorem 1.1. Let a1, ...,a, € R? be a randomly ordered stream and let A denote the n x d
matrix with rows given by ay, ..., an. If R = M\ (AT A)/X\o(AT A) > C for a large enough constant
C and the number of heavy rows in the stream is at most h, then there is a streaming algorithm using
O(h - d - polylog(d)) bits of space and outputting a unit vector ¥ satisfying

(5,v1)2 >1-0(1/VR)
with a probability > 4/5.

Our algorithm is a variant of the block power method. Along the way, we also improve the gap
requirements in the results of Price and Xun (2024). We show that by subsampling a stream of rows,
the algorithm of Price and Xun can be made to work even when the gap R is Q(log? d) in arbitrary
order streams, improving on the Q(logn - log d) requirement in their analysis. We also show that
in random order streams, a gap of Q(logd) is sufficient for their algorithm, though our algorithm
improves on this and works for even a constant gap.

Similar to the lower bound of Price and Xun, we show that any algorithm for random order streams
must use Q(h - d/R) bits of space to output a vector o satisfying (9, v1)? > 1 — 1/CR? where C' is
a constant. We summarize the theorem below.

Theorem 1.2. Consider an arbitrary random order stream a1, ..., a, with the gap parameter
2
Z;Eﬁ;z = R. Let h be the number of heavy rows in the stream. Any streaming algorithm that

outputs a unit vector © such that
(D,11)2 > 1—1/CR?

for a large enough constant C, with a probability > 1 — (1/2)F+1 over the ordering of the stream
and its internal randomness, must use Q(h - d/ R) bits of space.

Techniques. The randomized power method (Gu, 2015) algorithm to approximate the top eigen-
vector samples a random Gaussian vector g and iteratively computes the vector v = (AT A)*g* for
t = O(log d) iterations and shows that when the gap R is large, v/||v||2 is a good approximation for
v1. Thus, the algorithm needs to see the quadratic form ATA multiple times and hence, it cannot be
implemented in the single-pass streaming setting of this paper.

Assume that the stream is randomly ordered and that there are no heavy rows. Our key observation
is that if the stream is long enough, then we can see ¢ approximations BJT»B ;7 of the quadratic form

AT A. Here the matrices By, ..., B; are formed by sampling and rescaling the rows of the matrix A
and importantly, the rows of By, ..., B; do not overlap in the stream, that is, they appear one after
the other. Thus we can compute v’ = (B By)--- (B] B;) - g for the starting vector g in a single
pass over the stream. We prove that such matrices B exist using the row norm sampling result of
Magdon-Ismail (2010). Now, the main issue is to show that v’ /||v’||5 is a good approximation to the
top eigenvector v;. We crucially use a singular value inequality of Wang and Xi (1997) to prove that
HB;B]- — AT Al|2 < €||AJ|3 for all j suffices for v’/||v/||2 to be a good approximation to v; .

The above analysis assumes that there are no heavy rows. Indeed, suppose that a matrix A has a row
a with a large Euclidean norm which is orthogonal to all the other rows. Also assume that the top
eigenvector of the matrix A is in this direction. Since, the matrices B, ..., B; are non-overlapping
substreams of the matrix A, at most one of the matrices B; can have the row a and hence the vector
v'/||v’||2 will not be a good approximation to a/||a||2, the top eigenvector. Thus, we need to handle

*Note that ATA - v = 3" (as, v)a;.
>We use bold symbols to denote random variables.



the heavy rows separately. We show that, by storing all the rows with a Euclidean norm larger than

|Allr/+/d - polylog(d) and running the above described algorithm on the remaining set of rows, we
can obtain a good approximation to the top eigenvector.

Our lower bound (Theorem 1.2) shows that any single-pass streaming algorithm must use space
proportional to the number of heavy rows, and therefore our procedure that handles the heavy rows
separately gives near-optimal bounds.

Finally, the row norm sampling technique of Magdon-Ismail (2010) serves as a general technique
to reduce the number of rows in the stream while (approximately) preserving the top eigenvector.
We use this observation to improve the R = Q(logn - logd) for arbitrary streams in Price and
Xun (2024)to R = Q(log2 d). We then show that assuming a uniformly random order, the analysis
of Price and Xun (2024) can be improved to show that R = Q(log d) suffices. Thus, for random
order streams, techniques before our work can be used to approximate the top eigenvector when the

gap R = Q(log d). Our work improves upon this to give an algorithm that works for streams with
R=0Q(1).

Implications to practice. Often, in practical situations, we can assume that the rows being
streamed are sampled independently from a nice-enough distribution, in which case Oja’s algorithm,
as discussed, can approximate the top eigenvector accurately given enough samples. However, inde-
pendence and assumptions on the covariance matrix can be very strong assumptions in some cases
and in such cases, our algorithm only requires that the order of the rows in the stream be uniformly
random, in which case we output an approximation with provable guarantees.

Organization. We first introduce the row-norm sampling procedure to obtain approximate
quadratic forms. The proof is a slight modification of that of Magdon-Ismail (2010). The only dif-
ference is that we instead consider a version that samples each row in the input independently with
some appropriate probability and keeps the rows that are sampled after scaling appropriately. We
then introduce and analyze our block power iteration algorithm when all rows have roughly the
same Euclidean norm, and then extend it to the general case, which is our main result. Finally, we
provide a lower bound showing that £2(td/ R) bits of space is necessary to obtain constant correlation
with the top eigenvector. Due to space constraints, all of our proofs are placed in the appendix.

2 Power Method with Approximate Quadratic Forms

In this section, we present and analyze our algorithm for approximating the top eigenvector of AT A
when the rows of A are presented to the algorithm in a uniformly random order.

We first show a row sampling technique that reduces the number of rows in the stream. The row-
norm sampling technique for approximating the quadratic form AT A with spectral norm guarantees
was given by Magdon-Ismail (2010). The technique works irrespective of the order of the rows.

2.1 Sampling for Row Reduction

Theorem 2.1. Let A be an arbitrary n x d matrix. Given p € [0,1]", let Q be an n x n diagonal
matrix such that for each i € [n], we independently set Q;; = 1/./p; with probability p; and 0
otherwise. If for all i,

p; > min <1 C ll3 10gd>
- T Al

then with probability 1 — 1/ poly(d), |ATA — ATQTQA|s < ¢||A||3. With probability at least
1 — 1/ poly(d), the matrix Q has at most O(~2plog d) non-zero entries, where p = || A||Z/||Al|3
denotes the stable rank of matrix A.

Note that given the value of || A||2, the sampling procedure in this theorem can be performed in a
stream. Additionally, as the original stream is uniformly randomly ordered, the sub-sampled stream
is also uniformly randomly ordered assuming that the sampling is independent of the order of the
TOWS.
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Given that all of the non-zero entries of the matrix have absolute value at least 1/ poly(nd) and at
most poly(nd), we have that || A||3 lies in the interval [1/ poly(nd), poly(nd)]. Thus, we can guess
the value of || A3 as 2¢/ poly(nd) for i = 0,...,0(log(nd)) and one of these values must be a
2-approximation to ||A[|2, and thus sub-sampling the rows using that guess satisfies the conditions
in the above theorem. We can run the streaming algorithms on all the streams simultaneously to
obtain O(lognd) vectors uy,. .., Uo(ognd) as the candidates for being an approximation to the
top eigenvector. From Theorem 2.1, the candidate vector u; computed on the stream obtained by
sampling the rows with the correct probabilities is a good approximation to the top eigenvector, and
therefore || A - u,||2 is large for that value of j. Thus, the vector u; with the largest value || A - u;||2
is a good approximation to the top eigenvector v;. If G is a Gaussian matrix with O(e=2log d)
rows, then for all u;, we can approximate ||A - u;||2 up to a 1 & ¢ factor using |G - A - u;||2 by
the Johnson-Lindenstrauss lemma. Additionally, the matrix G - A can be maintained in the stream
using O(¢~2 - dlog d) bits (when we see a row a;, we sample an independent Gaussian vector g;
and add g,a] to an accumulator to maintain G - A). Thus, at the end of processing the stream, we
can compute a vector u; that has a large value ||A - u;||2, and hence is a good approximation for v;.

If we can process each created stream using s bits of space, then the overall space requirement is
O(s - log(nd) + d - polylog(d)) bits, using O(s) bits for each guess for the value of ||Al|3 and
O(d - polylog(d)) bits for storing a Gaussian sketch of the matrix with ¢ = 1/ polylog(d).

2.2 Random-Order Streams with bounds on Norms

Algorithm 1: Approximate Eigenvector for Streams with no Large Norms

Input: An n x d matrix A with n = Q(n - p(A) - log® d/e?), max; ||a;||3/ min [|a;||3 < 7
Output: A vector z
t + [Cilogd]
Compute G - A in the stream where G is a Gaussian matrix with O(e~2 log d) rows
for p =1,2,4,...,d simultaneously do
p <+ Canplogd/ne? // p<1/(5t) for p<2-p(A)
z,~ N(0,1)?
forj=1,...,tdo
y; < Bin(n, p)
if y; > 2np then
| return L
end
// The matrix Aj,(gnp);j.(ganyj corresponds to B; in the analysis.
acc <0
fori=(j—1) - (2np)+1,...,(j — 1) (2np) + y, do
| acc < acc+ (a;, zp) - a;
end
// Here acc = B]T»szp
z, < acc
zp < zp/l1Zpll2

end

end

return arg max ., 2} G- A)z]2

Z2,Z4;--

We now present the analysis of the block power method for random order streams assuming that
the Euclidean norms of all the rows in A are close to each other. We later remove this assumption.
Suppose there exists a parameter 1) such that (max; ||a;||3)/(min; ||a;||3) < n. If is close to 1 then
all the rows in the stream have roughly the same norm.

Let p = Cnplog(d)/e?n. We can see that for any row a; in the stream,

nl|AllE/n Cnplogd
= P Jogd < ———=2—
AR Y= T ne?

lai 13
2(14]3

C logd < C =p.



Thus, p is greater than the probability with which we need to sample each row in the row-norm
sampling result in Theorem 2.1. Now if we perform such a sampling of the rows of A, we sample
Bin(n, p)® number of rows, which is tightly concentrated around np = ¢~2Cnplogd. Thus, if we
first sample y ~ Bin(n, p) and then consider the first y number of rows in the random order stream,
then we will have sampled from a distribution satisfying the requirements in Theorem 2.1 and can
therefore obtain a matrix B such that

IBTB — ATA|l> < <] Al3.

Thus, assuming that the rows appear in a uniformly random order lets us show that the first y rows
of the stream can be used to compute an approximation to the quadratic form AT A. We will now
show that we can obtain O(log d) such quadratic forms in the stream given that the stream is long
enough.

Assume that the number of rows in the stream n. = Q(nplog® d/c?). We partition the stream into
t = ©(logd) groups as follows: the first 2np rows are placed in the group 1, the second 2np rows
are placed in the group 2, and so on. Note that since n = Q(np log? d/e?), we can form t such
groups. Since the rows are uniformly randomly ordered, the joint distribution of the rows appearing
in group 1 is the same as that of the joint distribution of the rows appearing in group 2 and so on.
Let yq,...,y, ~ Bin(n,p) be drawn independently. With probability > 1 — 1/ poly(d), we have
y; < (3/2)npforalli.Fori=1,...,t,let B; be the matrix formed by the first y, rows in group .
Using a union bound, we have that with probability > 1 — 1/ poly(d), foralli = 1,... ¢,

1
1ATA - EBZ-TBin < el Al3-

Conditioned on the above event, we will now show that running the power method on the blocks
By, ..., By lets us approximate the top singular vector of the matrix A.

Assumption 2.2. We assume that o1 (A)/o3(A) > 2

Lemma 2.3. Let ¢ > 1/poly(d) be an accuracy parameter and t = Q(log d) be the number of
iterations. Let ¢ < ¢/t for a small constant c. Suppose By, .. ., By all satisfy | ATA — B;»rBj ll2 <
el|A||3 for e < 1/5. If g is a random vector sampled from the Gaussian distribution, then the unit
vector
_ (BIBy)---(B{Bi)g
(B} Bi) -+ (Bf B1)g2

satisfies
S 1
T 1+C'tye

with probability > 9/10 for a large enough constant C'. Here vy denotes the top right singular
vector of the matrix A.

<1A}v U1>2

To prove this lemma, our strategy is to show that the matrix product M = (B B;) - -- (BJ By) has
a stable rank close to 1 — meaning it has one very large singular value and the rest of the singular
values are small. We can then argue that the vector ¢ = Mg/||Mg||2 is in the direction of the top
singular vector M. Using the fact that v (B B;)v; > (1 — €)||A||3 for all j, we show that the top
singular vector of M must have a large correfatlon with vy . Therefore, it follows that the vector ¥ has
a large correlation with v; as well. As part of the proof, we crucially use an inequality from Wang
and Xi (1997).

If t = ©(logd) and 1/ poly(d) < ¢ < ¢/(logd)?, then the above lemma shows that © has a large
correlation with the top singular vector v;. Using this lemma, we show that Algorithm 1 can be used
to obtain an approximation for v; in random order streams with bounded norms.

Theorem 2.4. Let « > 1/poly(d) be an accuracy parameter. Let 1) be a parameter such that
max; ||a; H2
min, . 3

< 1. If the number of rows in the streamn = Q(a* - p(A) - 1 - log® d), where p(A) =

6Bin(n, p) denotes the binomial distribution with parameters n and p.



| Al12/||Al|3 and the rows in the stream are ordered uniformly at random, then we can compute a
vector ¥ using the block power method that satisfies

|<v1,f)>|2 >1- 3«

with probability > 4/5 if o1 (A) /aa(A) > 2. The algorithm uses O(d-polylog(d)/a*) bits of space.

Proof. Set e = o2/C'log®d for a large enough constant C. Assuming n = Q(a*pnlog® d),
we have n = Q(e 2pn log® d). Now consider the execution of Algorithm 1 on matrix A, with
parameters 1) and . Let p = 27 be such that p(A)/2 < p < p(A), and consider the execution in the
algorithm with parameter p. Using Theorem 2.1, with probability > 1 — 1/ poly(d), the algorithm
computes ¢ matrices B, ..., By such that for all j € [t],

1
”];B;'—Bj — ATA|z <€Al

Noting that z, = (B[B,)---(B]B)g/|(B]By)---(B] B1)g|l2, by Lemma 2.3, we have with
probability > 9/10 that

1
(zpyv1)2P > ————>1—
1+ C'ty/e

Thus, for p which satisfies p(A)/2 < p < p(A), the algorithm computes a vector z,, that has a large
correlation with the vector v;. Since the algorithm does not know the exact value of p, it computes an
approximation for || Az||3 for all z € { 21, 22, 24, . . ., 24 }. First, we condition on the fact that with
probability > 1 — 1/ poly(d), for all z;, ||GAz;||3 = (1 £ ¢)||Az;|3. Since (z,,v1)? > (1 — ),
we note that || GAz,||3 > (1 —€)(1 — a)oy(A)?%. Now, for the vector z returned by the algorithm,
we have ||Az||3 > (1 — O(g))(1 — a)o1(A)? which implies that

> Azl 2 (- - 04y

and therefore (z,v1)? > 1 — 3a since R > 2. O

Q.

(z,01) - 01(4)* + (1 = (z,v1)?)

2.3 Random Order Streams without Norm Bounds

Assuming that the random order streams are long enough, Theorem 2.4 shows that if all the squared
row norms are within an 7 factor, then the block power method outputs a vector with a large corre-
lation with the top eigenvector of the matrix A" A. For general streams, the factor 7 could be quite
large and hence the algorithm requires very long streams to output an approximation to vy.

If there are no heavy rows, i.e., rows with a Euclidean norm larger than || A||/+/d - polylog(d),
then the row norm sampling procedure in Theorem 2.1 can be used to convert any randomly ordered
stream of rows into a uniformly random stream of rows that all have the same norm. The row norm
sampling procedure computes a probability p; = min(1, Ce™?||a;||3log d/| Al|3) and samples the
row a; with probability p;. If sampled, then the row a; is scaled by 1/,/p;. From Theorem 2.1, we
have that the top eigenvector of the quadratic form of the sampled-and-rescaled submatrix is a good
approximation to the top eigenvector AT A when the gap R is large enough. Suppose p; < 1. If the
row a; is sampled, we then have

_ ellAl
Jos/ Vil = <o

Thus, if p; < 1 for all 4, then all the sampled-and-rescaled rows have the same Euclidean norm and
therefore, we can run the algorithm from Theorem 2.4 by setting = 1. Note that p; = 1 only if
lla;||3 > €2||A||32/C log(d). Since we assumed that there are no heavy rows, there is no row with
p; = 1l aslong as € > 1/ polylog(d). Thus, using Theorem 2.4 on the row norm sampled substream
directly gives us a good approximation to the top eigenvector. However, in general, the streams can
have rows with large Euclidean norm. We will now state our theorem and describe how such streams
can be handled.



Theorem 2.5. Let A be an n x d matrix with its non-zero entries satisfying 1/ poly(d) < |A; ;| <
poly(d), and hence representable using O(logd) bits of precision. Let R = o1(A)?/o2(A)%.
Assume 2 < R < () log2 d. Let h be the number of rows in A with norm at most
|Al|g/+/d - polylog(d), where polylog(d) = log“® d for a large enough universal constant
Cs. Given the rows of the matrix A in a uniformly random order, there is an algorithm using
O((h+1)-d-polylog(d)-log n) bits of space and which outputs a vector ¥ such that with probability

> 4/5, O satisfies (0,v1)? > 1 — 8/\/?, where vy is the top eigenvector of the matrix AT A.

The key idea in proving this theorem is to partition the matrix A into Apeayy and Ajighi, Where Apeayy
denotes the matrix with the heavy rows and Ajien denotes the matrix with the rest of the rows of A.
Since we assume that there are at most h heavy rows, we can store the matrix Apeayy using O(h -
d - polylog(d)) bits of space. Now consider the following two cases: (i) || Apeavy|l2 > (1 — B)[|Al|2
or (ii) || Apeavy|l2 < (1 — B)||A||2 for some parameter /3. In the first case, we can show that the top

eigenvector u of AhTeavyAheaVy is a good approximation for v;. Since, we store the full matrix Apcayy,
we can compute u exactly at the end of the stream. Suppose || Ancavy||2 < (1 — 5)||All2. By the
triangle inequality, we have || Ajigne||2 > 5[/ Al|2. If we set ( large enough compared to 1/ R, then we
can show that the top eigenvector u’ of A;!-ghtAlight is a good approximation of v1. From the above
discussion, since all the rows of Ay are light, we can obtain a stream using Theorem 2.1 such
that all the rows have the same norm and additionally, the top eigenvector of this stream is a good
approximation for v’ and therefore v;. We then approximate the top eigenvector of the new stream
using Theorem 2.4. Setting (5 appropriately, we show that this procedure can be used to compute a

vector © satisfying (9, v1)? > 1 — O(1/+/R) proving the theorem.

3 Lower Bounds

Our algorithm uses O(h - d) space when the number of heavy rows in the stream is h. We want to
argue that it is nearly tight. We show the following theorem.

Theorem 3.1. Given a dimension d, let h and R be arbitrary with R < h < d and R? - h = O(d).
Consider an algorithm A with the following property:

Given any fixed matrix n x d matrix A with O(h) heavy rows and gap o1(A)?/o2(A)? > R, in the
form of a uniform random order stream, the algorithm A outputs a unit vector 0 such that, with
probability > 1 — (1/2)*5+4 over the randomness of the stream and the internal randomness of

the algorithm, |{(0,v1)|> > 1 — ¢/ R2.

If ¢ is a small enough constant, then the algorithm A must use Q(h - d/R) bits of space.

The theorem shows that a streaming algorithm must use 2(hd/R) bits of space assuming that with
high probability, it outputs a vector with a large enough correlation with the top eigenvector of AT A
when the rows are given in a random order stream.

Our proof uses the same lower bound instance as that of Price and Xun (2024). The key difference
from their proof is that our lower bound must hold against random order streams.

4 Improving the Gap Requirements in the Algorithm of Price and Xun

4.1 Arbitrary Order Streams

As discussed in Section 2.1, we can guess an approximation of ||A||3 in powers of 2 and sample
at most O(dlog d/e?) rows in the stream to obtain a matrix B, in the form of a stream, satisfying

|BT"B — AT A||5 < ¢||A||3, with a large probability. Using Weyl’s inequalities, we obtain that
02(B"B) < 09(ATA) 4+ ¢||A|? and o,(B"B) > (1 —¢)oi(ATA)

implying R’ = 01(B)?/03(B)? > (1—¢)/(1/R+¢).Fore = 1/(2R) < 1/2, wenote R’ > R/3.
Let n’ = O(R?-dlog d) be the number of rows in the matrix B and note that R’ = Q(logn’ - log d)
assuming R = Q(log2 d). Hence, running the algorithm of Price and Xun on the rows of the matrix



B, we compute a vector ¥ for which

logd 1
~ 1\|2 > 1 =
v 2= Er ~ Sov@
with a large probability, where v} is the top eigenvector of the matrix BT B. We now note that if

vy denotes the top eigenvector of the matrix AT A, then |(vy,v})|?> > 1 — O(1/R) which therefore
implies that with a large probability,

logd

CR’

Thus, sub-sampling the stream using row norm sampling and then running the algorithm of Price
and Xun (2024), we obtain an algorithm for arbitrary order streams with a gap R = Q(log2 d).

(0, 01)* > 1~

4.2 Random Order Streams

Lemma 3.5 in Price and Xun (2024) can be tightened when the rows of the stream are uniformly
randomly ordered. Specifically, we want to bound the following quantity:

n

Z<aiaPﬁi71>2

i=1

where P = I — vjv] denotes the projection away from the top eigenvector, and ; _; is a function
of v1,aq,...,a;_1. We have

E[(ai, P’f}i_1>2] = E[EKG,Z, P?A]i_1>2 | ai, ..., ai_l]}.

Given that the first ¢ — 1 rows are ay, . . ., a;—1, assuming uniform random order, we have
. 1 . "
E[(ai, Poi-1)* | a1,...,a;1] = m%‘TAP(ATA - aﬂI - ai—la;’r—l)Pvi—l
oo(A)?
_ a2
n—1+1

Hence E[(a;, P;_1)?] < 02(A)?/(n—i+1) and E[Y_."_ (a;, Pt;—1)?] < 02(A)?*(1+logn). Price
and Xun define n - 02(A)? as o5 and in that notation, we obtain Y1, (a;, P9;_1)? < 1002(1 +
log n) with probability > 9/10 by Markov’s inequality. In the proof of Lemma 3.6 in Price and Xun
(2024), if 1 /o2 > 20(1 +1og, n), we obtain log ||v, || 2 1. Now, o1 > O(log d) ensures that the
Proof of Theorem 1.1 in their work goes through.

Using the row-norm sampling analysis from the previous section, we can assume n = poly(d) and
therefore a gap of O(log d) between the top two eigenvalues of AT A is enough for Oja’s algorithm
to output a vector with a large correlation with the top eigenvector in random order streams.

S Hard Instance for Qja’s Algorithm

At a high level, the algorithm of Price and Xun (2024) runs Oja’s algorithm with different learning
rates 7 and in the event that the norm of the output vector with each of the learning rates 7 is small,
then the row with the largest norm is output. The algorithm is simple and can be implemented using
an overall space of O(d - polylog(d)) bits.

The algorithm initializes 2z = g where g is a random Gaussian vector. The algorithm streams
through the rows a1, . .., a,, and performs the following operation
Zi < zi—1 + 1 (zic1, a4)a;.

The algorithm computes the smallest learning rate 1 when ||z, |2 is large enough, and then outputs
either z,,/||2n||2 or @/||a|l2 as an approximation to the eigenvector of the matrix AT A. Here a
denotes the row in A with the largest Euclidean norm.

The following theorem shows that at gaps < O(logd/loglogd), we cannot use Oja’s algorithm
with a fixed learning rate 7 to obtain constant correlation with the top eigenvector.



Theorem 5.1. Given dimension d, a constant ¢ > 0, a parameter M, for all gap parameters R =
O.(log d/ loglog d) there is a stream of vectors ay, . . . ,a, € R withn = O(R + M) such that:

1. 01(A)?/02(A)? > R/2, and

2. Oja’s algorithm with any learning rate n < M fails to output a unit vector v that satisfies,
with probability > 9/10,

[(0,v1)] = ¢
where vy is the top eigenvector of the matrix AT A.

Moreover, the result holds irrespective of the order in which the vectors aq, . . . , a,, are presented to
the Oja’s algorithm. We will additionally show that even keeping track of the largest norm vector is
insufficient to output a vector that has a large correlation with v.
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A Omitted Proofs

A.1 Proof of Theorem 2.1

Proof. Let X ; denote an indicator random variable which denotes if @, is nonzero. Note E[X ;] =
p;and X1, ..., X, are independent. Define a d x d random matrix Y; = (X;/p; — 1)a;a], where
a; denotes the i—th row of A. We note that

ATA-ATQTQA = Z (Xi/pi — 1) ZY

We use the Matrix Bernstein inequality (Tropp, 2015) to bound || ZZ Y ;||2. We first uniformly
upper bound ||Y;||2. If p; = 1, by definition || Y| = 0 with probability 1. Let p; # 0. Then,
1(Xi/pi — Daia] ||l2 < ||laia] ||l2/pi < 2||A]|3/C log d with probability 1.

We now bound || 3", E[Y7]| 2.

>_BIY{] = EI(/pi - 1?)llail3aial
> (1/pi = Vllaill3aial

i:p; >0
e2]14]13
= lasll5a:a;
,,,2;0 Cllasl3logd ™™
e’llAllz
~ Clogd
which implies || 3, E[Y?][|» < £2||A||4/(C'log d). Now, we obtain
Pr(| S Yill2 > el|AJ3] < 2d - ex e2||All3/2
e = S = SO T A/ (Clog d) + AT/ (3C0g d)
log d
< 9d.oxp [~ 181
2(1+¢/3)

If C > 6(1+¢/3), then Pr[|| >, Y;|l2 > ¢[|A||3] < 1 — 2/d? which implies that with probability
>1-2/d% |[ATA— ATQTQA||> < || Al%.

Now, the number of non-zero entries in the matrix Q is equal to ) . X ;. We note E[Y". X;] <
Ce2p - logd. By a Chernoff bound, we obtain that >, X; = O(e?p - log d) with probability
>1—1/poly(d). O

A.2 Proof of Lemma 2.3

Proof. Define M := (B[ By) - -- (B] By). Our strategy is to show that if v; is the top singular vector
of the matrix A, then |[v]{ M]||, is comparable to || M ||¢ given that oy (A)/o2(A) > 2. We can then
prove the lemma using simple properties of the Gaussian vector g.

For an arbitrary j, let (B] Bj)vl = av; + A where A L v;. We note that vf (B] Bj)v; = a.
We have @ = v{ B] Bjuy > (1 — ¢)o1(A)? using the fact that [| B B; — ATA||; < ¢||A|3 and

v] ATAv, = 04 (A ) = [|A]|3. If we show that A is small, then the vector (B/ B;)v; is oriented in
a direction very close to that of v;. Note that

I(B] Bj)vill2 < ||Bf Bjll2 < (1 + €)a1(A)?
and H(BJ-TB]-)mH% = o +||A||% which implies ||A||3 < ((1+¢)? — (1 —¢)?)o1(A)* = 4e-0,(A)*
and thus ||Al]z < v/4eo;(A)2. Now,
M Ty ||
= (B B1) -+ (B Bi—1)((B{ Byoy, v1)v1 + Ay) |2
> (B} Byv1,01)[[(B{ B1) -+ (B Bi—1)u1lla — (BT B1) - - (B Bi—1) 2| Au 2
> (1 =)o (A))(B{ B1) -+ (B Bi—1)villa = (VAea1(A)*) (B B1) - - (B By 1) 2.

12



Expanding similarly, we obtain
HMTU1 ||2 Z (1 — €)tO'1 (A)2t — t\/‘?&‘(l + E)t_10'1 (A)Qt.

Assuming € < ¢/t for a small constant ¢, we note that (1 —¢)? > (1 —2te) and (1+¢)* < (1+2te)
which implies

1M T orll2 = [[(B Br) - (B B)vll2 > (1 - 2te — 4t/e)on (A)*".

We shall now show a bound on | M||¢ = ||(B[ B;)--- (B By)|| which lets us show that the unit
vector ¥ is highly correlated with v;. To bound the quantity || M ||g, we first note the following facts:

1. ||B;I—B]||2 S (1 —|—€)0'1(A)2, and
2. 02(B] Bj) < 02(A)? +e01(A)? < (1/4+ £)o1(A)? by our gap assumption.

Now, we use the following theorem.

Theorem A.1 (Wang and Xi, 1997, Theorem 3(ii))). For any r > 0 and any matrices Ay, ..., Ay,

Z(Ji(Al . At))r < Zo—i(Al)T ce Ui(At)T'

(2

Applying the above theorem with » = 2, we obtain
I(B{ Bt) -+ (BI B)l[f < (1+€)* o1 (A" + (d = 1)(1/4 +€)'or (A)"
d
< (1 + 4t€)0’1(A)4t + §0'1(A)4t.

When t > 3log(d/e), we have ||(B] B;) - (B B1)||2 < (1 + 4te + €)o1(A)*. We now use the
following lemma.

Lemma A.2. Let g be a Gaussian random vector with each of the components being an independent
standard Gaussian random variable. Let 0 = Mg/||Mg||2. For any unit vector v, with probability
2 4/5)

1
(8, v) > >
EEAE
1+ 0=

for a large enough universal constant C.

Proof. Since v is a unit vector, we can write | Mg||3 = [vTMg|? + ||(I — vvT)Mg||3. Hence, we
have

(oo = MOl 1
’ B 2 = T ou T Mol
IMgllz 1+ %

We now note that vT Mg ~ N(0,||MTv|2) and E[||(I — vv")Mg|3] = tue(MT(I —vo")M) =
| M||2 — ||MTv||3. By a union bound, with probability > 4/5, we have
(7 —vuT)MgF _ NIMIE — [ M]3
[vTMg?  ~ 1M T3

for a large enough constant C. Therefore, with probability > 4/5, we get that

1
L2
[0, 0)[" = ESEAER -

T 1ol

[MT[[3
Applying the above lemma for M = (B[ B;)--- (B B;) and v = vy, we obtain
1
A 2 -
[(D,v1)|* > 1+ Otz
with probability > 4/5. O
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A.3 Proof of Theorem 2.5

Proof. Partition the matrix A into Ajigne and Ahcavy, Where Apeavy is the submatrix with rows a; such

that [|a;||2 > [|Al|r/+/d - polylog(d) and Ajign is the remaining rows. From our assumption, the
number of rows in Apeayy is at most k. Note that given a uniformly random stream of rows of A, we
can obtain a uniformly random stream of rows of Angm by just filtering out the rows in Aheavy.

Suppose, || Apeavy - v1]l2 > (1 — B)||A||2 for a parameter (3 to be chosen later. Let v} be the top

singular vector of the matrix Apcayy. Note
|4 01113 > | Aneavy - 1113 = | Aneavy - v1ll3 > (1 = 8)?(| A3

and therefore we have (vf, v1)2 > 1—4p, assuming R > 2. Thus, while processing the stream, we
can store all the heavy rows and at the end of the stream compute the top right singular vector of
Aheavy, in order to obtain a good approximation for v;.

Suppose || Aneavy-v1 |2 < (1)) Allo. This implies || Agn-01/13 > A3~ Anary 0113 > B[ AJ3.
If we set 8 > 2/R, we have
o1(Aign)® _ BIAIL
02(Ajignt)? — 02(A)?
Let v} be the top singular vector of Aj;gn. We will describe how to approximate v7. Consider apply-
ing the row norm sampling procedure with parameter ¢ to the matrix Ajign. Given a row a; € Ajignc
the corresponding sampling probability p; is given by
oy Clogd- ol _ Clogd | AJ/(d-polyloa(d)) _ €
A3 T 232 A3 ~ €2(3* polylog(d)
Assuming that £23% > 1/ polylog(d), we obtain that p; < 1 for all the rows in the matrix Ajgn. Let

Biign be the matrix obtained after applying the row norm sampling procedure to the matrix Aj;gn,.
Note that p(Biign) = p(Alight) and the number of rows in Biign; is O (p(Ajign) - log d - €72), and

therefore O (p(Biign)-log d-c~2). Setting ¢ = o/ log®/? d, we obtain that the number of rows in the
matrix Biign is ©(a~*- p(Biign)) -log® d) and thus assuming £23% = *3?/log® d > 1/ polylog(d),
we can use Theorem 2.4 to obtain a vector v satisfying

(0,0])? > 1 — 30

We will now show that v{ has a large correlation with v; which then implies ¢ has a large correlation
with v1. Since || Ajgnll2 > [ All2 — [[Aneawyllz > BllAll2, [[Aign|3 = [[Angn - 1113 > BIIAI3.
Consider the following upper bound on || Ajigh - v/ [|3:
[Atgnll3 = | Avigh - 0113 = 1 Angn - ({05, v1) - 01 + (I = viv])0}) |3

= [[{v1, v1) Atignt - v1 + Auigni (I — v10] )v1[[3

< (L40) - (vr,01)* - | Asighe - val[3 + (1+1/6) - [|Asgne(1 — v1v] oy I3
for any 6 > 0. Using the fact that the rows of the matrix A],-ght are a subset of the rows of the matrix
Aand that || A(I — v1v])||2 = 02(A) = 01(A)/VR, we have

2
g
[ Asighel|5 < (14 6) - (w1, 04)? - || Asignel |3 + (1 +1/6) - fl (1= (v1,01)?)

= (v1,01)*((1+0) - [[Asgnell3 — (1 +1/0)07/R) + (1 +1/0) - 0F/R
which implies

(01, 0)2 > [Asgnl|3 = (1 +1/6) - 02/R 0 - || AsgnilI3
T (14 0)] A3 — (1 +1/6)07 /R (1+0)[[ Asgnel|3 — (1 + 1/0)0/R
0
> 1

= 1460—(1+1/0)/RS
using the fact that || Ajign[|3 > S207. Now assuming B3 > 1 and picking § = 2/(RS3 — 1), we
obtain
AR

A+ RAE =T RE

<U17’U;>2 >1-
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‘We therefore have

4
b,v1)% > 1 — — — 4o 1
(5,01)? > 1= o —da 1)
Setting 5 = 1/v/R and o = 1/+/R, we satisfy all the requirements assuming that R < polylog(d)
and obtain a vector @ satisfying (9, v1)? > 1 —8/v/R. When || Aneavy||l2 > (1 — B)|| Al|2, we already
have a vector v’ = top eigenvector of Apeayy that satisfies (0, v1)> > 1—48>1—4/ v/R. Thus, in
both the cases, we obtain a vector © satisfying (0,v1)% > 1 — O(1/VR).

The procedure described requires knowing the approximate values of || Al|r, || Aiignt||2- Since, we
assume that all the non-zero entries of the matrix have an absolute value at least 1/ poly(d) and
at most poly(d), the values || Al|F, || Aiignt||2 lie in the interval [1/ poly(d), poly(nd)]. Hence, using
O(log nd) guesses each for || A||r and || Ajign||2 and using a Gaussian sketch of A similar to that in
Algorithm 1, we can obtain a vector satisfying the guarantees in the theorem. O

A.4 Proof of Theorem 3.1

Proof. For each i € [h], let x1,...,x) be drawn independently and uniformly at random from
{+1,-1}". Let i ~ [h] be drawn uniformly at random, and for an integer k to be chosen later, let
Yi,---, Y € R? be vectors that share the first (1 — y)d coordinates with the vector ;. Each of the
last v - d elements of each of y1, . ..,y are sampled uniformly at random from the set { +1,—1}.
Define 21, ..., zp4x such that for j < h, z; = x; and for j > h,let z; = y,;_,.

Now consider the stream z1, ..., Zp4k. Price and Xun argue that when £ > 4R, the gap of this
stream is at least R with large probability over the randomness used in the construction of the
stream. Let 7w : [h + k] — [h + k] be a uniformly random permutation independent of ¢. Consider
the following event &:

w(i) <h/2andw(h+1),...,m(h+ k) > h/2.

We have that the probability of the event & is
h/24+k h/24+k—-1 h/2+1 Lﬂ
h+k h+k—1 h+1 h

Let S; be the set of permutations 7 that satisfy the above event. Therefore we have Pr.[w € S;] >
(1/2)*+1.If the probability of failure, &, of the algorithm A satisfies § < (1/2)***, we have that
3
P d . il > =,
7v, internal rIa‘ndomness[“4 succeeds on Fm(1)) B (k) | mes } — 4
Let spiq be the state of the algorithm after h/2 steps and sg, be the final state of the algorithm. The
randomness in sg, is from the following sources: (i) randomness of the vectors x1, ..., xp, (ii) the
index ¢ € [h], (iii) the vectors y, . . ., Yy, (iv) the permutation 7r, and (v) the internal randomness of
the algorithm. From here on, condition on the event &, i.e., that the permutation 7w € S;. We will not
explicitly mention that all entropy and information terms in the proof are conditioned on £. Since
7(3) < h/2, we have

2 (1/2)k+1.

Sfin 18 conditionally independent of z;[(1 — ) - d 4+ 1 : d] given Sy;q.
Using the data processing inequality, we obtain that
I(smig;zs[(1—7)-d+1:d]) > I(8an; xs[(1 —7) -d+1:d]).

When h < cd/R?, k = 4R, v = 1/4 and ¢ < ¢/k? for a small constant, we have as in the proof of
Theorem 1.5 in Price and Xun (2024) that,

I(sams@il(1—7)-d+1:d) > Q(d/R)
which now implies
I(smig;z:[(1—7)-d+1:d]) > Q(d/R).

Note that conditioned on the event &, the distribution of 2 is uniform over
{7~ 1(1),...,w 1(h/2) }. We now prove the following lemma:
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Lemma A3. Let Y 1,...,Y be independent random variables. Let © ~ [{] be a uniform random
variable independent of X. We have

IX; Y1)+ +I(X;Y) >0 (I(X;Y;) —logy £).

Proof. By definition, we have
I(X;Y;)=H(Y;) - H(Y;|X).
Now, we note that H(Y ;) < H(Y ;,4) = H(i)+ H(Y ; | 1) = log, £+ w We now
lower bound H(Y ; | X). Since conditioning always decreases entropy, we obtain
HY;|X)>H(Y;|tX).
As X is independent of %, we have
HY,|X)+ - -+H(Y,|X)

HY;|X)>H(Y;|4,X)= 7

which then implies

HY )+ +HY,) HY.|X)+---+HY/|X)
¢ ‘
IX;Y )+ +1(X;Yy)

< H(i) + 7 .

Since H (i) = log, ¢, we have the proof. O

I(X;Y;) < H(i) +

Using this lemma,
I(Smid; CI:ﬂ.—l(l)[(l — ’7) -d+1: d]) + -+ I(Smid; :l:ﬂ.—l(h/g)[(l — 'y) -d+1: d])

= (1/2) - I(Smia; xs[(1 — ) - d+1: d] —logy(h/2))
> Q(hd/R) — hlog, h.

Lemma A4. If XY are independent, then I(Z ; (X, Y)) > 1(Z; X)+I(Z;Y).
Proof.

I(Z;(X,Y))=H(X,Y)) - H(X,Y) | Z)
=H(X)+H(Y)-H(X,Y)|2).

Now, we note that for any three random variables X,Y, Z, we have H((X,Y) | Z) < H(X |
Z) + H(Y | Z) which proves the lemma. O

Using the independence of «1, ..., x; conditioned on the event £, we obtain
I(Smid; (wﬂ'*l(l)[(l - 7) ~d+1: d]7 cee amﬂ'*l(h/Z)[(l - 7) d+1: d])) > Q(hd/R) - thgZ h
which then implies

H(smid) 2 Q(hd/R)

using the fact that R?-h = O(d). Finally, we have max |sya| > Q(hd/R). Here | 8pig| is the number
of bits used in the representation of the state Sp;q. O

A.5 Proof of Theorem 5.1

Proof. Our instance consists of the following vectors:

1. R copies of the vector (1/v/R)e;,
2. 1 copy of the vector (1/v/ R — €)eg, and
3. « copies of the vector (1/va - R)es.
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where a = 2M. Let A be a matrix with rows given by the stream of vectors defined above. We note
that the matrix A has rank 3 and the non-zero eigenvalues of the matrix AT A are 1,1/(R—¢),1/R
and therefore the gap A1 (ATA)/X2(ATA) = R — e. The top eigenvector of the matrix AT A is e;
and the row with the largest norm is (1/v/ R — €)es. Thus, the row with the largest norm is not useful
to obtain correlation with the true top eigenvector e;.

Consider an execution of Oja’s algorithm with a learning rate 7 on the above stream of vectors. The
final vector z,, can be written as

R 7 a 1
Zn = (IJr %elelT) <I+ R—}(lege;) (I + = Eeze;> 9.

For j € [d], let z;; denote the j-th coordinate of the vector z; so that we have

R
Znl = (1 + ﬂ) * 201,

R

Zno = 1+L - 202, and
R—¢
77)&

“n3 (+R0¢ =03

We note that z,; = zp; for all j > 3. Since « = 2M, we have 7/Ra < 1/2 and therefore
(14 n/Ra) > exp(n/2R«a) and (1 + n/Ra)* > exp(n/2R).

Recall that we want to show that |(z,, e1)| < c||z,||2 with a large probability. Suppose otherwise

and that with probability > 1/10, we have |(z,, e1)| > c||zn|l2 > ¢]|(0, 0, 0, 204, -- ., Zod)l|2-
Since, z is initialized to be a random Gaussian, we have ||(0,0,0, 204, . . . , z04)||2 > V/d/2 with
probability 1 — exp(—d). Thus, we have with probability > 1/11 that,

|2n1| > eVd/2

which implies the learning rate must satisfy
(1+n/R)F > Vd)2

since |zo1| < 10 with probability > 99/100. Hence n > R((c'd/?)'/® — 1). Now consider
[{(zn, e3)|/|{zn, €1)|- We have

[(zn,e3)| _ exp(n/R)  |203]

(zn,e)l  (L+n/R)E |z01]

With probability > 95/100, we have 1/C < |zp3|/|201] < C for a large enough constant C. We
now consider the expression

exp(n/R)
(14+n/R)E

The expression is minimized at = R? — R and is increasing in the range n € [R?> — R, 00).
When, R = O(log d/loglog d), we have that R?> — R < R((¢/d'/?)'/% — 1) and therefore for all
n > R((c/d"/?)*/ 1 — 1), we have

exp(n/R) _ exp((c'd'/?)'/T)

(1+n/R)E — e-cdi/?
When R = O(log d/loglog d), we have
exp(n/R)
—— 2> poly(d
/Ry = P
which then implies |z, e3)| > |(zn, €1)|- poly(d)/C with probability > 95/100 which contradicts
our assumption that |(z,, e1)| > c||zn]|2- O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our paper is purely theoretical studying space-efficient algorithms for approx-
imating the top eigenvector. We prove all the claims made in the abstract and introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We do not have a specific limitations section but we do qualify all the state-
ments noting the assumptions that need to be made to prove that our algorithms work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers dis-
cover limitations that aren’t acknowledged in the paper. The authors should use their
best judgment and recognize that individual actions in favor of transparency play an
important role in developing norms that preserve the integrity of the community. Re-
viewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: We include all the proofs in the main body and the appendix.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA|
Justification: No experimental results are given in this paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% Cl, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA|
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Results in this paper are purely theoretical. While the algorithms proposed in
this paper may be used with potentially negative consequences, the authors are unaware of
such uses.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

 The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative so-
cietal impacts of the work performed?

Answer:

Justification: Our work studies algorithms for the top eigenvector estimation problem. Our
work is purely theoretical. While our algorithms may be used to impact society in a negative
way, we are unaware of such usecases.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA|
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license, lim-
itations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: [NA |
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: [NA |

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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