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Abstract

Large Language Models (LLMs) have demon-
strated great capabilities in addressing many
application tasks. Among various applications,
one eye-catching domain is Conversational
Health Agents (CHAs), which are interactive
conversational systems that can provide peo-
ple with various health-related services. How-
ever, existing CHAs mainly focus on provid-
ing static health services, and lack interactive
online diagnosis for patients. In the clinical
setting, the initial symptoms that patients pro-
vide may lack comprehensiveness and detail,
thus online interaction with patients to request
additional information is important. To allevi-
ate this problem, we propose DocCHA, an on-
line interactive diagnosis system that interacts
with patients by requesting additional informa-
tion and continuesly improving the diagnosis
confidence until providing patients with a reli-
able diagnosis. Moreover, DocCHA leverages
Retrieval Augmented Generation (RAG) with
Google search API, StatPearls' and Wikipedia?
to provide patients with detailed and reliable
health suggestions. We evaluate DocCHA'’s per-
formance on the IMCS21 dataset, a Chinese on-
line diagnosis dataset consists of conversations
between patients and doctors. Experimental
results show that DocCHA’s diagnosis accu-
racy reaches 89.2% with 4 rounds of additional
information request interactions with patients.
Besides, the generated suggestion after RAG
outperforms the direct prompt in terms of rele-
vance, coherence, accuracy and completeness.

1 Introduction

Conversational agents work by disassembling a
difficult task into multiple incremental, smaller
tasks in an explainable way (Laranjo et al., 2018),
thus helping to resolve the overall task. With the
recent development of Large Language Models
(LLMs), applying LLMs to Conversational agents
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has brought a new potential to various areas, includ-
ing education (McTear, 2022), climate (Vaghefi
et al., 2023) and health (Montenegro et al., 2019).
LLM-based Conversational Health Agents (CHAs)
focus on various healthcare services, including
providing personalized health data analysis (Ab-
basian et al., 2023), evaluation of the robustness of
health data extraction (Chen et al., 2023), health
report generation (Liu et al., 2023), etc. Based
on methodology, LLM-based CHAs mainly lie in
three categories, general-purpose LLM CHA:s, spe-
cialized LLM CHAs, and multi-modal LLM CHAs.
General-purpose LLM CHAs apply existing LLMs
to resolve health-related problems by prompting
LLMs to realize different sub-tasks (Biswas, 2023;
Aydin and Karaarslan; Liu et al., 2023; Chen
et al., 2023). Specialized LLM CHAs pre-train or
fine-tune transformers with domain-specific health-
related data to alleviate the domain shift (Han et al.,
2023; Li et al., 2023; Luo et al., 2022; Tu et al.,
2024). Multi-modal LLM CHAs integrate multi-
modality data, including images, videos and time
series, into LLMs to realize health functions (Tu
et al., 2024; Xu et al., 2023; Belyaeva et al., 2023).

However, the existing CHAs didn’t focus on real-
time interactions with patients. In reality, as pa-
tients provide the initial symptoms, some related
symptoms and information are often neglected be-
cause they are not obvious enough or the patient
does not relate the information to the current phys-
ical condition. At this time, requesting additional
information is crucial for making confident and
accurate diagnosis. Based on this intuition, we
design a LLM-based online interactive diagnosis
system, DocCHA, which interacts with patients for
multiple rounds of information request and reply
iterations considering the history context, to en-
hance diagnosis confidence. Each round represents
a Doctor: information request, Patient: add infor-
mation interaction. At the same time, DocCHA 1is
capable of providing patients with reliable and de-
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Figure 1: The key functions of DocCHA. The left part shows the interactive conversation between DocCHA and the
patient. DocCHA is able to realize: information request, diagnosis, recommendation retrieve during the interactions.
The right part is the suggestion provider, where DocCHA integrates the history chat context, patient’s proposed
questions and external data source to generate suggestions to patients.

tailed medical suggestions by leveraging Retrieval-
Augmented Generation (RAG) with Google search
API, StatPearls, and Wikipedia. The key functions
of DocCHA are shown in Figure 1.

Our contributions can be summarized as follows:

* We design a novel framework named Doc-
CHA, that enables online interactions with pa-
tients to request additional information (e.g.,
basic information, symptoms, etc.) and make
confident and reliable diagnosis for patients.

* DocCHA employs the RAG technique by con-
sidering history conversation context and uti-
lizing Google API and accessing StatPearls
and Wikipedia and can generate personalized
health recommendations for patients.

» Extensive experiments on the real-world diag-
nosis datasets demonstrate the effectiveness
of DocCHA, which achieves a diagnosis accu-
racy of 89.2%.

* The RAG-based suggestion provider function
of DocCHA outperforms the direct prompt
of GPT-4 in terms of relevance, coherence,
accuracy, and completeness.

2 Related Work

2.1 LLM-based Conversational Health Agents

Conversational Health Agents (CHAS) are conver-
sational interactive systems that can provide users
with various healthcare services around health as-
sistance or diagnosis (Meier et al., 2019; Denecke
and May, 2023; Laranjo et al., 2018). With the
rapid development of LLMs, the technique of
LLM-based CHA emerges. Based on methodol-
ogy, current LLM-based CHAs can be divided into

three categories, general LLM-based CHAs, spe-
cialized LLM-based CHAs, and multi-modality
LLM-based CHAs. (1) General LLM-based CHAs
utilize existing general LL.Ms to support health-
related functions. (Chen et al., 2023) evaluates
the robustness of utilizing ChatGPT to generate
cancer treatment information. (Liu et al., 2023) uti-
lizes LLMs to draft reports for biomedical signals.
(Abbasian et al., 2023) proposed a general CHAs
framework that can realize general healthcare ques-
tion/answering, patient health record reports, and
objective stress level estimation. (2) Specialized
CHAss utilize reliable medical data sources to fine-
tune LLMs in the medical domain. (Li et al., 2023)
proposes ChatDoctor which fine-tunes Llama3 with
a dataset of 100,000 patient-doctor dialogues. (Han
et al., 2023) utilizes a dataset with 160,000 entries
to fine-tune LLLMs and constructs MedAlpaca for
effective medical applications. (Luo et al., 2022)
designs BioGPT which is pre-trained on biomed-
ical literature and demonstrates advantages over
six biomedical natural language processing tasks.
(3) Multi-modal LLM CHAs utilize multi-modality
data, including images, videos, or time-series, to ex-
tract more comprehensive health information. (Xu
et al., 2023) utilizes a language-aligned image en-
coder with PalLM 2, to perform various chest X-ray
tasks. (Belyaeva et al., 2023) proposes HeLLM that
maps complex data modalities into the LLM’s to-
ken embedding space to estimate underlying dis-
ease risks. In our research, we focus on construct-
ing real-time online diagnosis CHA. We apply the
generalized LLM as the backbone model to avoid
the demand for extensive patient cases to fine-tune
high-quality diagnosis-specific LLMs. Besides, we
focus on utilizing text data to diminish the infer-
ence time.



2.2 Retrieval-Augmented Generation for
Medicine

LLMs have demonstrated great potential in vari-
ous applications in the medical field (Nori et al.,
2023; Singhal et al., 2023). However, LLMs some-
times generate plausible-sounding but incorrect out-
puts (Ji et al., 2023). Retrieval-Augmented Gen-
eration (RAG) is a technique proposed to improve
the performance of knowledge-intensive tasks by
integrating relevant knowledge retrieved from ex-
ternal resources (Lewis et al., 2020). Commonly
used medical datasets for RAG systems include
StatPearls (which consists of clinical knowledge),
PubMed3? (which consists of all biomedical ab-
stracts), and Wikipedia (which contains general
knowledge). Along this line of research, (Frisoni
et al., 2022) introduces a biomedical T5-based
LLM, BioReader, to fetch and assemble informa-
tion from PubMed. (Léla et al., 2023) proposes Pa-
perQA which retrieves data from LitQA to reduce
hallucinations in the QA task in biomedical do-
main. (Xiong et al., 2024) proposes the MEDRAG
toolkit which organizes commonly used datasets
and similarity ranking methods for the RAG task in
the medical domain. In our paper, we apply RAG
to generate detailed and reliable suggestions for
patients after diagnosis.

3 Method
3.1 Bridge Personalized diagnosis and LLMs

Tele-health aims to collect and analyze patients’
personal information and symptoms, then make di-
agnosis based on the comprehensive information.
Traditionally, interactive tele-health requires pro-
fessional doctors to effectively request additional
information from patients based on historical infor-
mation and domain-specific knowledge. Recently,
LLMs have demonstrated superiority in problem-
solving abilities (Yao et al., 2024), which can help
to automate the tele-health diagnosis.

To bridge the gap between personalized diag-
nosis and LLMs, we propose an interactive LLM-
based CHA, named DocCHA, which consists of
the following two modules:

* A diagnosis LLM module that takes patients’
initial self-report as input and generates fur-
ther information requests to patients. The di-
agnosis result is provided to patients when the
confidence score is above a threshold.
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* A suggestion provider LLM module that
receives patients’ follow-up questions as in-
put and integrates the knowledge extracted
from external resources to generate a patient-
customized response back to users.

The overall framework of DocCHA is shown in Fig-
ure 2, and we introduce two modules in Section 3.2
and Section 3.3, respectively.

3.2 The Diagnosis LLM Module

The diagnosis LLLM takes multiple inputs from pa-
tients and is in charge of requesting information,
diagnose, and calculating the current diagnosis con-
fidence. The confidence score is calculated in each
round of interaction and the output action of re-
questing information or diagnose depend on the
confidence score. Upon receiving input from pa-
tients, diagnosis LLM will generate a diagnosis
prompt to perform above sub-tasks, and send the
corresponding result back to patients. The pipeline
of diagnosis LLM is shown in Figure 3.

Patient input. Patient input contains patients’ ini-
tial self-report S and additional information A;
of i-th round based on DocCHA’s information re-
quest.

Diagnosis prompt generator. The diagnosis
prompt generator takes the patient’s input and gen-
erates (1) information request question, (2) current
diagnosis result, (3) current diagnosis confidence
score. To better guide LLMs to generate high-
quality information request questions, we limit the
questions to the domain of (1)symptoms request,
(2) basic information request, (3) etiology request,
and (4) existing examination and treatment request.
The diagnosis prompt is shown in Appendix A.2.
Synthetic response generator. As is introduced in
Session 4.1, we use the IMCS21 dataset, which is a
dataset containing conversations between patients
and doctors. To ensure our experiment is based
on the real situation of patients, we synthesize pa-
tient responses to DocCHA’s proposed questions
using the following procedure: 1) provide GPT-4
with DocCHA’s generated question and the real
conversation from the IMCS21 dataset; 2) prompt
GPT-4 to summarize the answer for the proposed
question based on the real conversation; 3) output
"Sorry I didn’t notice that.”, if the corresponding
answer cannot be found in the real conversation.
The prompt for GPT-4 to generate the synthetic
response is shown in Appendix A.3.

Diagnosis LLLM output. The output of diagnosis
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Figure 2: An overview of DocCHA. The left part shows the interaction between the patient and the DocCHA
system. The right part shows the workflow of DocCHA, which consists of two main modules, diagnosis LLM
(Section 3.2) and suggestion provider LLM (Section 3.3). The diagnosis LLM is decomposed into three sub-tasks,
question generator, confidence score generator, and diagnosis generator. The suggestion provider LLM contains a
recommendation generator that integrates with external sources and generates customized suggestions for patients.

LLM is collaboratively determined by two factors,
the generated diagnosis result or information re-
quest question content, and the confidence score.
When the confidence score C; is above the thresh-
old, diagnosis LLM will output the generated di-
agnosis result to patients. When C; is below the
threshold, diagnosis LLM will ask patients about
the generated information request problem. In real
applications, a request round limit can be set to
avoid loop execution. The output of diagnosis LLM
for patient u can be represented as equation 1,

N

in which Diag_LLM represents the LLM-based
diagnosis result generator, Quest_LLM repre-
sents LLM-based additional information request
generator, S represents the initial symptom of the
patient, A; represents the i;, question proposed by
DocCHA, 6 represents the threshold of confidence
score, which is usually set to 0.9 to ensure high
confidence for reliable diagnosis.

Diag_LLM(S, Al7 ceny AZ)7
Quest_LLM(S, A, ..., A;),

C; > 6.

Ci <. M

3.3 The Suggestion Provider LLM Module

When DocCHA receives questions from the pa-
tient after making the diagnosis, it will call the
suggestion provider LLM module. Since the goal
of this function is to provide patients with ba-
sic knowledge of disease notice, while directly

prompting LLMs to generate medical suggestions
will sometimes result in replies including "Doctor
consultation is required.”, we apply RAG to ac-
cess external knowledge. Reliable external sources
is pivotal in improving Knowledge-groundedness
and output reliability, especially in the health do-
main. In DocCHA, we explore two external re-
sources. The first is based on Google search API,
we name it as Google search API-based sugges-
tion provider LLM, the second is based on external
datasets, where we extract the most related infor-
mation based on BM25 ranking (Robertson et al.,
2009) from medical dataset StatPearls and gen-
eral knowledge dataset Wikipedia, we name it as
dataset-based suggestion provider LLM. The de-
tailed procedure of the suggestion provider LLM
module is as follows: (1) Suggestion provider LLM
first takes the patient’s request and the diagnosis
result as input. (2) For Google search API-based
suggestion provider LLM, it extracts information
by direct search of keywords with Google search
API, for dataset-based suggestion provider LLM,
it matches the most similar content based on the
BM25 ranking algorithm. (3) With the user’s ques-
tions and extracted external information, we gen-
erate the response and output it to the user. The
procedure of suggestion provider LLM is shown in
Figure 4.
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Figure 3: The pipeline of diagnosis LLM. Patient input consists of patient’s initial self-report and additional
information. The prompt takes patient input generates the information request question or predict disease, and
outputs the generated information back to the patient based on the confidence score.

Patient input. Once receiving the patient’s ques-
tions, DocCHA will process the text to extract the
keyword of the patient’s request. Then the sugges-
tion generator will generate personalized responses
based on the patient’s specific request and Doc-
CHA’s previous diagnosis result. The input of the
suggestion provider LLM module contains the ex-
tracted previous diagnosis, user’s keywords for the
Google search API-based module and user’s ques-
tion for the external datasets-based module.
Google search API. Once receiving input, the sug-
gestion provider will call Google Search API. Then
it will apply LLM to reformat the extracted in-
formation and send the reply back to users. The
suggestion for user u is shown in equation 2,

Su = Suggestgoogte_LLM (Dy, K1, ..., K;), ?2)
where Suggest goog1e_L LM is Google search API-
based suggestion generator, D, is the diagnosis
result of user u, K1, ...K; are extracted keywords.
External datasets. With the natural high-reliability
demand in the health domain, we also explore ex-
tracting information from professional and reliable
external resources. (Xiong et al., 2024) organized
benchmark RAG datasets for medicine. We se-
lect StatPearls for clinical decision support and
Wikipedia for general knowledge as our external
datasets. We apply the BM25 ranking to select the
most related information to the patients’ proposed
question and diagnosed disease among the exter-
nal knowledge. We use @), to denote the query of

patient u, which is the diagnosed disease concate-
nated with the proposed question of user u, with the
format of "The patient is diagnosed with disease
and he/she proposes a question: question". For ex-
ample, user w is diagnosed with diarrhea and asks
Can you give me some precautions?, the gener-
ated query (), is: The patient is diagnosed with
diarrhea and he/she proposes a question: Can you
give me some precautions?. We use D to denote
the document set of the external dataset, where D;
represents each section of every passage. For exam-
ple, the "Treatment / Management" session under
the "Diarrhea" passage in StatPearls is an item in
D. Based on BM25 ranking, the score of each doc-
ument D; regarding the query (), is represented as
Equation 3:

Score(Dj,Qu) =

f(Hi,Dj) +a-(1-F+0-

3

where H; represents the keyword in document
Dj, |Dj| is the length of document Dj, avgdl
is the average document length among all docu-
ments in D. «, [ are parameters, which we use
a = 1.2, = 0.75 in our experiment.

We select D; with top-k Score(Dj, Q). The
suggestion for user u is shown in equation 4,

Sy = Suggestiataset_ LLM (D, Qu), C))

where Suggestiqtaset_ L LM is dataset-based sug-
gestion generator, D is the external dataset and @,
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Figure 4: The pipeline of suggestion provider LLM. The suggestion provider will receive the patient’s
suggestion request as input. Then it will extract previously diagnosed disease and keywords from patient’s
questions. Suggestion provider LLM will extract information from external resources based on diagnosis
result and keywords (full question for the dataset-based approach). The upper part shows the procedure of
the Google search API-based approach and the lower part shows the dataset-based approach. The extracted
information will be processed and sent back to the CHA window.

is user u’s provided query. tis, indigestion, cough, constipation, upper respira-
tory tract infection, bronchopneumonia, fever, and
4 Experiments diarrhea. In each conversation, the patient will

provide an initial self-report to the doctor, and the
doctor will ask questions for clarification or addi-
tional information. An example of the conversation
is shown in Appendix A.l. Since the language
of the raw dataset is Chinese, we first use Google
Translate API to translate the dataset into English.
Due to the expense of GPT-4, we do our experi-
ment on 100 conversation samples. The statistics
of the sampled IMCS21 dataset are shown in Table
1.

_ ] Experiment Setting. We test the performance of
Dataset. IMCS21 dataset is a Chinese dataset that DocCHA with GPT-4 (Achiam et al., 2023) and

col}ects real online doctor—patient con.versatior.ls, Llama3? as the backbone LLM. The text embed-
which covers 10 types of diagnosed diseases, in-

cluding neonatal jaundice, common cold, bronchi- *https://github.com/meta-1lama/1lama3

This session explores DocCHA’s capability in di-
agnosis generation, information request question
generation, and suggestion generation. We eval-
uate DocCHA on the IMCS21 dataset, which is
an online consulting dataset that includes conver-
sations between doctors and patients. For each
human label task, we paid for 3 student volunteers
and calculated the average.

4.1 Dataset and Experiment Setting
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Table 1: Statistics of selected IMCS21 dataset.

Disease name neonatal jaundice common cold bronchitis indigestion  cough
# sample 6 15 17 14 2
Avg. Conversation Len. 34.4 35.8 40.6 36.5 60
Disease name upper respiratory tract infection  constipation  bronchopneumonia fever diarrhea
# sample 16 3 5 12 10
Avg. Conversation Len. 344 44.5 49.75 344 44.5

ding model in the evaluation stage is mpnet-base-v2
model from Microsoft (Song et al., 2020).

4.2 Diagnosis LLM Performance

Prediction accuracy. To test the disease prediction
accuracy of DocCHA, we compare the diagnosis
result with the ground truth diagnosis result labeled
by professional doctors. We apply two evaluation
metrics: (1) cosine similarity between DocCHA’s
diagnosis embedding and the ground truth diagno-
sis embedding; (2) accuracy based on human la-
bel. The second metric, i.e., the accuracy based on
the human label, is an action for normalization of
DocCHA'’s output. Since there’s no restriction for
DocCHA's diagnosis result, while the ground-truth
labels are categorized into 10 categories, we manu-
ally check if the prediction generated by DocCHA
is correct. For example, based on the patient’s
symptoms, DocCHA might make a diagnosis as
"lactose intolerance", "food poisoning", or a more
detailed diagnosis such as "food poisoning due to
consumption of undercooked soy milk", while the
ground-truth label is "indigestion". In this case,
the human label will mark DocCHA’s diagnosis
as correct. We prompt DocCHA to generate in-
formation request questions for 4 rounds and test
the performance. We also test the performance
when including the whole conversation to make a
diagnosis. The performance is shown in Table 2.
The result shows DocCHA can achieve diagnosis
accuracy of 89.2% after four rounds of additional
information requests, which is only 4.9% inferior
compared with including the whole conversation.
This result uncovers DocCHA'’s diagnosis capabil-
ity. At the same time, there’s a surge in both cosine
similarity and accuracy after DocCHA requests ad-
ditional information from patients (i.e., from the
initial stage to round 1). This phenomenon shows
the effectiveness in DocCHA'’s requesting informa-
tive information from patients.
Confidence score. To analyze the relationship be-
tween DocCHA’s diagnosis confidence and the rich-
ness of information, we calculate DocCHA’s pre-
diction confidence score in each round. To avoid

early stopping for evaluation purposes, we set the
confidence score threshold to 100% so that no in-
formation request will be rejected due to a high
confidence score. The result is shown in Table 3.
From the result, we can see a positive relation
between the information richness and DocCHA’s
confidence score, which aligns with the intuition
that more information can help make a more confi-
dent diagnosis.
Question generation. To test the quality of Doc-
CHA'’s generated information request questions,
we implement the following two steps: (1) Prompt
GPT-4 to extract information in align with Doc-
CHA’s question based on real conversations. When
no information can be matched, the user will reply
"Sorry I didn’t notice that." (2) Compare the sim-
ilarity between the extracted information and the
real conversation information. When comparing
the information similarity, we apply two methods:
(1) Calculate the similarity between the extracted
information and the real conversation. (2) Apply
GPT-4 to extract the key information of the real
conversation first, and then prompt GPT-4 to out-
put the common ratio of the extracted information
and the ground-truth key information. Note that for
evaluation, the knowledge of patients is only from
the existing conversation, while in reality, patients
will react to DocCHA’s information requests ac-
cordingly, thus will be very likely to generate other
valuable information. Examples of DocCHA’s gen-
erated questions are shown in Appendix A.2. The
quality measures results are shown in Table 4.
Case study. In this part, we show a concise ex-
ample of DocCHA'’s interaction with a user in the
diagnosis stage. The answer of the patient is gener-
ated following Question generation. The example
process is shown in Appendix A.5.

4.3 Suggestion Provider LLM Performance

DocCHA also realizes the suggestion provider
LLM module to provide users with personalized
suggestions. To increase the groundness and avoid
rejecting the recommendation requests, DocCHA
applies RAG to extract external knowledge utiliz-



Table 2: Diagnose performance of DocCHA.

Metric Model Initial (baseline) Round1 Round2 Round3 Round4 all info
S Llama3 0.4223 0.4639 0.4811 0.4809 0.5022  0.5746
Cosine similarity
GPT-4 0.4711 0.5057 0.5078 0.4954 0.5312  0.6146
Accuracy Llama3 0.5461 0.6121 0.6613 0.6517 0.7312  0.7793
GPT-4 0.5966 0.6932 0.7708 0.7045 0.8920  0.9310
Table 3: Confidence scores of DocCHA'’s diagnosis.

Model Initial (baseline) Round1 Round2 Round3 Round4 all info

Llama3 0.5389 0.6011 0.6425 0.6574 0.6837  0.7283

GPT4 0.6188 0.6631 0.6778 0.6614 0.7381  0.8216

Table 4: Quality of DocCHA’s proposed questions (by measuring the coverage of extracted patient’s information).

Metric Model Round1 Round2 Round3 Round4
Cosine similaricy  L1ama3 03454 03988 04377 0.4598
Y GPT4 03532  0.4095 04374  0.4640

. Llama3 0.3993 04135 04601  0.4988
Commonratio  'Gpy4 (4068 04233 04580  0.5006

ing Google API, StatPearls, and Wikipedia. Then
it leverages GPT-4 to reformat and reorganize the
external knowledge based on patients’ specific re-
quest queries and output the suggestions to patients.
For Google API, we keep the top 5 search results.
For the external dataset-based approach, we keep
the top 3 similar documents.

Human grade comparison. We prompt GPT-4 to
generate 10 questions from patients’ perspectives
on the aspects of drug recommendation, medical
advice, and precautions given different types of
diseases. The prompt and generated questions are
shown in Appendix A.4. We compare the gen-
erated suggestions of 1) direct prompting GPT-4,
2) Google search API-based suggestion provider,
3) dataset-based suggestion provider, with human-
given scores over aspects of relevance, coherence,
accuracy, and completeness, with each metric range
from O to 5. The detailed criteria is introduced in
Appendix A.6. The result is shown in Table 5.

Table 5: Suggestion Generation Evaluation Results.

Aspects Direct Prompt  Google API  External Datasets
Relevance 2.7 4.6 43
Coherence 3.8 44 4.5
Accuracy 2.6 4.1 4.5

Completeness 24 39 44

From the result, we can see the suggestion
provider’s performance outperforms direct prompt
both with Google search API and with reliable ex-
ternal datasets. The main reason is direct prompts
sometimes generate responses like "Sorry I didn’t
notice that.", which refuses to provide patients with

information. From the comparison between Google
search API-based suggestion provider and external
dataset-based suggestion generator, we can see bet-
ter performance of Google API in the relevance
aspect. This might be because directly searching
information from Google can generate a more rele-
vant output, especially when the question is more
specific, which can hardly find content in medi-
cal datasets with high relatedness. However, the
dataset-based suggestion generator outperforms the
other approaches in accuracy and completeness,
owing to the reliability and detailed information in
professional medical resources.

Case study. The examples of generated sugges-
tions are shown in Appendix A.5.

5 Conclusion

We propose an LLM-augmented interactive online
diagnosis system, DocCHA, that can interact with
patients by generating questions to request addi-
tional information from patients to assist the diag-
nosis performance. This interaction with patients
can prevent patients from missing important infor-
mation, e.g., some complications, or the contact
history with suspicious patients, thus avoiding mis-
diagnosis. Moreover, DocCHA can access external
knowledge to provide patients with detailed and re-
liable medical suggestions that suit patients’ ques-
tions by utilizing the Google search API and ex-
ternal datasets including StatPearls and Wikipedia.
Future research can focus on extending DocCHA
to integrate multi-modality data.



6 Limitations

The question generation module in Diagnosis LLM
has some randomness, which can bring some ran-
domness to the overall diagnosis performance. Be-
sides, the patient’s responses are generated based
on the existing static dataset, which weakens the
quantitative performance of DocCHA. In future
research work, real human-computer interaction
experiments can be done to explore DocCHA’s ca-
pabilities more accurately.
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A Appendix

The supplementary material is structured as fol-
lows:

* Appendix A.1 showcases example dialogues
between doctors and patients in IMCS21
dataset;

* Appendix A.2 shows the prompt and simula-
tion examples of DocCHA'’s information re-
quest questions;

* Appendix A.3 shows the prompt to generate
patient’s synthetic response based on the real
conversation and proposed questions;

* Appendix A.4 shows the simulation prompt
and examples of patient provided questions;
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* Appendix A.5 shows the case study of Doc-
CHA’s diagnosis module and suggestion
provider module’s examples;

* Appendix A.6 introduces the human score cri-
teria for the generated suggestions;

A.1 Example of IMCS21 Conversation

The fragment of conversations in IMCS21 dataset
is shown in Table 6.

Please extract and briefly summarize the information from the
conversation below regarding the proposed question. Output
"Sorry | didn't notice that." if the conversation doesn't include
the information.

Conversation: [conversation]

Question: [question]

Answer the question by filling in the <answer> below, no
explanation needed.

The summarized answer is: <answer>

Figure 5: The prompt for GPT-4 to synthesis patient’s
response based on patient’s personal information and
DocCHA’s information request question.

A patient has been diagnosed with disease [disease name].
Please generate 10 questions that the patient might ask the
doctor based on the disease. The question should include
one or more aspects of medical advice, precautions, and
drug recommendations.

Figure 6: The prompt for GPT-4 to simulate patient’s
potential questions.

A.2 DocCHA Questions Generation

The prompt of DocCHA'’s diagnosis LLM module
is shown in Figure 7.

Examples of DocCHA’s generated questions un-
der each disease type is shown in Table 7

A.3 Patient Synthetic Response Generation

The prompt for patient’s synthetic response genera-
tion is shown in Figure 5.

A.4 Patient Question Generation

The prompt for GPT-4 to generate potential ques-
tions provided by patients is shown in Figure 9.

The synthetic patients’ potential questions gen-
erated by GPT-4 is shown in Table 8.

A.5 Case Study of DocCHA’s Conversation

The example of DocCHA’s diagnose interaction
with patients is shown in Figure 8.

The example of DocCHA’s suggestion provider
module is shown in Figure 9.



Table 6: Fragments of IMCS21 dialogues.

Conversation 1

Initial self-report: My 27-month-old baby has repeated fevers. 38 degrees. Where to take antipyretic medicine?

Conversation:

Doctor: What is the child’s current body temperature?

Patient: 38 degrees.

Doctor: How long has he been taking antipyretic drugs? Do you mean that his hands and feet became cold after taking antipyretic drugs,
or that he had cold hands and feet without taking antipyretic drugs.

Patient: He started taking them the night before yesterday.

Doctor: What is the highest body temperature of this child?

Patient: Before taking the drugs, his hands, feet and buttocks were cold Patient: 38.5 degrees.

Doctor: In addition to fever, are there any other symptoms? For example, runny nose, cough, and diarrhea?

Patient: No.

Doctor: Generally speaking, if the body temperature exceeds 38.5 degrees, give the child antipyretic drugs.

At the current body temperature, give the child more water and use a fever patch. Cold hands and feet may occur during

the rising period of body temperature. It may be much higher than it is now when you measure the body temperature again in a while.
Patient: What should I do if he always has a fever?

Doctor: Has he done a routine blood test?

Patient: No.

Doctor: In this case, the possibility of respiratory infection is very high. The possibility of viral infection is high.

Viral infection usually has a peak period of 3 to 4 days. During the peak period, the child will have repeated fever.

After the peak period, the symptoms will gradually ease. If the child is in a good mental state, oral medication can be used for symptomatic treatment.

Patient: No need to go to the hospital for blood test?

Doctor: A routine blood test should be done.

Patient: Oh.Thank you.

Doctor: You're welcome. What medication are you taking now? In addition to antipyretic drugs, are there any other drugs?
Patient: Cefixime.

Doctor: You should take cold granules and heat-clearing and detoxifying drugs orally.

If the total white blood cell count is not high and there is no indication of bacterial infection, there is no need to take cefixime orally.
You can choose pediatric acetaminophen yellow nanoparticles and pediatric Shuangjin oral liquid or Langin oral liquid.
Patient: Pediatric acetaminophen yellow granules 999? Doctor: Yes. Heat-clearing and detoxifying drugs need to be taken.
Patient: Ok.

Doctor: If his body temperature is still unstable for more than 3 days, you need to go to the hospital for a routine blood test.
Patient: Ok.

Doctor: In addition, you need to observe the child’s mental state. If the mental state is not good, you need to go to the hospital as soon as possible.

Patient: OK, thank you.
Doctor: You're welcome.

Diagnose: Upper respiratory tract infection

Now assume you are a doctor and | am a patient. | will give you some of the basic information
or symptoms and you need to make a diagnosis. To help you make the diagnosis more
confidently, you can request other information from me including the following aspects: (1)
symptoms (including symptom details), (2) basic information, (3) etiology, or (4) existing
examination and treatment from me.

Ask a question that you think can help you most to improve diagnosis confidence.

The initial symptom is: [initial symptom]

Additional information is: [additional information]

Answer the question by filling in the <answer> below, no explanation is needed.
Request information question: <answer>

Predict disease: <answer>

Confidence score: <answer>

Figure 7: The prompt of DocCHA'’s diagnosis LLM module.

A.6 Suggestion Generate LLM Label Criteria * Coherence 1) Syntax: The content should

The score range for each dimension is 0-5, where 0
represents the lowest quality and 5 represents the

highest quality of the given dimension. The scoring abrupt or confusing transitions.

be syntactically well-structured. 2) Logical
Flow: The ideas should flow logically, without

criteria of generated suggestion is as follows: * Accuracy The content should be accurate and
verifiable.
* Relevance 1) Contextual Appropriateness: * Completeness 1) Coverage: The content

The generated content should be contextually
appropriate and align with the input or prompt
provided. 2) Task Alignment: The content
should fulfill the specific task requirements.

11

should comprehensively cover the necessary
points or aspects of the input. 2) Detail: The
level of detail should be appropriate for the
task, neither too vague nor overly detailed.



Table 7: Case study of

questions generated by DocCHA

neonatal jaundice

common cold

1. Does your baby have any other symptoms like yellow skin or eyes,

poor feeding, or lethargy? What treatments has he received in the hospital?
2. Has your child been feeding well and having regular bowel movements?
Are there other symptoms such as changes in skin color, fever, or lethargy?
3. Can you provide more details about the child’s symptoms? For instance,
are there changes in the color of urine or stool?

4. Has the child undergone any tests like a bilirubin test or a

complete blood count (CBC) test?

5. What condition are you being treated for with Yinzhihuang oral

liquid, and have you noticed any other symptoms or changes in your
health since starting the treatment?

1. Could you provide more details about the cough - is it dry or

wet, and is there any phlegm?

2. Has the baby been exposed to any new environments or allergens recently?
3. Does your baby have a fever, cough or difficulty breathing? Has

the baby been exposed to anyone sick recently?

4. Has your baby had a fever or any other symptoms such as coughing,
difficulty breathing, or loss of appetite?

5. Has the baby experienced any changes in behavior, such as irritability,

or loss of appetite? Does the baby have a runny nose or watery eyes?

bronchitis

indigestion

1. Has your child been exposed to any allergens such as dust,

pets, or certain foods? Has there been any weight loss or fatigue?

2. Has your child been vaccinated according to the recommended schedule?
3. Can you provide more details about the medicine your baby has been
taking? Also, has there been any fever, loss of appetite, or changes in
behavior?

4. Could you please provide more detail on the duration of the cough

and the length of time the medication has been administered?

5. Has the baby been exposed to any allergens or environmental

factors such as smoking or dust?

1. Could you please describe the color, consistency and smell of the baby’s stool? Also,
have you noticed any changes in his feeding behavior or weight?
2. Any signs of dehydration like less wet diapers, dry mouth

or crying without tears?

3. Have you noticed any changes in your baby’s feeding habits or
behavior? And could you describe the color and consistency of
the baby’s stool?

4. Can you provide more details about the vomiting? Was there
any other symptoms like fever, abdominal pain, or diarrhea?

5. Has your son been losing weight or failing to gain weight?
Are there any other symptoms such as fever, blood in the vomit?

cough

upper respiratory tract infection

1. Has your child been exposed to any allergens or irritants recently,
such as smoke, dust, or pet dander?

2. Have you noticed any patterns or triggers in the coughing episodes,
such as specific times, activities, or environments where the coughing
gets worse?

3. Has your child been exposed to any allergens or irritants recently
such as smoke, dust, or strong odors?

4. Do you notice if there is a pattern, like does your child’s cough

get worse after certain activities or at certain times of the day?

5. Has your child experienced any recent changes in environment,
exposure to allergens, or triggers for his cough?

1. Can you tell me more about the baby’s appetite, any changes in behavior or activity
level, and if there has been any weight loss?

2. Can you tell me more about the baby’s vaccination history? Have

there been any changes in appetite or behavior?

3. Could you provide more details about the child’s medical history,

including any existing conditions such as asthma or allergies?

4. Has the child been exposed to anyone with a respiratory illness

recently?

5. Has the child had any other tests such as a chest x-ray or an

echocardiogram?

constipation

bronchopneumonia

1. Has your daughter experienced any other symptoms such as

vomiting, constipation, loss of appetite, weight loss, or any discomfort?
2. Does she eat normally? Is there any history of similar issues in

your family?

3. How long has she been having these symptoms? Has she been drinking
enough water?

4. Has your daughter experienced any other symptoms such as abdominal
pain, fatigue, or changes in appetite?

5. Is her bigger stomach associated with any discomfort or pain?

How long has she been having these symptoms?

1. Can you provide detailed information about the blood test results,

and confirm if any additional tests like a chest X-ray or CT scan

have been performed?

2. Could you please provide more details about the cough? For example,
how long has the cough been present? Is it getting worse?

3. Does the baby have difficulty breathing or any other discomfort? Also,
what are the results of any x-rays or tests performed at the hospital?

4. Does the child have any allergy or family history of respiratory
diseases? What is his current weight and height?

5. Can you specify the type of wheezing and any other symptoms such
as shortness of breath, fatigue, or difficulty in feeding?

fever

diarrhea

1. Has the child been eating and drinking normally? Has

there been any recent change in the child’s diet?

2. Has the baby had any vaccinations recently or been exposed to anyone
who is sick? Has the baby been eating, drinking and urinating normally?
3. Can you tell me if the baby has had any changes in appetite or behavior,
such as increased sleepiness, irritability, or loss of interest in usual
activities?

4. Has the baby been exposed to anyone sick recently or been in a new
environment that could expose him to different bacteria?

5. Has your child shown any other symptoms like vomiting, loss of appetite,
or lethargy?

1. Has the baby shown any other symptoms such as fever, vomiting,

or loss of appetite? Has there been any change in the baby’s behavior
or activity level?

2. Has the baby been previously diagnosed with any medical conditions
or allergies that could explain the diarrhea and blood in the stool?

3. Has there been any change in the baby’s feeding habits? How many
times a day does the baby pass stool?

4. Is the baby showing signs of discomfort or distress? Does the baby
have any other symptoms like vomiting, loss of appetite, or weight loss?
5. Has the baby had any fever, vomiting, or signs of dehydration such
as dry mouth, no tears when crying, or fewer wet diapers?

/ initial self-report

\ ([ Round 3: confidence score: 75%, action: information request \

and meningitis. He started a fever in the evening was below 38.5
degrees. Today, he has had an intermittent fever and has been
around 39 degrees. | went to the hospital for a blood test and the
doctor said it was a bacterial infection.

The day before yesterday, my child had vaccinations for hepatitis B

[ Has the baby been exposed to anyone who is currently sick? k

add information

[ Round 1: confidence score: 70%, action: information reques

]

i Sorry | didn’t notice that.

t )

[ Can you provide the detailed result of the blood test?

[ Round 4: confidence score: 85%, action: information request J

\

add information

Can you tell me if the baby has had any changes in appetite or
behavior, such as increased sleepiness, irritability, or loss of

The specific details of the blood routine mentioned are that the
white blood cell count is normal and high, and the neutrophil
count is normal.

interest in usual activities?

’ add information

[ Round 2: confidence score: 75%, action: information request

)

Can you provide more details about the symptoms? For example,
has your child experienced other symptoms such as cough, vomiti
diarrhea, or rash?

4 The baby is not showing any signs of discomfort or distress. ]

ing,

add information

H

&

e has no other mentioned symptoms besides fever. ]

Considering the mentioned symptoms, the most likely
diagnosis could be a post-vaccination fever.

\
N /

/

Figure 8: An example conversation between DocCHA and a patient.
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Table 8: Synthetic patient provided questions generated by GPT-4.

neonatal jaundice

common cold

1. What are the primary causes of neonatal jaundice, and how

can [ tell if my baby’s jaundice is serious?

2. What are the treatment options available for neonatal jaundice, and when
would my baby need phototherapy?

3. How often should I feed my baby to help manage their jaundice, and does
breastfeeding or formula feeding make a difference?

4. Are there any specific signs or symptoms I should watch for that
indicate my baby’s jaundice is worsening and needs immediate medical
attention?

5. How long does neonatal jaundice typically last, and when should I
expect to see improvement in my baby’s condition?

6. Are there any medications or supplements that can help reduce bilirubin
levels in my baby, and are they safe to use?

7. What precautions should I take when caring for a baby with jaundice

at home, and how often should I follow up with the doctor?

8. Is it safe to expose my baby to sunlight as a form of treatment, and

if so, for how long and how often?

9. Could neonatal jaundice have any long-term effects on my baby’s health
or development, and what steps can I take to prevent complications?

10. Are there any underlying conditions that could be causing my baby’s
jaundice, and should any additional tests be performed to rule them out?

1. What over-the-counter medications can I take

to relieve my symptoms?

2. Are there any specific home remedies or natural treatments you
recommend for the common cold?

3. How can I prevent the spread of my cold to family members and
coworkers? 4. Is it safe to take decongestants or antihistamines while on my
current medications?

5. What are the best ways to boost my immune system to recover

more quickly?

6. When should I seek medical attention if my symptoms worsen or do
not improve?

7. Are there any foods or drinks I should avoid while I have a cold?

8. How can I differentiate between a common cold and something more
serious, like the flu or a sinus infection?

9. Is it okay to continue exercising while I have a cold, or should I

rest until I feel better?

10. Can you recommend any specific precautions to take to avoid catching
colds in the future?

bronchitis

indigestion

1. What medications are most effective for treating bronchitis,

and do I need antibiotics?

2. Are there any over-the-counter medications or home remedies that can
help relieve my symptoms?

3. What lifestyle changes or precautions should I take to manage my
bronchitis and prevent it from worsening?

4. How long does bronchitis usually last, and when can I expect to start
feeling better?

5. Is it safe for me to continue exercising while I have bronchitis, or
should I rest until my symptoms improve?

6. Can you recommend any specific breathing exercises or techniques to help
clear my airways?

7. What are the warning signs that my bronchitis is turning into pneumonia
or another serious condition?

8. Are there any foods or beverages I should avoid to help manage my
bronchitis symptoms?

9. How can I prevent future episodes of bronchitis, especially if I am

prone to respiratory infections?

10. Should I get a flu shot or pneumonia vaccine to reduce my risk

of complications from bronchitis?

1. What medications are most effective for treating indigestion, and are
there any over-the-counter options I should consider?

2. Are there any specific foods or drinks I should avoid to help prevent
or reduce indigestion?

3. What lifestyle changes can I make to manage my indigestion symptoms
more effectively?

4. Is it safe for me to take antacids regularly, or are there potential

side effects I should be aware of?

5. Are there any natural remedies or dietary supplements that can help
with indigestion?

6. How can I tell if my indigestion is a symptom of a more serious
condition, such as an ulcer or GERD?

7. What are the best practices for eating habits and meal timing to
minimize indigestion?

8. Can stress or anxiety contribute to my indigestion, and if so, what
stress-management techniques would you recommend?

9. Should I avoid lying down or going to bed immediately after eating to
prevent indigestion?

10. Are there any specific exercises or physical activities that can help
alleviate or worsen my indigestion symptoms?

cough

upper respiratory tract infection

‘What is the underlying cause of my cough?

‘What over-the-counter medications do you recommend?

Should I take prescription medications for my cough?

Are there any home remedies that can help alleviate my cough?

‘What lifestyle changes can I make to help reduce my cough?

When should I be concerned about my cough and seek further medical attention?
How can I prevent spreading my cough to others?

Can my cough be related to other conditions such as asthma or GERD?
Are there any specific foods or drinks I should avoid or consume to
help with my cough?

10. Should I get any tests to diagnose the cause of my cough?

WRONANR WD~

1. Can you explain what likely caused my infection, and is it

viral or bacterial?

2. What is the usual duration of symptoms for this type of infection, and
when can I expect to start feeling better

3. Will antibiotics help treat my infection, or is it likely to resolve

on its own?

4. Can you recommend any specific over-the-counter medications, such as
decongestants or pain relievers, to help alleviate my symptoms?

5. What precautions should I take to avoid spreading the infection to family
members, friends, or coworkers?

6. Are there any home remedies, like saltwater gargles or steam inhalation,
that can help relieve congestion or sore throat?

7. Are there warning signs that my infection might be getting worse or
could lead to a complication?

8. Is there anything I can do to strengthen my immune system and prevent
future infections?

9. Are there any specific foods or drinks I should avoid while I have this
upper respiratory infection?

10. Is there a possibility that my upper respiratory infection could develop
into something more serious?

constipation

bronchopneumonia

1. What could be causing my constipation, and how can I prevent it from
happening again?

2. Should I change my diet to help alleviate constipation?

3. Are there over-the-counter medications or supplements that could help
relieve my constipation?

4. Could my current medications be contributing to my constipation?

5. How much water should I be drinking each day to help with constipation?
6. Are there exercises or physical activities that could help stimulate bowel
movements?

7. When should I consider seeking medical attention if my constipation persists?
8. Are there any natural remedies or home treatments I can try to relieve
constipation?

9. Could stress or anxiety be contributing to my constipation?

10. What lifestyle changes can I make to promote regular bowel

movements in the long term?

1. What exactly is bronchopneumonia, and how does it differ from other

types of pneumonia?

2. What are the common symptoms of bronchopneumonia, and how long will they
typically last?

3. What are the treatment options available for bronchopneumonia?

4. Are there any specific precautions I should take to prevent spreading

the infection to others?

5. Are there any over-the-counter medications or home remedies that can help?
6. What are the potential complications of bronchopneumonia, and how

likely are they to occur in my case?

7. Will I need any follow-up appointments or tests to monitor my recovery
from bronchopneumonia?

8. Could bronchopneumonia recur in the future, and are there steps I can

take to prevent it?

9. How can I support my immune system to recover from bronchopneumonia
faster?

10. Are there any warning signs that would indicate I need urgent medical
attention?

fever

diarrhea

1. How do I tell if it’s a bacterial infection? Should I go

get a test?

2. What temperature should I consider high enough to be concerned about?
3. What are the possible complications of having a fever?

4. What are the best methods to lower my fever at home?

5. Are there any dietary changes or fluids I should focus on while I

have a fever?

6. Are there any medications I should avoid while I have a fever?

7. What steps can I take to prevent spreading my illness to others if I

have a fever?

8. Are there specific signs or symptoms I should be aware of that could
indicate my condition is worsening?

9. What symptoms or signs should prompt me to seek urgent medical care
for my fever?

10. What is happening in my body when I have a fever?

How does it impact my immune system?

1. Can you help me understand the underlying cause of my diarrhea?
Are there specific tests we should consider?

2. Are there specific foods or drinks I should avoid or include in my
diet to help manage my diarrhea?

3. What steps should I take to stay hydrated? Are oral rehydration
solutions like Pedialyte recommended?

4. Are there anti-diarrheal medications or other treatments I can

use to help reduce the frequency of my stools?

5. What symptoms or signs indicate that my diarrhea may be severe
enough to require medical intervention?

6. What is the typical duration of diarrhea? When should I expect to

see improvement in my symptoms?

7. Should I be concerned that my diarrhea might indicate a more serious
illness? Are there red flags to watch for?

8. Are there any lifestyle changes I can make to help prevent future
episodes of diarrhea?

9. What are the potential complications of severe or prolonged diarrhea?
10. How long is it normal for diarrhea to last?
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/request suggestion

4{ How do | tell if it's a bacterial infection? Should | go get a test? ]—> Patient question detected

[ action: retrieve recommendations

Direct response by GPT-4

[ I'm a language model Al developed by OpenAl and I'm not a doctor, but | can suggest that you should consult with a pediatrician.

Google search API-based RAG result

Common Signs of Bacterial Infection: 1) Persistent high fever. Symptoms such as abdominal pain, persistent vomiting, or rash. 2)
Clinical signs like leukopenia, thrombocytopenia, or elevated liver enzymes.

You should have a test if 1) you have severe or persistent symptoms, 2) recent exposure to infections, or a concerning fever pattern.
Tests to Consider: 1) Blood tests for specific infections, 2) rapid antigen detection, 3) PCR, or 4) serology.

Nl

Dataset-based RAG result

ﬂaw to Tell if It's a Bacterial Infection: 1) Severity and Duration: If the fever persists for more than a few days or worsens, it may
indicate a bacterial infection. 2) Accompanying Symptoms: Look for symptoms such as severe pain, persistent vomiting, rash, or
breathing difficulties. 3) Specific Patterns: Continuous fever (temperature remains above normal and does not fluctuate much) is
often associated with bacterial infections like pneumonia, typhoid, or tuberculosis. 4) Response to Medication: If fever does not
respond to antipyretics like ibuprofen or acetaminophen, it could indicate a bacterial cause. 5) White Blood Cell Count: Elevated
white blood cell count can be a sign of a bacterial infection.
Should You Get a Test? Yes, consider testing if: 1) Fever persists for more than a few days. 2) You experience severe symptoms or
worsening condition. 3) You have been exposed to others with bacterial infections. 4) You have a weakened immune system or
other underlying health issues.
Tests to Consider: 1) Blood Tests: To check for elevated white blood cells or specific markers of bacterial infection. 2) Urine Tests:
To rule out urinary tract infections. 3) Throat Swabs: For suspected strep throat or respiratory infections. 4) Chest X-ray: If
neumonia is suspected. 5) Cultures: Blood, urine, or other fluids to identify bacterial pathogens.

P
%ek medical advice to determine the appropriate tests based on your symptoms and medical history.

Figure 9: Examples of DocCHA provided suggestions based on Google search API or external datasets.

\
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