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Abstract

Incorporating external knowledge into large
language models (LLMs) has emerged as a
promising approach to mitigate outdated knowl-
edge and hallucination in LLMs. However,
external knowledge is often imperfect. In addi-
tion to useful knowledge, external knowledge
is rich in irrelevant or misinformation in the
context that can impair the reliability of LLM re-
sponses. This paper focuses on LLMs’ preferred
external knowledge in imperfect contexts when
handling multi-hop QA. Inspired by criminal
procedural law’s Chain of Evidence (CoE), we
characterize that knowledge preferred by LLMs
should maintain both relevance to the question
and mutual support among knowledge pieces.
Accordingly, we propose an automated CoE
discrimination approach and evaluate LLMs’
effectiveness, faithfulness and robustness with
CoE, including its application in the knowledge-
intensive task. Tests on five LLMs show CoE
improves generation accuracy, answer faithful-
ness, robustness to knowledge conflicts, and
performance in a knowledge-intensive task.

1 Introduction

The parameterized knowledge acquired by large
language models (LLMs) through pre-training at
a specific point in time becomes outdated with
the knowledge evolution or produces hallucination
(Achiam et al., 2023; Touvron et al., 2023a; Anil
et al., 2023). Incorporating external knowledge
into LLM has emerged as an effective approach
to mitigate this problem (Tu et al., 2024; Zhao
et al., 2024). In this context, properties such as the
accuracy and reliability of external knowledge are
critical for LLMs to provide accurate answers.
However, external knowledge is often imperfect.
In addition to useful knowledge that users expect
LLMs to follow (as shown in Figure 1), the con-
text typically contains two types of noise (Chen
etal., 2024; Zou et al., 2024): 1) Irrelevant informa-
tion, despite showing textual similarities with the

/O Question: The oberoi family is part of a hotel company ™\
< ?that has a head office in what city?

Ground Truth: Delhi {00} LLM Output: Bangalore X

Imperfect External Knowledge:

Our story wrote its early chapters of luxury
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Figure 1: Example of imperfect external knowledge.

question, cannot support the correct answer (Chen
et al., 2024; Xiang et al., 2024); 2) Misinformation,
which can confuse LLMs and lead to incorrect
answers (Liu et al., 2024). Especially when deal-
ing with complex scenarios like multi-hop QA, the
acquisition of such noise is inevitable due to lim-
itations of retrievers or quality deficiencies in the
specialized knowledge corpus (Wang et al., 2024;
Shao et al., 2024; Dai et al., 2024; Tang and Yang,
2024). This hinders LLMs from effectively utiliz-
ing useful knowledge within external knowledge
and leads to incorrect answers.

To this end, many studies focus on investigat-
ing the external knowledge preferences of LLMs
in imperfect context (such as confirmation bias,
completeness bias, coherent bias, etc.) (Xie et al.,
2023; Zhang et al., 2024); or on approaches such
as reranking or retrieval to prioritize knowledge
with high relevance (Asai et al., 2023; Dong et al.,
2024). However, previous studies have mainly the
following two deficiencies: 1) They focus on quali-
tative findings and lack automated discrimination
given external knowledge, such as it is promising
to determine whether external knowledge meets the
completeness criteria in completeness bias (Zhang



et al., 2024); 2) They focus on single-hop QA,
where a single piece of knowledge can cover all
the necessary elements for QA, and whether the
findings hold in complex scenarios is unclear.

In our study, we focus on characterizing what
external knowledge is more capable of resisting the
surrounding noise and guiding LLMs for better gen-
eration. Inspired by the Chain of Evidence (CoE)
theory in criminal procedural law (Murphy, 2013),
which requires case-decisive evidence to demon-
strate both relevance (pertaining to the case) and in-
terconnectivity (evidence mutually supporting each
other) in judicial decisions. Analogously to the
scenario where LLMs rely on external knowledge
for QA, we consider that the preferred knowledge
should show relevance to the question (relevance)
and mutual support and complementarity among
knowledge pieces in addressing the question (in-
terconnectivity). Based on the principle, we first
characterize what knowledge can be considered
CoE and propose a discrimination approach to
determine whether the given external knowledge
contains CoE. After that, we investigate the LLMSs’
preference towards CoE from four aspects below.

 Effectiveness where we investigate whether
LLMs perform better when external knowl-
edge contains CoE compared to the situation
where it contains relevant information but does
not constitute a CoE.

* Faithfulness where we extremely set the
CoE’s answer to be incorrect and observe
LLMs’ adherence even when the CoE con-
tains factual errors.

* Robustness where we explore whether CoE
can help improve the resistance of LLM to ex-
ternal knowledge occupied by misinformation
which results in the knowledge conflicting.

* Usability where we select a knowledge-
intensive task, specifically multi-hop question
answering, and design a CoE-guided retrieval
strategy to explore the effectiveness.

Using HotpotQA (Yang et al., 2018) and 2Wiki-
MultihopQA (Ho et al., 2020) as sources, we con-
structed 1,336 multi-hop QA pairs and the corre-
sponding CoE based on the proposed CoE discrimi-
nation approach. By applying perturbations to CoE,
we also build Non-CoE samples (that is, knowledge
lacking the necessary relevance or interconnectivity

to establish CoE) for each QA pair. Subsequently,
we conducted a comprehensive evaluation in five
state-of-the-art LLMs (GPT-3.5 (OpenAl, 2022),
GPT-4 (Achiam et al., 2023), LLama2-13B (Tou-
vron et al., 2023b), LLama3-70B (Touvron et al.,
2023a), and Qwen2.5-32B (Qwen Team, 2024) and
obtain the following main findings.

» External knowledge equipped with CoE can
more effectively (than Non-CoE) help LLMs
generate correct answers in context rich with
irrelevant information.

* LLMs exhibit higher faithfulness to the answer
implicated in CoE (than Non-CoE), even when
CoE contains factual errors.

* LLMs exhibit higher robustness against knowl-
edge conflict (than Non-CoE) if the external
knowledge is equipped with CoE.

* The CoE-guided retrieval strategy can effec-
tively improve LLM’s accuracy in knowledge-
intensive task.

The above findings could provide insights for
future research in designing the retrieval process
and assessing the quality of external knowledge
with the proposed CoE discrimination approach.
Furthermore, the content safety of CoE should also
be a concern considering the faithfulness, as ad-
versaries can also exploit CoE to generate targeted
manipulations. The reproduction package is avail-
able at: https://anonymous.4open.science/r/
ScopeCOE-78D3.

2 Related Work

In imperfect knowledge augmentation, there is grow-
ing interest in understanding LLMs’ knowledge pref-
erences, especially in contexts involving conflicts
between external and internal knowledge, as well
as contradictions within internal knowledge (Xie
et al., 2023; Kasai et al., 2023; Tan et al., 2024; Jin
et al., 2024; Xu et al., 2024b,a).

Xie et al. (2023) demonstrated LLMs’ bias to-
wards coherent knowledge, revealing that LLMs
are highly receptive to external knowledge when
presented coherently, even when it conflicts with
their parametric knowledge. Jin et al. (2024) found
that LLMs demonstrate confirmation bias, man-
ifested as their inclination to choose knowledge
consistent with their internal memory, regardless
of whether it is correct or incorrect. Chen et al.
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(2022) demonstrated LLMs’ preference for highly
relevant knowledge by manipulating retrieved snip-
pets based on attention scores, showing that LLMs
prioritize knowledge with greater relevance to ques-
tions. Zhang et al. (2024) found LLMs perform
better when given complete external knowledge,
showing completeness bias.

Although existing studies have documented
LLMs’ knowledge preferences, there exists a sig-
nificant gap in understanding and measuring the
essential features that govern these preferences, es-
pecially in complex scenarios like multi-hop QA.
To this end, we manage to characterize and dis-
criminate external knowledge that can help LLMs
generate correct responses.

3 CoE Discrimination Approach

3.1 CoE Characterization

Drawing from the law of criminal procedure, ju-
dicial decisions in cases require the formation of
a Chain of Evidence (CoE) through evidence col-
lection (Edmond and Roach, 2011; Murphy, 2013).
Such evidence must demonstrate two properties:
relevance (pertaining to the case) and interconnec-
tivity (evidence mutually supporting each other).
We analogize judicial decisions to the scenario in
which LLMs identify correct answers from external
knowledge in response to input questions.

Is EK oriented towards state location|
of business intent?
Does EK contain Evidence
Nodes drug stores, CEO, Warren

Bryant that bridge the user question
to the final answer?

User Question: Which
state does the drug stores, @
of which the CEO is Warren
Bryant, are located?
Answer: Hawaii I:>
Intent: @
State location of business

Evidence Nodes:
drug stores, CEO, Warren

Bryant
Evidence Relations:
1) have (drug stores, CEO)

2) is (CEO, Warren Bryant)

External Knowledge(EK):
Warren Bryant was the
CEO of Longs Drugs Store
Corporation out of
California prior to the retail
chain's acquisition by
CVS/Caremark. Longs
Drugs is an American chain
with approximately 40 drug
stores throughout the state
of Hawaii.

Does EK contain Evidence

Relations between different

entities have (drug stores, CEO) and |:‘> (@ External Knowledge
is (CEO, Warren Bryant)? °  constructs CoE

Figure 2: Example of CoE and the CoE features.

We assume that LL.Ms prefer external knowledge
forming CoE, and characterize three features based
on CoE’s required two properties.

* Intent is a noun or noun phrase that describes
the final answer a user intends to solve through
the question, and it aims to align the purpose
of the user’s question with the ultimate facts
derived from external knowledge.

* Evidence Nodes are the key entities within
the external knowledge, corresponding to the
essential knowledge elements to reason from a
user question to the final answer. It ensures the

consistency between external knowledge and
the user question from the entity perspective.

* Evidence Relations are logical predicates
within external knowledge, indicating the se-
mantic associations between each pair of evi-
dence nodes. It is used to verify whether the
implicit semantic connections between entities
in external knowledge are consistent with the
inherent logic in the user question.

Taking Figure 2 as an example, intent specifies
“state location of business” as the user question goal,
indicating the user wants to find the state where the
business operates. Evidence nodes are the key enti-
ties extracted from user question, i.e., “drug stores”,
“CEQ”, and “Warren Bryant”. These nodes serve
as bridges to connect the question with external
knowledge about “Longs Drugs Store Corporation”.
Evidence relations show how these entities are
linked, with “have” connecting “drug stores” to
“CEQ”, and “is” linking “CEQO” to “Warren Bryant”.
The effectiveness of CoE stems from the synergistic
interaction of these three features. The integra-
tion of all three features creates a comprehensive
evidence chain that forms a complete knowledge
structure tailored to the specific question.

3.2 CoE Discrimination Approach

Based on the characterized features, we design an
approach to discriminate whether external knowl-
edge qualifies as CoE, as illustrated in Figure 5.
First, for each question, we perform information
extraction to extract its inherent intent, evidence
nodes, and evidence relations. Based on GPT-4o,
we adopt the prompt used in the previous study (Li
et al., 2023) and enhance it by few-shot learning
(adding 5 extra input-output samples) to help LLM
achieve better extraction performance. Appendix
G shows the template for the extraction prompt.
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Figure 3: The overview of CoE discrimination approach.

Second, for external knowledge, the pipeline
discriminates whether it contains CoE. Specifically,



the approach leverages GPT-4o to discriminate the
presence of intent, evidence nodes, and evidence
relations within external knowledge. As for intent,
analogous to the textual entailment task, LLMs
treat external knowledge as a premise and intent
as a hypothesis, reasoning whether the hypothesis
holds based on the given premise. For evidence
nodes, the LLM identifies phrases contained in
external knowledge that are semantically similar
with evidence nodes. For evidence relations, the
LLM employs its logical reasoning capabilities to
identify and establish connections between evidence
nodes. External knowledge is discriminated as CoE
exists if all extracted features is present, and as
CoE does not exist if any feature is missing. The
prompts for feature discrimination are provided in
the Appendix H.

4 Subject Dataset and LLMs

4.1 CoE Sample Construction

We selected two commonly used multihop QA
datasets, HotpotQA and 2WikiMultihopQA as the
sample sources. In the two datasets, each sample
consists of a question, an answer, and support-
ing knowledge to derive the answer to each ques-
tion. Given the nature of multi-hop QA, supporting
knowledge typically contains multiple knowledge
pieces!. Since this knowledge bridges questions to
answers, it likely exhibits CoE features. Therefore,
we consider it as a candidate CoE for each QA pair.

Referring to the sample size in previous stud-
ies (Jin et al., 2024; Chen et al., 2024), we ran-
domly sampled 1,000 instances from each dataset
and applied the CoE discrimination approach to
check whether candidates contain CoEs. Finally,
we obtained 676 and 660 samples that contain CoE
from candidates, with an average of 4.0 and 3.4
knowledge pieces for two datasets, respectively
(details in Table 1).

Table 1: The details of the subject dataset with CoE and
two types of Non-CoE.

Dataset Type \ Sample Num Knowledge Piece Num

CoE 676 4.0

HotpotQA SenP 676 2.1
WordP 676 4.0

CoE 660 34

2WikiMultihopQA SenP 660 1.9
WordP 660 34

A knowledge piece refers to a complete sentence

CoE: The Oberoi Group's main headquarters is
located at 7, Sham Nath Marg Delhi, 110054 IN.
This hotel company has employees across 6
continents, including AsiaAfricaNorth

SenP: The Oberoi Group's A i

main headquarters is located at 7,

Sham Nath Marg Delhi, 110054 IN.
[m]

e
WordP: The Oberoi Group's main headquarters is
located at 7, Sham Nath Marg Delhi, 110054 IN.
This business organization has employees across 6
continents, including AsiaAfricaNorth

Figure 4: Examples of CoE and two types of Non-CoE.

4.2 Non-CoE Sample Construction

Based on the CoE samples, we construct Non-CoE
samples where knowledge pieces fail to satisfy
either the relevance or interconnectivity property of
CoE. During the process, two strategies are utilized.

Sentence-Level Perturbation (SenP). For multi-
hop QA, we simulate incomplete knowledge scenar-
ios by removing knowledge pieces from CoE. We
segment CoE into sentences and identify candidates
containing question-mentioned evidence nodes (ex-
cluding answer nodes). We iteratively remove these
candidates until CoE discrimination confirms the
remaining knowledge no longer contains complete
CoE. Figure 4 shows this sentence-level perturba-
tion process.

Word-Level Perturbation (WordP). We create
Non-CoE by replacing specific evidence nodes with
their GPT-40 generated higher-level expressions
(e.g., replacing "hotel company" with "business
organization"), maintaining more original infor-
mation compared to sentence removal. Figure 4
demonstrates this word-level perturbation approach.

4.3 Studied LLMs

For the following experimantal evaluation, we in-
troduce two closed-source LLMs (GPT-3.5, GPT-
4) and three open-source LLMs (LLama2-13B,
LLama3-70B, and Qwen2.5-32B). All subsequent
experiments are evaluated across these LLMs.

5 Effectiveness Assessment

Starting from the constructed CoE and Non-CoE
samples, we inject additional irrelevant pieces into
their contexts and investigate whether CoE can



Table 2: LLMs’ Accuracy (ACC) on CoE and Non-CoE.

Irrelovant HotpotQA 2WikiMultihopQA
Model . Non-CoE Non-CoE

Proport — Non-CoE

roportion) CoE —c 5 WoraP. C°F ~SenP WordP

0 [91.9% 77.9% 79.1%" 97.4% 74.1%" 835%"

GPTAS 025 |903% 75.6%" 77.5%" 96.9% 682%" 8120

3. 05 |89.9% 73.1%" 754%" 96.5% 66.4%" 82.6%"

075  |88.9% 65.7%" T45%" 95.4% 584%" 70.8%"

0 [93.5% 834% 864% 93.7% 67.7%" 79.4%"

— 025 |93.4% 823%" 864%" 94.0% 70.9%" 80.1%"

0.5 |91.8% 82.0%" 865% 95.4% 71.5%" 77.3%"

075 |912% 80.1%" 838%" 95.9% 64.9%" 74 49%"

0 [89.9% 87.1% 88.8% 96.5% 953% 933%

Lamai3p 025 |87.9% 8429 8520  959% 937" 91.9%"

05 |864% 82.8%" 84.0%" 93.8% 91.2%" 90.0%"

0.75  |85.8% 79.5%" 82.0%" 90.9% 86.6%" 86.3%"

0 [925% 76.8% 74.5% 95.7% 79.5% 733%"

Lamasaop 025 [929% 74.1%° T6.1%"  937% 8039 71.4%"

3 05 |9L1% 72.69%" 76.8%" 95.9% 76.7%" 69.6%"

075 |90.5% 69.8%" 683%" 93.1% 723%" 67.3%"

0 [87.8% 71.3% 75.7%" 90.7% 53.1%" 67.0%"

owenzsap 025 [872% 386% 649%  913% 20.5% 494%"

' 05 |86.1% 37.7%" 64.3%" 92.1% 27.8%" 47.5%"

075 |88.0% 373%" 5720 91.9% 2220 45.9%"

* indicates statistical significance compared to CoE (p < 0.05)

better help LLMs generate correct answers under
external information rich with irrelevant noise.

5.1 Experimental Setup

For each sample <Question, Answer, CoE, SenP,
WordP>, we collect irrelevant information by
searching Google with evidence nodes from the
Question using the template “Please introduce the
background of [evidence node]”. This ensures re-
trieved content is lexically similar but semantically
irrelevant. We then inject this irrelevant information
into “CoE”, “SenP”, and “WordP” at four different
ratios (0.25 intervals) based on character length. Fi-
nally, we input the “Question” with “CoE”, “SenP”,
and “WordP” to the LLMs for evaluation.

For each sample, we evaluate the consistency
between LLM outputs and ground truth “Answer”
using GPT-4o as the judge, following the evaluation
method in Adlakha et al. (2024). We calculate the
accuracy (ACC) for each LLM across three groups
(“CoE”, “SenP”, “WordP”).

5.2 Results and Findings

Table 2 shows the response accuracy of LLMs using
CoE and two types of Non-CoE under different
proportions of irrelevant information. The main
findings and supporting results are illustrated below.

Finding-1: External knowledge equipped with
CoE can help LLMs generate correct answers
more effectively than Non-CoE. Generally, experi-
mental results show that CoE achieves an average ac-
curacy of 92.0% across five LLMs and two datasets,
outperforming Non-CoE variants SenP and WordP
by 22.5% and 16.3%, respectively. Moreover,

compared to CoE, we conducted Mann-Whitney
tests (Mann and Whitney, 1947) on all experiment
groups. The results of the hypothesis test show that
the improvement in CoE across all types of Non-
CoE is statistically significant (significant level is
0.05).

Finding-2: LLMs exhibit greater resistance
if CoE exists in external knowledge as the pro-
portion of irrelevant information increases. As
the proportion of irrelevant increases from 0% to
75%, the ACC of LLMs with CoE only decreases
by 1.8%, while the ACC decreases by 12.9% and
9.0% under the Non-CoE variants SenP and WordP,
respectively. WordP outperforms SenP in Non-CoE
scenarios with higher accuracy and better resilience
toirrelevant information. The superior performance
of WordP’s richer content suggests that information
density benefits LLM QA capabilities. Yet CoE still
achieves better results than WordP despite similar
information content, emphasizing the importance
of complete evidence chains.

A B

6 Faithfulness Assessment

Based on the effectiveness assessment, we investi-
gate a more challenging scenario, where the CoE
contains factual errors, to determine whether LLMs
can still exhibit a certain degree of faithfulness
and produce answers consistent with the incorrect
answer in CoE.

6.1 Experimental Setup

For the five-element tuple (<Question, Answer,
CoE, SenP, WordP>), we respectively substitute
the correct answers in “CoE”, “SenP”” and “WordP”
with the incorrect ones to simulate the relevant
knowledge contains the factual errors. To maintain
textual coherence after the answer substitution, we
construct incorrect answers that match the original



Table 3: LLMs’ Following Rate (FR) on CoE and Non-
CoE.

HotpotQA 2WikiMultihopQA
Irrelevant
Model . Non-CoE Non-CoE
P t __NOn-ROL
roportion - Cok SenP WordP CoE SenP WordP
0 86.1% 75.6%" 83.1%* 85.0% 58.5%" 57.4%*
GPT-3.5 0.25 85.8% 76.0%"* 79.1%* 86.5% 53.8%" 52.4%*
0.5 84.7% 72.2%* 77.8%" 84.2% 50.0%* 48.8%*
0.75 78.4% 72.0%"* 73.7%* 83.3% 45.2%* 44.9%*
0 86.5% 52.2%" 59.0%* 85.4% 68.8%" 76.2%*
GPT-4 0.25 85.5% 50.5%* 58.9%" 87.2% 67.0%" 73.2%"
0.5 84.0% 46.8%* 52.7%" 90.6% 65.2%" 76.8%*
0.75 78.2% 43.2%" 50.5%* 92.7% 62.3%* 75.1%*
0 78.2% 76.9%" 72.9%* 91.5% 89.8%" 88.6%*
Llama2-13B 0.25 771% 74.1%* 67.3%" 89.8% 87.5%" 86.3%"
0.5 71.6% 70.0%"* 67.5%* 89.1% 86.8%" 85.1%*
0.75 69.1% 64.5%" 64.8%* 84.1% 81.6%" 82.1%*
0 82.8% 76.9%"* 72.8%* 89.7% 77.1%" 72.1%*
Llama3-70B 0.25 81.6% 75.1%* 71.9%* 89.5% 72.1%* 70.4%*
0.5 78.0% 71.7%" 68.0%* 88.9% 69.4%" 66.5%*
0.75 78.2% 62.9%* 64.1%" 89.8% 51.4%* 53.7%*
0 90.6% 68.9%* 79.1%* 93.7% 43.5%" 65.8%*
Qwen2.5-32B 0.25 87.7% 67.3%" 80.0%* 93.6% 47.2%* 67.3%"
wenz. 0.5 86.3% 64.1%" 76.5%* 93.1% 47.0%" 68.6%*
0.75 85.8% 62.9%* 74.2%* 94.0% 46.5%" 65.6%*

* indicates statistical significance compared to CoE (p < 0.05)

in both type and format. We generate incorrect an-
swers by replacing evidence nodes with those of the
same type (e.g., "United States" to "Canada") and
format (e.g., dates), using GPT-4 for answer type
classification. Manual inspection confirms 100.0%
type and format consistency between generated and
correct answers. The detailed prompt design is
provided in Appendix L.

To investigate LLMs’ faithfulness with CoE un-
der imperfect external knowledge, we progressively
add irrelevant information to the external knowl-
edge. The specific process follows the same proce-
dure as described in Section 5.1. As for the evalua-
tion metric, we use Following Rate (FR), defined
as the proportion of all the LLM outputs consistent
with incorrect answers contained in “CoE”, “SenP”
or “WordP” respectively. Following the previous
study Adlakha et al. (2024), GPT-4o is used to
evaluate consistency.

6.2 Results and Findings

Table 3 shows the FR of LLMs with external knowl-
edge under CoE and two types of Non-CoE con-
taining incorrect answers. The main findings and
supporting results are illustrated in the following.

Finding-3: LLMs exhibit significant faithful-
ness to the answer supported by CoE although
it contains factual errors. The results show that
under CoE, the average FR reaches 85.4%, which
is 20.6% and 16.2% higher than the SenP and
WordP types under Non-CoE respectively. More-
over, Mann-Whitney tests confirmed statistically

significant improvements of CoE over all Non-CoE
groups (p < 0.05).

Finding-4: LLMs following CoE demonstrate
higher stability against irrelevant noise varia-
tions when handling factual errors, compared
to Non-CoE. As irrelevant information in external
knowledge increases from 0% to 75%, the FR of
LLMs with CoE decreases by 3.6%, while the FR
drops by 9.7% and 7.9% under Non-CoE variants
SenP and WordP, respectively.

Beyond the main findings, LLMs show 6.6%
lower FR when handling incorrect CoE versus
correct CoE (Table 2), suggesting their parametric
knowledge helps detect and correct some factual
errors.

A

7 Robustness Assessment

We make the knowledge conflicts by injecting the
misinformation in the context of CoE and Non-CoE.
Robustness explores whether CoE can help LLMs
more effectively resist the conflict and produce the
correct answers.

7.1 Experimental Setup

We generate misinformation that contains factual
errors and conflicts with CoE/Non-CoE knowledge
using two strategies: (1) replacing correct answers
with incorrect ones in CoE sentences, and (2) us-
ing GPT-40 to generate multiple incorrect answer
expressions, following previous work (Chen et al.;
Zhou et al., 2023; Jin et al., 2024).

To investigate how CoE affects LLM perfor-
mance as the proportion of misinformation in-
creases, we continuously increase the proportion of
misinformation and inject it into the context of CoE
and Non-CoE respectively. After injection, since
there are both correct and incorrect statements of
the same subject within the external knowledge,
leading to the knowledge conflict. Then, we send
questions and conflicting external knowledge to the
LLMs and assess their performance using ACC.

7.2 Results and Findings

Table 4 shows LLMs’ response accuracy (ACC)
after adding misinformation to CoE and two types



Table 4: LLMs’ Accuracy (ACC) with CoE and Non-
CoE surrounded by misinformation.

- . HotpotQA 2WikiMultihopQA

Model Mg}gﬁ%%ﬂg"" CoE Non-CoE CoE Non-CoE
o SenP  WordP o SenP  WordP
0 91.9% 77.9%* 79.1%* 97.4% 74.1%"* 83.5%"
GPT3.5 0.25 81.8% 62.5%"* 640%»* 85.3% 40.6%* 63.8%*
' 0.5 82.0% 63.0%* 65.7%* 65.5% 43.4%"* 52.3%"
0.75 75.7% 58.9%* 60.8%* 55.5% 29.8%* 30.4%"
0 93.5% 83.4%* 86.4%* 93.7% 67.7%* 79.4%"*
GPT-4 0.25 95.3% 89.7%* 89.9%* 96.5% 86.0%* 91.9%*
0.5 90.7% 84.6%* 87.4%"* 90.7% 78.3%"* 84.2%"
0.75 86.6% 75.2%* 78.1%* 85.0% 60.7%"* 69.4%*
0 89.9% 87.1%* 88.8%* 96.5% 95.3%* 93.3%*
Llama2-13B 0.25 74.8% 70.6%* 67.6%* 78.5% 73.9%"* 67.7%"
- 0.5 63.5% 59.2%* 56.5%* 57.9% 52.0%* 52.7%*
0.75 57.0% 42.1%* 44.9%* 49.7% 34.9%* 41.8%"
0 92.5% 76.8%* 74.5%" 95.7% 79.5%"* 73.3%"
Llama3-70B 0.25 87.4% 71.3%* 67.3%"* 93.1% 72.6%* 61.2%"*
0.5 82.1% 64.8%* 62.5%"* 88.3% 64.1%"* 55.8%"
0.75 84.0% 59.7%* 57.6%"* 85.6% 56.5%"* 52.4%"*
0 87.8% 71.3%* 75.7%* 90.7% 53.1%* 67.0%"
Qwen2.5-32B 0.25 95.1% 79.5%* 83.4%* 97.4% 63.5%"* 75.4%*
o 0.5 88.5% 72.3%* 71.7%* 92.1% 40.6%* 64.5%"
0.75 83.0% 66.0%* 67.3%* 86.9% 39.6%* 55.0%*

" indicates statistical significance compared to CoE (p < 0.05)

of Non-CoE. The main findings and supporting
results are illustrated in the following.

Finding-5: LLMs augmented with CoE ex-
hibit higher robustness against knowledge con-
flict than Non-CoE. The results show that under
CoE, the average ACC of LLMs reaches 84.1%,
which is 21.4% and 15.3% higher than the SenP and
WordP types under Non-CoE respectively. Besides,
as the proportion of misinformation increases from
0% to 75%, LLMs’ ACC under CoE shows 6.2%
and 6.3% smaller decreases compared to the reduc-
tions observed in SenP and WordP under Non-CoE.

Finding-6: Compared to adding irrelevant
information to CoE, adding misinformation has
a greater impact on LLM’s ability to generate
correct outputs. In Table 2, when adding irrel-
evant information from 0% to 75%, the ACC of
LLMs with CoE only decreases by 1.8%. However,
as shown in Table 4, introducing misinformation
under similar settings results in an 18.0% ACC
drop for LLMs equipped with CoE.

8 Usability Assessment

8.1 CoE-guided Retrieval Strategy

We design aretrieval strategy (ScopeCoE) guided by

CoE.

F

8.1.1 CoE Feature Judgment

ScopeCoE first extracts CoE features from the ques-
tion and then judges them in each knowledge snip-
pet. Specifically, as shown in Figure 5, ScopeCoE
employs the same information extraction compo-
nent in the discrimination approach to extract the
intent, evidence nodes and evidence relations from
the question. Then, for each knowledge snippet,
ScopeCoF utilizes the proposed feature discrimi-
nation approach to determine whether it contains
these extracted features, and records the judgment
results. Finally, we obtain a set of judgments regard-
ing intent, evidence nodes, and evidence relations
for each knowledge snippet.

8.1.2 Minimal Coverage Search

After obtaining the judgment set, ScopeCoE
searches for the minimal set of textual snippets
that cover CoE. The algorithm process is shown in
Appendix E. First, ScopeCoFE searches for knowl-
edge snippets that contain intent and adds them to
the minimal set. Second, ScopeCoE examines the
coverage of the evidence relations. Specifically, it
determines whether the minimal set already con-
tains all evidence relations. If there are uncovered
evidence relations, it searches the remaining knowl-
edge snippets and adds those containing uncovered
evidence relations to the minimal set. Finally,
ScopeCoE proceeds to examine evidence nodes
coverage following the same process. It checks if
the minimal set covers all evidence nodes. If uncov-
ered evidence nodes exist, it searches the remaining
snippets for those containing these evidence nodes.

ScopeCoE manages to search for the minimal set
that completely covers all CoE features, ultimately
outputting a set of knowledge snippets that covers
the maximum number of CoE features, which serves
as context input for the LLM.



Table 5: LLMs’ Accuracy (ACC) on baselines and
ScopeCoE.

Scenarios  Model | HotpotQA 2WikiMultihopQA

\CoT,SC VE RAG  ScopeCoE CoT_SC VE RAG  ScopeCoE

GPT-3.5 19.7%  33.7% 302%  31.6% 9.3%  19.0% 19.9%  23.9%

GPT-4 37.9% 41.5% 40.5%  43.0% 30.8% 32.3% 32.1%  36.0%

Llama2-13B 8.3%  29.7% 28.6%  32.9% 1.8%  16.7% 158%  21.1%

Llama3-70B | 27.0% 32.9% 324%  35.6% 4.6%  199% 192%  22.7%

Qwen2.5-32B | 17.9%  35.7% 30.6%  31.6% 42%  231% 207%  21.1%

GPT-3.5 19.7%  33.7% 68.1%  76.0% 9.3%  19.0% 54.6%  815%

GPT-4 37.9% 41.5% 729%  82.6% 30.8% 32.3% 59.3%  88.6%

KC

Llama2-13B 83%  29.7% 64.4%  74.1% 1.8%  16.7% 51.7%  74.0%

Llama3-70B | 27.0% 329% 67.8%  79.5% 4.6%  199% 494%  80.0%

Qwen2.5-32B | 17.9%  35.7% 63.8%  77.0% 42%  23.1% 49.4%  83.8%

8.2 Experimental Setup

We used the constructed CoE samples (including
“Question”, “Answer” and “CoE”) for usability eval-
vation. We evaluate our method under two sce-
narios: 1) Knowledge Incomplete (KI) represents
real-world scenarios where knowledge retrieval
solely depends on Google Search API, simulating
practical situations where we can only access pub-
licly available information through search engines.
Such retrieved knowledge is often insufficient to
fully answer questions. 2) Knowledge Complete
(KC) refers to scenarios where the search corpus
contains sufficient knowledge to form complete ev-
idence chains. In this setting, we first use Google
Search API to retrieve relevant snippets for each
question, then augment the corpus by decompos-
ing CoE into multiple knowledge pieces based on
sentence completeness.

We compare ScopeCoE with three baselines: 1)
RAG (Chen et al., 2024) retrieves top-5 most rele-
vant snippets from the external corpus as context
for LLLMs™ generation; 2) Col-SC (Wang et al.,
2023) enhances Chain-of-Thought reasoning by
sampling diverse rationales and selecting the most
consistent answers rather than using naive greedy
decoding; 3) VE (Zhao et al., 2023) is a state-of-the-
art framework that improves prediction factuality
by post-editing CoT rationales with external knowl-
edge. We evaluate methods on both effectiveness
(Accuracy) and efficiency (Number of LLM calls).
For efficiency measurement, we count the addi-
tional LLM calls required beyond the base retrieval
process, as this directly reflects the computational
overhead of different approaches.

8.3 Results and Findings

Finding-7: CoE guided reasoning can effectively
leverage partial information for intermediate
reasoning steps, making it robust in scenar-
ios with incomplete knowledge retrieval. In
the knowledge incomplete (KI) scenario, where

only the Google Search API is employed for infor-
mation retrieval, ScopeCoE demonstrates notable
performance gains on both HotpotQA and 2Wiki-
MultihopQA. Specifically, it achieves average ACC
of 34.9% and 25.0%, respectively, surpassing es-
tablished baselines such as Col_SC and VE by
0.2%—-12.7% on HotpotQA and 2.8%—14.9% on
2WikiMultihopQA.

Finding-8: Prioritizing knowledge pieces with
rich CoE features during retrieval ensures robust
reasoning even when complete evidence chains
cannot be formed. Under the knowledge-complete
(KC) scenario, although 27% of the questions lack
data sufficient to form a fully comprehensive CoE,
ScopeCoE preserves a high ACC of 79.7%. Com-
parisons with baselines substantiate ScopeCoE’s
advantage in the KC setting: it outperforms RAG
by 19.6%, VE by 51.3%, and CoT_SC by 63.6%.

Finding-9: ScopeCoE achieves a better trade-
off between performance and computational effi-
ciency compared to existing approaches. While
implementing the CoE-guided strategy requires ad-
ditional LLM calls for feature identification and
discrimination, Scope CoE maintains moderate com-
putational overhead with only 2 extra calls beyond
base retrieval. This is significantly more efficient
than CoT_SC (5 calls) and VE (requiring additional
calls for both question refinement and rationale cor-
rection, which needs at least 2 LLM calls), while
still achieving superior performance across different
scenarios.

A comprehensive analysis of performance vari-
ations across different model architectures is pro-
vided in Appendix D.

9 Conclusion

In this paper, we introduce CoE and investigate its
impact on LLMs in imperfect external knowledge.
We characterize the features of CoE knowledge and
propose a CoE discrimination approach to iden-
tify CoE from external knowledge. Generally, our
study reveals LLMs’ preference for CoE in the im-
perfect context. Once CoE’s implicit relevance or
interconnectivity is disrupted, the preference also
decreases. Furthermore, we apply CoE theory to
the knowledge-intensive task, finding that retriev-
ing CoE-structured knowledge during the retrieval
phase effectively improves the response accuracy
of LLMs. In future work, we will explore more
scenarios where CoE can be applied.



Limitations

There are two limitations to the current study.
Firstly, we apply the ScopeCoFE to search for CoE
in external knowledge, but there is no step to verify
the correctness of answers within the CoE. If the re-
trieved CoE contains incorrect information, it may
mislead the LLM to generate inaccurate responses.
In Section 6, we discuss LLMs’ Following Rate to
CoE containing factual errors, showing that LLMs
are highly likely to follow the knowledge provided
in CoE.

Secondly, the usability of our proposed retrieval
strategy (ScopeCoFE) has inherent constraints across
RAG scenarios. For instance, some RAG scenarios
convert external knowledge into vectors and store
them in vector databases, then search for question-
relevant knowledge at the vector level during the
retrieval phase. Our approach, which operates at the
textual level, is not suitable for such vector-based
RAG scenarios.
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Table 6: Performance of GPT-3.5 with CoE and Non-
CoE on HotpotQA Dataset

RQ ‘Metric Proportion Type ‘ Proportion CoE ~ WordP ERP  IntentP

0 93.0% 84.1% 81.1% 59.9%
0.25 93.4% 84.4% 81.6% 56.5%

RQI | AcC Trrelevant 050  934% 84.8% 78.5% 54.5%
075  92.6% 85.6% 769% 54.5%
0 87.9% 85.1% 69.2% 57.3%
raz| Irelevant 025  794% 66.3% 64.8% 54.8%

0.50 67.4% 52.0% 61.4% 53.2%
0.75 62.7% 47.0% 58.1%  49.0%

0 93.0% 84.1% 81.1%  59.9%
0.25 86.8% 74.0% 21.7% 53.1%
0.50 83.3% 67.4% 212% 52.1%
0.75 77.5% 60.0% 19.0% 47.8%

RQ3 | ACC  Misinformation

The effectiveness analysis (RQ1) reveals that
evidence node perturbation has the least impact
on LLM accuracy, followed by evidence relation
perturbation, and then intent perturbation. This
suggests that intent information plays the most
crucial role in maintaining LLLM accuracy.

Regarding faithfulness (RQ2), LLMs show the
highest compliance with knowledge lacking evi-
dence nodes, followed by knowledge missing ev-
idence relation, and then intent. This highlights
the significance of relationships and intent in guid-
ing LLM responses. However, knowledge lacking
evidence nodes demonstrates weaker resistance to
irrelevant external knowledge when misinformation
is present, indicating that evidence nodes play a
vital role in maintaining resilience against irrelevant
external knowledge under misinformation scenarios.

For robustness against misinformation (RQ3),
the absence of evidence relations leads to the most
significant decrease in LLM accuracy when mis-
leading information is introduced. This underscores
that evidence relations are crucial features for con-
structing complete evidence chains and maintain-
ing model reliability. In conclusion, each feature
demonstrates distinct strengths in different scenar-
ios: intent information is crucial for maintaining
overall accuracy, relationships are vital for con-
structing evidence chains and misinformation re-
sistance, while evidence nodes play a key role in
handling irrelevant knowledge under misinforma-
tion scenarios. This diverse functionality suggests
that intent, evidence relations and evidence nodes
are all indispensable components in constructing
effective Chain-of-Evidence (CoE) for robust LLM
performance.
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B Effectiveness of CoE in Single-hop QA
and Analysis of Hop Numbers

To provide a comprehensive evaluation of CoE’s
effectiveness, we conducted additional experiments
on single-hop scenarios alongside our main multi-
hop experiments. Multi-hop questions are particu-
larly challenging for LLMs as they require sophisti-
cated knowledge integration and logical reasoning
capabilities. However, examining single-hop sce-
narios helps establish the generalizability of our
approach across different reasoning complexity lev-
els.

We evaluated GPT-3.5 on a single-hop dataset
(RGB) following the experimental settings from
RQ1-RQ3. The results shown in Table 7 reveal
several interesting findings:

* CoE demonstrates consistent effectiveness in
both single-hop and multi-hop scenarios, as
shown in RQ1. However, both CoE and Non-
CoE exhibit stronger resistance to irrelevant
information in single-hop scenarios, which
can be attributed to the reduced complexity of
single-step reasoning tasks.

* The core advantages of CoE observed in RQ2
and RQ3 remain consistent across both single-
hop and multi-hop contexts, supporting the
broader applicability of our approach.

e Our comparative analysis reveals that while
the number of reasoning hops does not sig-
nificantly impact CoE’s effectiveness and ro-
bustness, it notably affects Non-CoE. As the
number of hops increases, SenP and WordP
show decreased resistance to imperfect knowl-
edge. This pattern emerges because multi-
hop reasoning requires both individual knowl-
edge comprehension and cross-hop integra-
tion, making the LLM more vulnerable to
irrelevant or misleading information.

These findings further validate CoE’s capability
to effectively guide LLM reasoning regardless of
the reasoning complexity, while highlighting its
particular advantages in more challenging multi-
hop scenarios.

Besides, to analyze the robustness of CoE across
different reasoning complexity levels, We conduct
statistical analysis based on results from Table 2 and
Table 7 on GPT-3.5’s performance on questions re-
quiring one-hop, two-hop, and three-hop reasoning
while gradually introducing irrelevant knowledge.
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Table 7: Performance of GPT-3.5 with CoE and Non-
CoE on Single-hop Dataset

Table 9: Accuracy of GPT-3.5 under Different Evidence
Nodes Error Types

RQ ‘Metric Proportion Type ‘ Proportion  CoE SenP  WordP

0 93.0% 74.0% 84.1%
0.25 93.4% 77.9% 84.4%

RQIACC Trrelevant 050  934% 80.2% 84.8%
075  92.6% 79.8% 85.6%
0 87.9% 55.0% 85.1%
rRoz| R Irelevant 025  794% 47.4% 66.3%

0.50 67.4% 40.4%  52.0%
0.75 62.7% 32.7% 47.0%

0 93.0% 74.0% 84.1%
0.25 86.8% 65.1% 74.0%
0.50 83.3% 65.8% 67.4%
0.75 77.5% 60.0%  60.0%

RQ3 | ACC Misinformation

Table 8: Accuracy of GPT-3.5 under Different Hop Num

Irrelevant Proportion ‘ One-hop Two-hop Three-hop

0 93.0% 91.0% 94.0%
0.25 93.4% 89.0% 90.0%
0.50 93.4% 88.0% 92.0%
0.75 92.6% 88.0% 92.0%

The results reveal interesting patterns across reason-
ing depths. For one-hop questions, CoE maintains
consistently high accuracy (above 92.0%) even
with increasing irrelevant knowledge, demonstrat-
ing strong robustness in simple reasoning scenarios
where direct evidence-to-answer mapping is suf-
ficient. The performance on two-hop questions
shows more sensitivity to irrelevant knowledge,
with accuracy declining from 91.0% to 88.0%.
This suggests that intermediate reasoning steps are
more vulnerable to distraction from irrelevant in-
formation. Interestingly, for three-hop questions,
despite the higher reasoning complexity, the model
shows better resilience than two-hop cases, main-
taining accuracy above 90% in most scenarios. This
counter-intuitive improvement may be attributed to
the LLM’s enhanced focus when processing more
complex reasoning chains.

C Reliability of automated evidence nodes
extraction for CoE and its impact on
performance

In our approach, we define evidence nodes and
provide few-shot examples in the prompt for GPT-
4o to perform evidence node extraction. Given that
automated evidence node extraction may contain
errors in real-world applications, we conducted
a systematic analysis of potential evidence node
extraction errors. These errors primarily manifest
in two ways: 1) Extraction Errors: incorrectly

12

Irrelevant Proportion ‘ Our  Missing Errors ~ Extraction Errors

0 91.9% 91.2% 91.2%
0.25 90.3% 90.1% 90.1%
0.50 89.9% 89.2% 88.4%
0.75 88.9% 87.4% 87.5%
Num | 676 803 641

identifying intent-related content as evidence nodes;
2) Missing Errors: failing to extract essential
evidence nodes. For example, as shown in Figure 2,
Extraction Errors would occur when "state" from
the intent/question is incorrectly included in the
evidence nodes, while Missing Errors would happen
when essential evidence node like "CEO" are not
extracted, both of which could affect the accuracy
of CoE identification. To assess the impact of
these potential errors, we designed corresponding
perturbation operations and simulated both error
types on our test dataset. The detailed experimental
results and analysis are presented in Table 9.

To examine the impact of imperfect extraction,
we conducted experiments on 1,000 HotpotQA
samples by either adding a shared entity from inten-
t/question (Extraction Errors) or randomly remov-
ing one evidence node (Missing Errors). The result
show that Missing Errors led to over-identification
of CoE (803 vs. 676 Our), while Extraction Errors
resulted in under-identification (641). Both scenar-
ios slightly decreased response accuracy compared
to normal conditions (90.2% Our, 89.4% Missing
Errors, 89.3% Extraction Errors).

D Impact of Model Architectures on
Usability Assessment

To investigate how different model architectures
affect the performance of ScopeCoE, we conduct
experiments across various LLLMs. The results
reveal several key patterns in performance variation:

* Model Scale Effect: Our analysis demonstrates
a clear correlation between model size and per-
formance. Larger models consistently achieve
better results, aligning with their enhanced
reasoning capabilities. This is exemplified by
GPT-4, which achieves the highest accuracy
(82.6% and 88.6%) on both datasets.

* Architecture-Specific Performance: The GPT
series exhibits superior performance com-
pared to the Llama series, primarily due to
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Algorithm 1: Minimal Coverage Search

[T S I S

Input: External knowledge list EK, Judged external
knowledge list /EK, where each item contains
Intent, Evidence Relations, and Evidence
nodes judgments

Output: Set S of minimal coverage external

knowledge

S« 0;

# Phase 1: Intent Coverage;

fori — Oto |/[EK| - 1do

if IE[i].Intent = TRUE then
L L S « SU{EK]Ii]}

6 # Phase 2: Evidence Relation Coverage;

13
14

15

17

18
19

20

Runcovered <
GetUncoveredEvidencerelation(/EK, S);

for r € Ryncovered do
fori — Oto |[IEK| - 1do
if IEK[i].Evidencerelation|r] = TRUE
then
S «— SU{EK]|i]};
break;

# Phase 3: Evidence Node Coverage;
Kuncovered <
GetUncoveredEvidencenodes(/IEK, S);
for k € Kyncovered 40
fori — Oto |[IEK| - 1do
if IEK[i].Evidencenode|k] = TRUE then

S «— SU{EK]|il};
break;

return S;

E The Algorithm for the Minimal

We show the detailed algorithm 1 for the minimal

Coverage Search

coverage search in ScopeCoFE.

F The Algorithm for the Minimal

Coverage Search
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Figure 5: The overview of ScopeCoE.

G Details of Information Extraction
Prompts

The details of the information extraction prompts
are illustrated below. In pipeline, we replace the
placeholders in the following prompts with the
question and evidence nodes.

Intent and evidence node Extraction Prompt:
Please extract both the intent and evidence nodes of
the question, using the following criteria:

1) As for intent, please indicate the content intent of
the evidence that the question expects, without going
into specific details.

2) As for evidence nodes, Please extract the specific
details of the question.

The output must be in json format, consistent with
the sample. Here are some examples:

Examplel:

Question: 750 7th Avenue and 101 Park Avenue, are
located in which city?

Output: { "Intent": "City address Information", "evi-
dence nodes": ["750 7th Avenue", "101 Park Avenue"]
}

Example2:

Question: The Oberoi family is part of a hotel com-
pany that has a head office in what city?

Output: { "Intent": "City address Information", "evi-
dence nodes": ["Oberoi family", "head office"] }
Example3:

Question: What nationality was James Henry Miller’s
wife?

Output: { "Intent": "Nationality of person", "evidence
nodes": ["James Henry Miller", "wife"] }
Example4:

Question: What is the length of the track where the
2013 Liqui Moly Bathurst 12 Hour was staged?
Output: { "Intent": "Length of track", "evidence
nodes": ["2013 Liqui Moly Bathurst 12 Hour"] }
ExampleS5:

Question: In which American football game was
Malcolm Smith named Most Valuable player?
Output: { "Intent": "Name of American football
game", "evidence nodes": ["Malcolm Smith", "Most
Valuable player"] }

Question: [Question]

Output:




Evidence Relations Extraction Prompt:

Please extract evidence relations based on the input
questions and evidence nodes, using the following
criteria:

1) Each evidence relation has two elements, the im-
plied evidence nodes and the textual description of
the evidence relations.

2) The description of the evidence relations is limited
to the two evidence nodes and does not involve other
evidence nodes.

3) If there is no evidence relation between evidence
nodes, no extraction is required.

The output must be in json format, consistent with
the examples. Here are some examples:

The output must be in json format, consistent with
the sample. Here are some examples:

Examplel:

Question:750 7th Avenue and 101 Park Avenue, are
located in which city?

Evidence nodes:["750 7th Avenue", "101 Park Av-
enue"]

Output: []

Example2: B
Question: Lee Jun-fan played what character in The
Green Hornettelevision series?

Evidence nodes:["Lee Jun-fan", "The Green Hornet"]
Output: [{"Evidence nodes":["Lee Jun-fan", "The
Green Hornet"], "Evidence Relations: "played char-
acter in"}]

Example3:

Question: In which stadium do the teams owned by
Myra Kraft’s husband play?

Evidence nodes: ["teams", "Myra Kraft’s husband"]
Output: [{"Evidence nodes":["teams", "Myra Kraft’s
husband"], "Evidence Relations": "is owned by"}]
Example4:

Question: The Colts’ first ever draft pick was a half-
back who won the Heisman Trophy in what year?
Evidence nodes:["Colts’ first ever draft pick", "half-
back", "Heisman Trophy"]

Output:[{"Evidence nodes":["Colts’ first ever draft
pick", "halfback"], "Evidence Relations": "was"}]
Example5:

Question: The Golden Globe Award winner for best
actor from "Roseanne" starred along what actress in
Gigantic?

Evidence nodes:["Golden Globe Award winner",
"best actor”, "Roseanne", "Gigantic"]

Output: [{"Evidence nodes":["Golden Globe Award
winner", "best actor"], "Evidence Relations": "for"},
{"Evidence nodes":["best actor", "Roseanne"], "Evi-
dence Relations": "starred in "}]

Question: [Question]

Evidence nodes: [Evidence node]

Output:

H Details of Feature Discrimination
Prompts

The details of the Feature Discrimination prompts
are illustrated below. In pipeline, we replace the
placeholders in the following prompts with the
external knowledge, intent, evidence node, and
evidence relation.

Intent Discrimination Prompt:

Please determine whether the input intent is covered
in the input external knowledge. Please output only
"yes" or "no".

Input intent: [Intent]

Input external knowledge: [External Knowledge]

Evidence nodes Discrimination Prompt:

Please determine if the input evidence node is men-
tioned in the input external knowledge. It doesn’t
necessarily need to be an exact character match; partial
matches or semantic similarities are also acceptable.
Please output only "yes" or "no".

Input evidence node: [Evidence node]

Input external knowledge: [External Knowledge]

Evidence Relations Discrimination Prompt:
Please determine if the input external knowledge
supports the logical relationship between the two
given evidence nodes. If there is explicit evidence
in the input knowledge that confirms the evidence
node-evidence relation-evidence node triple, output
"yes"; otherwise output "no". Please respond only
with "yes" or "no".

Input triple: (evidence nodel, evidence relation,
evidence node2)

Input external knowledge: [External Knowledge]

I Details of the Answer Generation
Prompts

The details of the Answer Generation prompts
are illustrated below. In pipeline, we replace the
placeholders in the following prompts with the

correct answer.

,

Answer Generation Prompt:

For the input phrase, please generate a phrase of
similar type and format, but not the same. Just output
the phrase, no explanation is needed, the expression
form is consistent with the examples. Here are some
examples:

Examplel:

Input phrase: United States

Output: Canada

Example2:

Input phrase: alcohol

Output: Soda

Example3:

Input phrase: September 29, 1784

Output: April 22, 1964

Example4:

Input phrase: Laura Ellen Kirk

Output: Elon Musk

ExampleS:

Input phrase: 39,134

Output: 19,203

Input phrase: [Correct Answer]

Output:




