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Abstract

The diversity of human language, shaped by so-001
cial, cultural, and regional influences, presents002
significant challenges for natural language pro-003
cessing (NLP) systems. Existing benchmarks004
often overlook intra-language variations, leav-005
ing speakers of non-standard dialects under-006
served. To address this gap, we introduce EN-007
DIVE (English Diversity), a benchmark that008
evaluates seven state-of-the-art (SOTA) large009
language models (LLMs) across tasks in lan-010
guage understanding, algorithmic reasoning,011
mathematics, and logic. Our framework trans-012
lates Standard American English datasets into013
five underrepresented dialects using few-shot014
prompting with verified examples from na-015
tive speakers, and compare these translations016
against rule-based methods via fluency assess-017
ments, preference tests, and semantic similarity018
metrics. Human evaluations confirm high trans-019
lation quality, with average scores of at least020
6.02/7 for faithfulness, fluency, and formality.021
By filtering out near-identical translations, we022
create a challenging dataset that reveals signifi-023
cant performance disparities—models consis-024
tently underperform on dialectal inputs com-025
pared to Standard American English (SAE).026
ENDIVE thus advances dialect-aware NLP by027
uncovering model biases and promoting more028
equitable language technologies.029

1 Introduction030

Language diversity, shaped by social and cultural031

factors, presents significant challenges for NLP032

systems. While English serves as a global lingua033

franca, its dialects exhibit substantial variation that034

often goes unaddressed in language technologies035

(Chambers and Trudgill, 1998). This oversight per-036

petuates discrimination against dialect speakers in037

critical domains like education and employment038

(Purnell et al., 1999; Hofmann et al., 2024a), ex-039

acerbated by LLMs’ predominant focus on SAE040

(Blodgett et al., 2016).041

Recent studies reveal systemic biases in LLM 042

processing of non-standard dialects (Fleisig et al., 043

2024; Resende et al., 2024)—from toxic speech 044

misclassification of African American Vernacular 045

English tweets (Sap et al., 2019) to parsing errors 046

in Chicano and Jamaican English (Fought, 2003; 047

Patrick, 1999). Similar issues plague Indian and 048

Singaporean English due to morphological diver- 049

gences (Kachru, 1983; Gupta, 1994), highlighting 050

an urgent need for inclusive NLP systems (Ziems 051

et al., 2022). 052

Existing benchmarks like GLUE (Wang et al., 053

2019) and SuperGLUE (Wang et al., 2020) fail 054

to capture dialect variation, while specialized 055

datasets (SVAMP, MBPP, FOLIO) (Patel et al., 056

2021; Austin et al., 2021; Han et al., 2024) remain 057

SAE-centric. Recent large-scale efforts such as DI- 058

ALECTBENCH (Faisal et al., 2024) and AraDiCE 059

(Mousi et al., 2024) broaden coverage to hundreds 060

of varieties or to Arabic dialects, but they still leave 061

cross-dialect reasoning largely unexplored. While 062

frameworks like Multi-VALUE (Ziems et al., 2023) 063

address dialect representation through rule-based 064

lexical substitutions, their synthetic approach fails 065

to capture authentic syntactic patterns. This limita- 066

tion is particularly acute in reasoning tasks, where 067

surface-level translations preserve logical meaning 068

but lose dialect-specific pragmatic markers essen- 069

tial for fair evaluation. 070

To address these gaps, we introduce ENDIVE 071

(English Diversity), a benchmark that evaluates 072

five LLMs across 12 natural language understand- 073

ing (NLU) tasks translated into five underrepre- 074

sented dialects selected for their linguistic distinc- 075

tiveness and sociocultural significance: 076

• African American Vernacular English 077

(AAVE): 33M speakers with distinct syn- 078

tax/phonology (Lippi-Green, 1997) 079

• Indian English (IndE): 250M speakers blending 080

local/colonial influences (Kachru, 1983) 081
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• Jamaican English (JamE): Diaspora language082

with mesolectal variation (Patrick, 1999)083

• Chicano English (ChcE): Spanish-influenced084

variety in US Hispanic communities (Fought,085

2003)086

• Colloquial Singaporean English (CollSgE):087

Multicultural creole with Asian substrates (Platt088

and Weber, 1980)089

Our methodology combines linguistic authentic-090

ity with strategic filtering to create robust dialect091

evaluations. Using verified text samples in the tar-092

get dialects from eWAVE (Kortmann et al., 2020)093

for few-shot prompting, we translate SAE datasets094

into target dialects while preserving sociolinguistic095

nuance. To eliminate superficial transformations,096

we apply BLEU-based filtering (Papineni et al.,097

2002), removing translations with scores ≥ 0.7098

against their SAE sources—retaining only sub-099

stantive linguistic variations that challenge LLMs’100

dialect understanding. We compare our transla-101

tions against Multi-VALUE’s rule-based transla-102

tions (Ziems et al., 2023) through fluency assess-103

ments, semantic similarity metrics, and LLM pref-104

erence tests. Additionally, we have native speakers105

assess our translations to ensure linguistic authen-106

ticity and original content meaning are preserved107

across all five dialects.108

Our Contributions:109

(1) Public Benchmark: Curated challenging di-110

alectal variants across 12 reasoning and natu-111

ral language understanding tasks, validated via112

multiple metrics and human evaluation.113

(2) Cross-LLM Evaluation: We evaluated seven114

SOTA models using chain-of-thought (CoT)115

and ZS prompting to assess performance dis-116

parities between SAE and dialectal inputs.117

2 Related Work118

Dialectal Diversity. Addressing dialectal diversity119

in NLP remains a significant challenge due to inher-120

ent linguistic variations shaped by social and cul-121

tural contexts. Early research identified systemic122

biases in language models against non-standard123

dialects such as AAVE, highlighting issues like124

the misclassification of AAVE tweets as toxic and125

difficulties in syntactic parsing (Sap et al., 2019;126

Jørgensen et al., 2015). Recent studies extend these127

findings to modern LLMs, revealing persistent di-128

alect prejudice in evaluations related to employabil-129

ity, criminality, and medical diagnoses (Hofmann130

et al., 2024b; Fleisig et al., 2024; Blodgett and131

O’Connor, 2017). 132

Sociolinguistic Impact and Real-World Dis- 133

crimination. Beyond technical benchmarks, so- 134

ciolinguistic studies have linked LLM biases to 135

real-world discrimination—such as housing denials 136

for AAVE speakers (Hofmann et al., 2024b; Pur- 137

nell et al., 1999) and biased criminal justice assess- 138

ments (Fleisig et al., 2024). Multilingual initiatives 139

like LLM for Everyone (Cahyawijaya, 2024) advo- 140

cate for continuously fine-tuning models to better 141

serve underrepresented languages. Our approach 142

reflects this tuning perspective by using human- 143

guided few-shot prompting with authentic linguis- 144

tic examples (Kortmann et al., 2020; Platt and We- 145

ber, 1980) to generate dialect-specific translations 146

that effectively "tune" the input data, ensuring that 147

the unique features of underrepresented dialects 148

are accurately captured. This alignment helps mit- 149

igate model biases and promotes more equitable 150

language technologies. 151

Benchmarking Approaches and Hybrid 152

Methodologies. Dialect robustness is primarily 153

evaluated using two approaches. The first relies on 154

rule-based lexical substitutions—exemplified by 155

VALUE and Multi-VALUE (Ziems et al., 2022, 156

2023)—which are scalable but often miss nu- 157

anced, context-dependent features (e.g., AAVE’s 158

habitual “be” (Green, 2002; Lippi-Green, 1997) 159

or Chicano English’s Spanish-influenced prosody 160

(Fought, 2003; Santa Ana, 1993). The second em- 161

ploys human-annotated or community-driven trans- 162

lations (e.g., ReDial; AraDiCE (Lin et al., 2025; 163

Mousi et al., 2024); CultureBank (Shi et al., 2024). 164

Recent hybrid methodologies combine automated 165

generation with native-speaker validation, as in 166

CulturePark (Li et al., 2024) for cross-cultural di- 167

alogue and AraDiCE for Arabic. Complementary 168

evaluation sets such as CulturalBench (Chiu et al., 169

2024) measure everyday cultural knowledge rather 170

than dialect syntax, highlighting a parallel but re- 171

lated gap. Meanwhile, AAVENUE (Gupta et al., 172

2024) provides human-validated AAVE bench- 173

marks. These hybrid approaches offer a more ro- 174

bust framework for comprehensive dialect and cul- 175

ture fairness evaluations. 176

Remaining Gaps and Our Contribution. Al- 177

though prior work has deepened our understanding 178

of dialect biases in NLP, significant gaps remain 179

in developing comprehensive, multi-dialect bench- 180

marks that integrate authentic linguistic features. 181

ENDIVE addresses these gaps by providing a ro- 182

bust benchmark that combines both automated and 183
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human-validated translation methods, thereby fos-184

tering more equitable language technology devel-185

opment.186

3 Dataset187

3.1 Dataset Overview188

ENDIVE is a benchmark designed to evaluate the189

reasoning capabilities of LLMs across five under-190

represented dialects. The benchmark is curated191

from 12 established datasets, spanning four core192

reasoning categories: Language Understanding,193

Algorithmic Understanding, Math, and Logic.194

Tasks were translated from SAE into the target195

dialects using few-shot prompting informed by196

eWAVE examples. For comparison, we generate197

parallel translations using Multi-VALUE’s rule-198

based framework.199

3.2 Data Sourcing200

The dataset comprises tasks selected from diverse,201

established benchmarks. For every benchmark we202

randomly sampled a subset of instances to keep203

the overall benchmark tractable while preserving204

topic diversity. Below we list each source dataset,205

its focus, and the number of examples drawn.206

Language Understanding BoolQ (Wang et al.,207

2020) is a yes/no question-answering task de-208

rived from Wikipedia passages that measures fac-209

tual consistency; we randomly sampled 1,000 in-210

stances. MultiRC (Wang et al., 2020) requires211

multi-sentence reasoning where each question may212

have multiple correct answers; we randomly sam-213

pled 1,000 examples. WSC (Wang et al., 2020)214

evaluates commonsense coreference resolution by215

asking a model to link pronouns to their correct216

referents; we randomly sampled 659 examples.217

SST-2 (Wang et al., 2019) is a binary sentiment-218

classification benchmark based on movie reviews;219

we randomly sampled 1,000 instances. COPA220

(Wang et al., 2020) presents a premise and two221

alternatives, asking the model to choose the more222

plausible cause or effect; we randomly sampled223

500 examples.224

Algorithmic Understanding HumanEval225

(Chen et al., 2021) consists of Python program-226

ming problems accompanied by unit tests; we227

randomly sampled 164 examples. MBPP (Austin228

et al., 2021) contains beginner-friendly Python229

tasks for program synthesis and correctness230

checking; we randomly sampled 374 examples.231

Math GSM8K (Cobbe et al., 2021) comprises 232

grade-school math word problems that require 233

multi-step numeric reasoning; we randomly sam- 234

pled 1,000 examples. SVAMP (Patel et al., 2021) 235

offers systematically perturbed arithmetic problems 236

designed to test robustness in mathematical reason- 237

ing; we randomly sampled 700 examples. 238

Logic LogicBench (Parmar et al., 2024) evalu- 239

ates deductive reasoning through both Yes/No and 240

four-choice formats; we randomly sampled 980 241

total items—500 Yes/No and 480 multiple-choice. 242

FOLIO (Han et al., 2024) frames first-order-logic 243

challenges in natural language and asks models to 244

judge truth or contradiction; we randomly sampled 245

1,000 examples for this task. 246

3.3 Few-Shot Prompting for Dialect 247

Translation 248

To translate tasks from SAE into each of the five 249

underrepresented dialects, we employed a few-shot 250

prompting strategy (Brown et al., 2020) informed 251

by examples from eWAVE (Kortmann et al., 2020), 252

a linguistically validated resource that documents 253

and analyzes structural variations across global En- 254

glish dialects. We utilized three utlized exemplar 255

translations from eWAVE per dialect. Utilizing 256

GPT-4o (OpenAI, 2024a), the language model was 257

then prompted to rewrite the input text in the de- 258

sired dialect based on these exemplars. This ap- 259

proach ensures that translations maintain linguistic 260

authenticity and accurately reflect the sociocultural 261

nuances inherent to each dialect. Detailed exam- 262

ples of these prompts can be found in Appendix H. 263

3.4 Comparison with Rule-Based Translations 264

from Multi-VALUE 265

To evaluate the effectiveness of our human-guided 266

few-shot prompting method, we compare our di- 267

alectal translations against those generated by 268

Multi-VALUE (Ziems et al., 2023). Multi-VALUE 269

is a rule-based framework that applies predefined 270

linguistic rules to transform SAE into target di- 271

alects in a systematic manner. This comparison 272

allows us to assess how well our approach captures 273

authentic dialectal variations relative to a purely 274

rule-based method. 275

The percentage of successful translations for 276

each dataset and dialect is detailed in Appendix A, 277

where we observe that Multi-VALUE often failed 278

to return valid outputs due to SpaCy errors pro- 279

duced by its tool. This inconsistency underscores 280

3



Dataset AAVE IndE JamE CollSgE

BoolQ 0.8326 / 0.6202 0.8080 / 0.7757 0.7785 / 0.5456 0.7145 / 0.6062
COPA 0.7076 / 0.6833 0.7659 / 0.5633 0.6391 / 0.3633 0.7074 / 0.5947
MultiRC 0.8239 / 0.5626 0.7982 / 0.7728 0.8151 / 0.4793 0.7325 / 0.5160
SST-2 0.7985 / 0.5777 0.7634 / 0.7285 0.7786 / 0.4650 0.7005 / 0.5941
WSC 0.7488 / 0.6503 0.6540 / 0.3594 0.7341 / 0.4013 0.6298 / 0.6069

HumanEval N/A / N/A 0.8993 / 0.7854 0.8265 / 0.6238 N/A / N/A
MBPP 0.8188 / 0.7617 0.8853 / 0.7297 0.7370 / 0.6289 0.7088 / 0.6181

GSM8K 0.8079 / 0.7055 0.8006 / 0.7543 0.7784 / 0.5263 0.6698 / 0.6553
SVAMP 0.8038 / 0.7498 0.8418 / 0.7632 0.7896 / 0.5346 0.6980 / 0.6661

Folio 0.7737 / 0.6492 0.8474 / 0.7607 0.7787 / 0.5805 0.6920 / 0.6475
Logic Bench MCQ 0.7847 / 0.4953 0.8841 / 0.7421 0.7808 / 0.4541 0.6751 / 0.4447
Logic Bench YN 0.4742 / 0.2183 0.8139 / 0.7401 0.7788 / 0.4386 0.6732 / 0.4331

Average 0.7613 / 0.6067 0.8135 / 0.7063 0.7679 / 0.5034 0.6911 / 0.5802

Table 1: ROUGE Diversity Scores across Dialects and Datasets (ENDIVE / Multi-VALUE). Bold indicates the
higher score.

Dataset AAVE IndE JamE CollSgE

BoolQ -1.84 / -2.05 -1.08 / -2.10 -3.92 / -2.21 -2.52 / -2.45
COPA -2.26 / -3.08 -1.65 / -2.97 -5.65 / -2.94 -3.53 / -3.38
MultiRC -2.29 / -2.00 -1.14 / -2.24 -4.41 / -2.03 -2.86 / -2.29
SST-2 -3.21 / -2.96 -2.39 / -3.73 -5.18 / -3.30 -4.09 / -3.49
WSC -2.14 / -2.78 -1.23 / -2.87 -4.98 / -2.49 -2.88 / -3.39

HumanEval N/A / N/A -2.80 / -3.13 -3.53 / -2.46 N/A / N/A
MBPP -1.65 / -2.51 -1.25 / -3.31 -4.17 / -3.09 -2.83 / -3.20

GSM8K -1.82 / -2.06 -1.12 / -2.27 -4.06 / -2.31 -2.35 / -2.87
SVAMP -1.74 / -2.28 -1.16 / -2.33 -4.02 / -2.45 -2.34 / -3.11

Folio -2.16 / -2.48 -1.21 / -2.57 -3.54 / -2.47 -2.89 / -2.96
Logic Bench MCQ -2.53 / -2.24 -1.09 / -2.42 -4.50 / -2.27 -3.08 / -2.92
Logic Bench YN -2.55 / -2.46 -1.21 / -2.48 -4.53 / -2.31 -3.09 / -2.99

Average -2.20 / -2.45 -1.44 / -2.70 -4.37 / -2.53 -2.95 / -3.00

Table 2: BARTScores across Dialects and Datasets (ENDIVE / Multi-VALUE). Scores closer to 0 indicate better
performance. Bold indicates the better (less-negative) score.

the need for more robust and context-aware trans-281

lation methods, such as our few-shot prompting282

approach with GPT-4o, which consistently gener-283

ates fluent and faithful dialectal rewrites.284

3.5 BLEU Score Filtering for Challenging285

Translations286

To create a more challenging benchmark, we ap-287

plied BLEU score (Papineni et al., 2002) filtering288

to exclude translations with sentence-level BLEU289

above 0.70, as these were nearly identical to the290

original SAE text. This retained examples with291

greater linguistic diversity and surface variation,292

emphasizing authentic dialectal shifts. The 0.70293

threshold was chosen empirically based on score294

distributions (Appendix B) to balance semantic295

alignment with structural divergence. This was296

especially important for dialects like AAVE and297

JamE, where subtle edits can mask deeper gram-298

matical changes. 299

4 Analysis 300

4.1 ROUGE Diversity Evaluation 301

ROUGE Diversity (Lin, 2004), computed as the 302

average of ROUGE-1, ROUGE-2, and ROUGE- 303

L, captures lexical richness while maintaining se- 304

mantic fidelity. As shown in Table 1, ENDIVE 305

outperforms Multi-VALUE across all four dialects, 306

with the largest margin in JamE—highlighting its 307

strength in capturing diverse and expressive phras- 308

ing in more structurally distinct varieties. These 309

results suggest that EnDive introduces greater 310

surface-level variation while maintaining semantic 311

Each metric (BARTScore, ROUGE, and BLEU) is com-
puted by comparing the dialectal translation to its original
SAE version. This allows us to assess semantic similarity, sur-
face overlap, and fluency preservation relative to the original
input.
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Dataset AAVE IndE JamE ChcE CollSgE

BoolQ 6.51 6.41 6.11 6.05 5.88
COPA 6.83 6.39 6.55 6.27 5.41
MultiRC 6.83 6.03 6.01 6.01 5.96
SST-2 6.64 5.84 5.85 5.93 5.58
WSC 6.36 5.97 5.50 6.15 5.60

HumanEval 6.12 6.44 6.45 6.35 6.26
MBPP 6.01 6.71 5.62 6.10 5.28

GSM8K 6.37 6.29 6.15 6.38 6.10
SVAMP 6.14 6.18 5.69 6.21 5.71

FOLIO 6.74 5.82 6.06 6.26 5.93
Logic Bench MCQ 6.35 5.75 6.21 6.28 5.76
Logic Bench YN 6.38 5.60 6.24 6.22 5.79

Average 6.44 6.12 6.04 6.18 5.77

Table 3: Fluency Scores for ENDIVE Translations Across Datasets and Dialects (1–7). Higher scores indicate
better fluency as evaluated by GPT-4o.

Dataset IndE AAVE CollSgE JamE

BoolQ 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00
COPA 95.22 / 4.78 95.80 / 4.20 95.69 / 4.31 98.07 / 1.93
MultiRC 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00
SST-2 95.15 / 4.85 97.99 / 2.01 97.86 / 2.14 98.05 / 1.95
WSC 100.00 / 0.00 99.25 / 0.75 100.00 / 0.00 99.28 / 0.72

HumanEval 97.34 / 2.66 N/A / N/A N/A / N/A 100.00 / 0.00
MBPP 100.00 / 0.00 99.53 / 0.47 99.70 / 0.30 100.00 / 0.00

GSM8K 99.75 / 0.25 99.71 / 0.29 99.78 / 0.22 99.63 / 0.37
SVAMP 100.00 / 0.00 98.66 / 1.34 99.02 / 0.98 98.01 / 1.99

FOLIO 99.32 / 0.68 98.19 / 1.81 99.67 / 0.33 99.31 / 0.69
Logic Bench MCQ 99.12 / 0.88 100.00 / 0.00 99.78 / 0.22 100.00 / 0.00
Logic Bench YN 100.00 / 0.00 100.00 / 0.00 99.58 / 0.42 99.76 / 0.24

Average 98.82 / 1.18 99.01 / 0.99 99.19 / 0.81 99.34 / 0.66

Table 4: Preference Scores for Claude 3.5 Sonnet Across Datasets and Dialects (ENDIVE / Multi-VALUE). N/A
indicates no valid preferences. Bold indicates the better score.

integrity, highlighting its ability to generate fluent312

and dialectally rich text.313

4.2 BARTScore Evaluation314

BARTScore (Yuan et al., 2021) is a learned met-315

ric of generation quality where values closer to 0316

(i.e. less negative) indicate better outputs. As Ta-317

ble 2 shows, ENDIVE outperforms Multi-VALUE318

in three of four dialects—AAVE, IndE (the largest319

improvement), and CollSgE—while JamE remains320

the primary challenge. This highlights that EN-321

DIVE generates high-quality, dialect-sensitive out-322

puts across the board, though JamE shows that323

Multi-VALUE can still be competitive in certain324

cases.325

4.3 Lexical Diversity Evaluation326

Lexical diversity captures how varied the vocab-327

ulary is in a model’s output, reflecting its ability328

to adapt to dialect-specific expressions. As shown 329

in Appendix D, ENDIVE consistently outperforms 330

Multi-VALUE across all four dialects, with the 331

largest margin in IndE (0.8087 vs. 0.7284). These 332

results highlight ENDIVE’s strength in producing 333

more varied and expressive generations while pre- 334

serving meaning, reinforcing its fluency and adapt- 335

ability across dialects. 336

4.4 Fluency Evaluation 337

Fluency measures how natural and grammatically 338

correct a translation sounds in its target dialect. 339

Since most automatic fluency metrics are tuned 340

for SAE, we follow prior work (Kocmi and Feder- 341

mann, 2023) and use GPT-4o (OpenAI, 2024a) to 342

evaluate fluency via CoT prompting (Appendix J). 343

As shown in Table 3, ENDIVE performs fluently 344

across all dialects, with especially high scores in 345

AAVE and ChcE, suggesting that its generations 346
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Rubric Item Multi-VALUE ENDIVE

Accurate & consistent
AAVE grammar

All young teenage girls at attends musics festival
frequently big fans of pop bands and singers.

All young teenage girls who be hittin’ up music
festivals all the time is real into pop bands and
singers.

AAVE contractions
(ain’t, gon’)

If a movie popular, some person enjoy watching
it.

If a movie poppin’, some folks like watchin’
it. All things that some folks enjoy gon’ get
attention.

AAVE conversational
vocabulary

All red fruits that which is growing in Ben’s yard
are containing some Vitamin C.

All da red fruits growin’ in Ben’s yard got some
Vitamin C.

AAVE syntactic struc-
ture (zero copula)

All social mediums applications containing chat
features are softwares.

All social media apps with chat features, they
software.

Table 5: AAVE examples. BrickRed = core AAVE grammatical features (habitual be, zero-copula “they software,”
tense/aspect markers like gon’, vernacular lexemes da, got). MidnightBlue = phonological spellings or contractions
typical of AAVE (poppin’, watchin’, growin’).

Rubric Item Multi-VALUE ENDIVE

JamE grammar (articles
“di,” plural “dem,” rela-
tiviser “weh”)

All citizens of Lawton Park are using the a zip a
code 98199.

All di people dem weh live inna Lawton Park
use di zip code 98199.

JamE contractions / plu-
ral marker

All fruits that is growing in Ben’s a yard and are
containing some A Vitamin A C are healthy.

All di fruit dem weh grow inna Ben yard an’
have some Vitamin C a good fi yuh.

JamE conversational vo-
cabulary

If Nancy is not toddler, then Nancy is seafarer. If Nancy nuh likkle pickney, den Nancy a sea-
farer.

JamE negative particle
“nah”

If someone young, then they are not elderly. If somebody young, den dem nah elderly.

JamE omission of arti-
cles / auxiliaries

Functional brainstems are necessary for breath
control.

Functional brainstems necessary fi control yuh
breath.

Table 6: JamE examples. BrickRed = core Patois morpho-syntactic markers (article di, plural dem, relativiser weh,
preverbal marker a, negative nah, focus particle den). MidnightBlue = phonological/lexical elements and locatives
typical of JamE (inna, fi yuh, pronoun yuh).

are both readable and dialect-consistent.347

4.5 Preference Evaluation348

To assess overall translation quality, we conducted349

pairwise preference tests comparing ENDIVE to350

Multi-VALUE, using CoT prompting to evaluate351

fluency, accuracy, readability, and cultural fit (see352

Appendix K). As shown in Table 4, ENDIVE was353

consistently preferred across all dialects, achiev-354

ing average win rates above 98% in AAVE, IndE,355

JamE, and CollSgE. Even in the lowest-margin356

case—CollSgE COPA—ENDIVE maintained a357

clear lead (73.92%). Additional results in Ap-358

pendix D show similar preferences under GPT-4o359

and Gemini 1.5, further confirming that our transla-360

tions better align with dialect-specific expectations.361

4.6 Qualitative Analysis362

ENDIVE consistently produces more authentic and363

contextually appropriate dialectal translations than364

rule-based Multi-VALUE, which often substitutes365

isolated words without capturing broader syntactic 366

or cultural patterns. 367

To make these differences visually transparent, 368

we color-code key linguistic markers: BrickRed 369

marks core morpho-syntactic features (e.g., habit- 370

ual be in AAVE, plural dem in JamE, passive kena 371

in CollSgE), while MidnightBlue flags contrac- 372

tions, phonological spellings, and discourse parti- 373

cles (e.g., poppin’, inna, ah). This helps reviewers 374

see at a glance what Multi-VALUE misses and how 375

ENDIVE addresses it. 376

For AAVE, ENDIVE uses habitual “be” (be hit- 377

tin’ up), colloquial forms (gon’), and particles (da), 378

as seen in Table 5. 379

In JamE, Table 6 highlights plural markers (di 380

people dem), relativiser “weh,” and negation (nah), 381

structures Multi-VALUE fails to replicate. 382

For ChcE, ENDIVE captures relaxed syntax and 383

progressive forms (be writin’), avoiding ungram- 384

matical outputs like goed. 385
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Model AAVE ChcE CollSgE IndE JamE

CoT SAE CoT CoT SAE CoT CoT SAE CoT CoT SAE CoT CoT SAE CoT

Gemini 2.5 Pro 88.89 92.06 88.70 92.31 89.02 92.14 89.72 92.24 89.19 92.18
o1 89.13 93.15 88.54 93.39 89.14 93.50 90.34 94.07 89.40 93.14
Claude 3.5 Sonnet 79.78 83.10 81.15 88.78 81.15 88.83 79.61 88.82 80.18 88.79
GPT-4o 82.20 87.36 80.37 87.35 82.43 87.31 83.30 87.34 82.53 87.44
DeepSeek-v3 82.06 87.36 81.55 87.27 81.65 87.37 82.90 87.44 81.40 87.38
GPT-4o-mini 74.53 78.27 75.01 77.70 80.59 86.61 74.26 86.63 80.56 86.60
LLaMa-3-8B Instruct 82.69 87.49 78.08 82.94 78.41 83.00 81.52 86.12 79.14 83.20

Average 82.75 86.97 81.91 87.11 83.20 88.39 83.09 88.95 83.20 88.39

Table 7: Average CoT accuracy (%) across 12 tasks for seven models and five dialects, with the bottom row showing
the column-wise means. Each bolded value is the higher score between CoT and SAE CoT for that dialect. Full
model evaluation tables are in Appendix E.

In IndE, BrickRed marks local constructions386

(are being, only) while MidnightBlue tags cultur-387

ally grounded terms (rupees, paise), missing in388

Multi-VALUE.389

CollSgE features sentence-final particles (lah,390

ah, siah) and omitted auxiliaries (kena passive),391

shown in Table 25.392

See Appendix 4.6 for extended, color-annotated393

examples of ChcE, IndE, and CollSgE generations.394

4.7 Human Validators395

Dialect Faithfulness Fluency Formality Info Retention

AAVE 6.28 6.28 6.28 6.63
ChcE 6.40 6.33 6.26 6.71
IndE 6.45 6.62 6.59 6.91
JamE 6.37 6.28 6.33 6.66
CollSgE 6.19 6.11 6.02 6.52

Average 6.34 6.32 6.30 6.69

Table 8: Native speaker evaluation scores (1-7 scale).

To validate translation quality, we conducted hu-396

man evaluations with native speakers of each di-397

alect assessing 120 randomly sampled translations.398

Evaluators rated outputs on four key dimensions us-399

ing 7-point Likert scales (1=worst, 7=best): Faith-400

fulness, ensuring the translated text conveys identi-401

cal semantic content as the original; Fluency, guar-402

anteeing grammatical correctness and natural flow403

in the target dialect; Formality, maintaining ap-404

propriate register and sociolinguistic conventions;405

and Information Retention, verifying no factual in-406

formation was lost during the dialect conversion407

SAE ZS and SAE CoT are included for each dialect be-
cause datasets are filtered via BLEU scores, meaning each
dialect has a different dataset composition. This ensures a fair
comparison of model performance across dialectal variations.

process. Our annotators were all native speakers 408

who had grown up in communities where the target 409

dialect is predominantly spoken, each holding at 410

least a college degree to ensure language fluency 411

and evaluative rigor. Annotators were recruited 412

through academic networks to ensure trusted par- 413

ticipation. These evaluations confirmed that our 414

translations successfully maintain linguistic authen- 415

ticity while preserving original content meaning, 416

stylistic conventions, and factual integrity across 417

all dialects. Detailed scores are shown in Table 8. 418

5 Results and Discussion 419

We evaluate seven SOTA LLMs across five di- 420

alects and twelve tasks: Gemini 2.5 Pro (Deep- 421

Mind, 2025), o1 (OpenAI, 2024b), Claude 3.5 422

Sonnet (Anthropic, 2024), GPT-4o and GPT-4o- 423

mini (OpenAI, 2024a), DeepSeek-v3 (DeepSeek- 424

AI, 2024), and LLaMa-3-8B Instruct (META, 425

2024). As shown in Table 7, we report each 426

model’s average accuracy under CoT prompting 427

on both SAE and dialectal inputs. 428

Performance Gaps Between SAE and Dialec- 429

tal Inputs. All seven models demonstrate consis- 430

tent performance drops when evaluated on dialec- 431

tal inputs compared to SAE prompts. The average 432

gap ranges from approximately 2.69% to 12.37%, 433

with smaller models like GPT-4o-mini showing 434

the steepest decline—most notably a 12.37% drop 435

on IndE (74.26% CoT vs. 86.63% SAE CoT). In 436

contrast, top-tier models like o1 exhibit greater re- 437

silience, with gaps typically under 5% across all 438

dialects. This consistent disparity across five di- 439

alects underscores the presence of systematic bias, 440

even under reasoning-augmented prompting strate- 441

gies. 442

Reasoning-Only Models Lead, but Gaps Re- 443
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Dialectal Question SAE Equivalent Gold Predicted Model(s)

The committee done ap-
proved the bill, right?

Did the committee approve
the bill?

Yes No Claude 3.5 Sonnet, o1

Ain’t no one gone to
that party, huh?

Did anyone go to that party? No Yes Claude 3.5 Sonnet,
LLaMa-3-8B Instruct

She been had that pro-
motion, right?

Has she had that promotion? Yes No GPT-4o-mini

He don’t work on Mon-
days, right?

Does he work on Mondays? No Yes DeepSeek-v3, Claude
3.5 Sonnet

Table 9: Representative semantic misalignments in yes/no QA: dialectal questions, their SAE equivalents, the
correct label, the model’s (incorrect) prediction, and which models exhibit the error.

main. o1 and Gemini 2.5 Pro, both reasoning-444

native models, deliver the strongest performance445

across all dialects and prompting conditions. o1446

consistently scores above 88.5% on dialectal in-447

puts and surpasses 93% under SAE CoT prompt-448

ing. Gemini 2.5 Pro shows similar strength, with449

dialectal scores ranging from 88.70% to 89.72%450

and SAE CoT scores consistently above 92%. De-451

spite their robust performance, both models still452

exhibit performance gaps of 3–5 points between453

dialectal and SAE inputs. This indicates that archi-454

tectural advances and reasoning capabilities alone455

are insufficient to fully close the dialect gap.456

Mid-Tier Models Show Mixed Robustness.457

GPT-4o, DeepSeek-v3, and Claude 3.5 Sonnet458

form a middle tier in performance, generally scor-459

ing between 79%–83% on dialectal inputs. Claude460

3.5 Sonnet has scores ranging from 79.61% on461

IndE to 81.15% on CollSgE, and performance gaps462

exceeding 9 points in multiple dialects. These pat-463

terns suggest that while mid-sized models bene-464

fit from CoT prompting, they remain vulnerable465

to dialectal shifts, especially in settings involving466

complex linguistic variation.467

Smaller Models Are More Sensitive to Dialect468

Shift. GPT-4o-mini and LLaMa-3-8B Instruct,469

the two smallest models in the benchmark, con-470

sistently yield lower accuracies and exhibit wider471

gaps between dialectal and SAE inputs. GPT-472

4o-mini records 74.53% on AAVE compared to473

78.27% with SAE CoT, while LLaMa-3-8B In-474

struct shows similarly notable drops—particularly475

on ChcE and CollSgE. These findings underscore476

the disproportionate impact of dialectal variation477

on smaller or less instruction-tuned models.478

Dialectal Disparities Persist Across Model479

Tiers. Despite strong aggregate performance from480

top models, consistent accuracy gaps across di-481

alects reveal a clear and persistent issue: models482

struggle to generalize beyond Standard American483

English. Mid-sized and smaller systems are es- 484

pecially vulnerable, but even the best-performing 485

models exhibit measurable degradation across di- 486

alects. This points to a central conclusion—current 487

language models, regardless of scale, exhibit di- 488

alectal bias. Full per-task results are provided in 489

Appendix E. 490

5.1 Dialect-Induced Errors 491

A common failure mode in yes/no QA is semantic 492

misalignment—where models misinterpret polarity 493

in dialectal inputs. Constructions like double nega- 494

tives (“ain’t no one”), habitual aspect (“don’t be”), 495

or markers like “been had” often cause models to 496

flip the correct answer. 497

Table 9 shows cases where dialectal phrasing led 498

to incorrect judgments, despite clear SAE equiva- 499

lents. These errors appeared frequently in BoolQ 500

and affected models across tiers, including Claude 501

3.5 and GPT-4o-mini. 502

Such failures show that dialectal bias extends 503

beyond syntax—it disrupts semantic understanding. 504

Even large multilingual models struggle with the 505

pragmatic structure of non-standard English. More 506

examples are in Appendix G. 507

6 Conclusion 508

This paper introduces ENDIVE, a benchmark for 509

evaluating LLMs on dialectal robustness across 12 510

diverse NLP tasks and five underrepresented En- 511

glish dialects. Our results show that LLMs consis- 512

tently underperform on non-standard dialects com- 513

pared to SAE, highlighting significant unfairness 514

and limitations in current language technologies. 515

Moving forward, we aim to expand ENDIVE to ad- 516

ditional dialects and refine translation methodolo- 517

gies to further bridge the gap in dialect-aware NLP. 518

By establishing this benchmark, we encourage fu- 519

ture research into fairer, more robust intra-language 520

technologies that serve all linguistic communities. 521
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7 Limitations522

ENDIVE evaluates LLM performance across 12523

reasoning tasks spanning four categories, using524

queries adapted from well-established benchmarks.525

While these tasks capture key reasoning challenges,526

they do not cover all aspects of dialectal variation,527

and additional task types such as Figurative Lan-528

guage Understanding, Commonsense Reasoning,529

and Conversational Reasoning may reveal further530

biases.531

Furthermore, we tested five widely used LLMs.532

However, given the rapid pace of development in533

the field, it is infeasible to evaluate every emerg-534

ing model. We hope ENDIVE will serve as a re-535

source for future studies examining fairness and536

robustness across a broader range of LLMs as they537

emerge.538

We also acknowledge that while GPT-4o was539

used to generate dialectal translations, it underper-540

forms on dialectal reasoning tasks. Nonetheless,541

we distinguish between generation and comprehen-542

sion: GPT-4o, when prompted with verified few-543

shot examples, produces fluent and faithful outputs,544

as validated by native speakers (Section 4.7). Still,545

LLM-generated text may not fully capture deeper546

linguistic and cultural nuances. Comparing these547

translations to naturally occurring dialect corpora548

would further strengthen our evaluation of realism.549

We faced limitations with BLEU Score filtering550

as well. For ChcE, the number of remaining trans-551

lations was extremely low because Multi-VALUE552

struggled to generate diverse translations and many553

were further filtered out due to BLEU score thresh-554

olds. As a result, there were too few data points to555

evaluate ChcE translations against Multi-VALUE.556

A similar issue arose with HumanEval for AAVE557

and CollSgE, where limited translations prevented558

reliable evaluation of metrics for these dialects.559

Finally, while our results highlight significant560

performance disparities in dialectal inputs, this561

study does not deeply investigate the underlying562

causes of these discrepancies or propose direct mit-563

igation strategies. Understanding these biases and564

developing equitable NLP solutions remain impor-565

tant areas for future research. Despite these limi-566

tations, we believe ENDIVE provides a valuable567

framework for advancing dialect-aware NLP evalu-568

ation.569

8 Ethics Statement 570

We recognize the ethical considerations involved 571

in evaluating LLM biases through the ENDIVE 572

benchmark and have taken steps to ensure ethical 573

data collection, recruiting and evaluation. 574

For data collection, ENDIVE utilizes few-shot 575

prompting with examples from eWAVE to generate 576

dialectal translations. While this provides system- 577

atic and scalable translations, we recognize it does 578

not fully capture the depth of dialectal variation. 579

We do not claim to capture the full depth of any 580

dialect, and we encourage further work that incor- 581

porates human-validated translations for a more 582

nuanced representation. Additionally, we were 583

mindful to avoid reinforcing stereotypes or mis- 584

representations in dialect translations. 585

For our human validators, we recruited fluent 586

native speakers from diverse dialect communities 587

to ensure our translations accurately reflect cultural 588

and linguistic nuances. Validators were fairly com- 589

pensated for their contributions and encouraged to 590

take breaks to avoid fatigue, ensuring quality and 591

well-being throughout the process. We also do not 592

collect personal information from validators. 593

Moreover, our evaluation combines LLM-based 594

assessments with human validation to mitigate 595

model bias. However, we acknowledge that LLMs 596

may still reflect inherent biases, and our bench- 597

mark does not yet address the root causes of these 598

disparities. 599

Despite these limitations, ENDIVE aims to ad- 600

vance equitable NLP development and encourages 601

ongoing research to enhance dialect representation 602

in language models. 603
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A Multi-VALUE Completed Translations839

Dataset AAVE (%) ChcE (%) CollSgE (%) IndE (%) JamE (%)

BoolQ 100.0 35.5 41.7 41.9 42.0
COPA 100.0 45.8 100.0 100.0 97.0
Folio 100.0 76.9 90.0 89.6 89.7
GSM8K 100.0 85.7 95.0 95.0 95.0
HumanEVAL 100.0 11.6 11.6 11.6 11.6
Logic Bench MCQ 100.0 100.0 100.0 100.0 100.0
Logic Bench Yes/No 100.0 100.0 100.0 100.0 100.0
MBPP 100.0 39.8 99.7 99.7 99.2
MultiRC 100.0 43.3 47.8 48.9 49.1
SST-2 100.0 96.3 96.3 96.2 96.3
SVAMP 100.0 74.7 93.2 93.2 93.0
WSC 100.0 73.9 92.7 92.8 92.9

Table 10: Percentage of Translations Successfully Completed by Multi-VALUE Across Dialects and Datasets

B BLEU Score Filtering Statistics840

Dataset AAVE (%) ChcE (%) CollSgE (%) IndE (%) JamE (%)

BoolQ 7.59 0.50 2.00 59.96 0.40
COPA 15.40 3.80 2.60 15.60 0.20
Folio 7.59 0.70 1.80 70.23 0.50
GSM8K 16.40 11.00 2.30 56.50 0.10
HumanEVAL 84.15 37.20 53.66 84.76 50.00
LogicbenchMCQ 0.00 0.42 0.00 50.21 0.00
Logicbench Yes/No 0.40 0.80 0.20 73.60 0.20
MBPP 30.75 13.37 9.63 46.52 1.87
MultiRC 1.40 0.00 1.10 62.40 0.00
SST-2 13.50 5.70 4.40 19.30 8.10
SVAMP 31.71 14.71 5.43 61.00 0.29
WSC 11.85 0.15 1.52 22.34 0.00

Table 11: Percentage of Translations Removed After BLEU Score Filtering for ENDIVE Across Dialects and
Datasets

Dataset AAVE (%) ChcE (%) CollSgE (%) IndE (%) JamE (%)

BoolQ 19.3 59.3 0.0 5.2 13.6
COPA 3.8 80.5 0.0 8.1 15.0
Folio 18.9 75.4 0.4 4.7 6.3
GSM8K 11.4 85.3 0.2 2.5 15.1
HumanEVAL 10.0 87.1 92.5 76.0 41.4
Logic Bench MCQ 16.2 78.4 1.0 2.1 18.8
Logic Bench Yes/No 12.6 68.1 0.6 4.4 12.1
MBPP 11.2 59.5 2.8 3.8 19.7
MultiRC 20.0 48.3 3.9 12.8 11.3
SST-2 15.2 47.1 4.0 8.7 13.7
SVAMP 21.4 60.2 1.3 7.2 14.6
WSC 18.3 50.3 2.7 6.1 8.9

Table 12: Percentage of Translations Removed After BLEU Score Filtering for Multi-VALUE Across Dialects and
Datasets
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C BLEU Score Analysis Across Dialects for ENDIVE 841

(a) AAVE (b) ChcE (c) CollSgE

(d) IndE (e) JamE

Figure 1: BLEU score distributions for each dialect evaluated in this study. These histograms help visualize variance
and score skewness.

C.1 Qualitative BLEU Analysis 842

Similar vs Threshold SAE Premise Dialect Premise BLEU Score

Overly Similar
(AAVE)

Matthew had 29 crackers and 30 cakes. If
Matthew gave equal numbers of crackers and
cakes to his 2 friends, how many cakes did each
person eat?

Matthew had 29 crackers and 30 cakes. If he
done gave equal numbers of crackers and cakes
to his 2 friends, how many cakes each person
eat?

0.9510699416

Overly Similar
(ChcE)

Zachary did 46 push-ups and 58 crunches in gym
class today. David did 38 more push-ups but 62
less crunches than Zachary.

Zachary did 46 push-ups and 58 crunches in gym
class today. David did like 38 more push-ups
but 62 less crunches than Zachary.

0.8127596564

Near Threshold
(AAVE)

Helen the hippo and her friends are preparing
for Thanksgiving at Helen’s house. Helen baked
197 chocolate chip cookies and 46 raisin cookies
yesterday. She also baked 75 raisin cookies and
66 chocolate chip cookies this morning.

Helen the hippo and her friends gettin’ ready for
Thanksgiving at Helen’s crib. Helen done baked
197 chocolate chip cookies and 46 raisin cookies
yesterday. And she baked 75 raisin cookies and
66 chocolate chip cookies this mornin’.

0.700020017

Near Threshold
(CollSgE)

Jerry had 4 action figures and 22 books on a
shelf in his room. Later he added 6 more action
figures to the shelf.

Jerry got 4 action figures and 22 books on the
shelf in his room. Later he add 6 more action
figures to the shelf.

0.7094521095

Near Threshold
(IndE)

Jack received 4 emails and sent 2 letters in the
morning. He then received 6 emails and sent 8
letters in the afternoon.

Jack received 4 emails and sent 2 letters in the
morning. Then in the afternoon, he received 6
emails and sent 8 letters.

0.7094521095

Table 13: Sample translations at various BLEU scores. Those above 0.70 are nearly identical to SAE, while those
near 0.70 remain faithful yet show distinct dialect features.

13



D Metrics843

Dataset AAVE IndE JamE CollSgE

BoolQ 0.6823 / 0.6881 0.7004 / 0.6927 0.6617 / 0.6648 0.6995 / 0.6915
COPA 0.9864 / 0.9851 0.9930 / 0.9908 0.9876 / 0.9703 0.9914 / 0.9911
MultiRC 0.5623 / 0.5528 0.7982 / 0.7728 0.8151 / 0.4793 0.6040 / 0.5753
SST-2 0.9588 / 0.9611 0.9711 / 0.9678 0.9555 / 0.9412 0.9721 / 0.9674
WSC 0.9074 / 0.9088 0.8986 / 0.4044 0.7341 / 0.4013 0.9121 / 0.9112

MBPP 0.7617 / 0.8188 0.9432 / 0.9162 0.6289 / 0.7370 0.9536 / 0.9347

GSM8K 0.7201 / 0.7100 0.7237 / 0.7230 0.6640 / 0.6778 0.7236 / 0.6961
SVAMP 0.7923 / 0.7904 0.8418 / 0.7632 0.7896 / 0.5346 0.7938 / 0.7638

FOLIO 0.5797 / 0.5663 0.5618 / 0.5536 0.5319 / 0.5391 0.6076 / 0.5464
Logic Bench MCQ 0.4953 / 0.7847 0.8841 / 0.7421 0.7808 / 0.4541 0.6751 / 0.4447
Logic Bench YN 0.4742 / 0.2183 0.8139 / 0.7401 0.4386 / 0.7788 0.4331 / 0.6732

Average 0.7151 / 0.7063 0.8087 / 0.7284 0.6717 / 0.6003 0.7359 / 0.6824

Table 14: Lexical Diversity Scores across Dialects and Datasets (ENDIVE/Multi-VALUE). Bold indicates the higher
score.

Model Dataset IndE AAVE CollSgE JamE

Gemini 1.5

BoolQ 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00
COPA 87.56 / 12.44 91.86 / 8.14 70.02 / 29.98 93.15 / 6.85
MultiRC 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00
SST-2 84.74 / 15.26 93.96 / 6.04 77.49 / 22.51 94.46 / 5.54
FOLIO 96.58 / 3.42 94.95 / 5.05 95.70 / 4.30 98.63 / 1.37
HumanEval 100.00 / 0.00 N/A N/A 100.00 / 0.00
MBPP 100.00 / 0.00 100.00 / 0.00 84.98 / 15.02 99.40 / 0.60
GSM8K 99.00 / 1.00 99.27 / 0.73 99.78 / 0.22 98.77 / 1.23
SVAMP 97.91 / 2.09 99.73 / 0.27 98.86 / 1.14 94.39 / 5.61
Logic Bench MCQ 99.56 / 0.44 100.00 / 0.00 99.56 / 0.44 100.00 / 0.00
Logic Bench YN 100.00 / 0.00 100.00 / 0.00 98.74 / 1.26 99.76 / 0.24

Average 97.11 / 2.89 97.99 / 2.01 92.99 / 7.01 97.88 / 2.12

GPT-4o

BoolQ 99.24 / 0.76 99.49 / 0.51 99.73 / 0.27 99.65 / 0.35
COPA 79.43 / 20.57 92.39 / 7.61 73.92 / 26.08 93.79 / 6.21
MultiRC 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00 100.00 / 0.00
SST-2 80.61 / 19.39 89.34 / 10.66 87.75 / 12.25 88.11 / 11.89
FOLIO 88.36 / 11.64 94.91 / 5.09 94.70 / 5.30 91.75 / 8.25
HumanEval 100.00 / 0.00 N/A N/A 100.00 / 0.00
MBPP 99.48 / 0.52 96.70 / 3.30 91.59 / 8.41 98.81 / 1.19
GSM8K 97.00 / 3.00 94.88 / 5.12 92.62 / 7.38 91.01 / 8.99
SVAMP 97.49 / 2.51 93.30 / 6.70 88.62 / 11.38 79.20 / 20.80
Logic Bench MCQ 95.13 / 4.87 100.00 / 0.00 92.81 / 7.19 99.24 / 0.76
Logic Bench YN 93.60 / 6.40 100.00 / 0.00 94.56 / 5.44 98.54 / 1.46

Average 93.78 / 6.22 96.22 / 3.78 91.72 / 8.28 94.11 / 5.89

Table 15: Preference Scores (%) for EnDive vs. Multi-VALUE using Gemini 1.5 and GPT-4o. Each cell shows the
percentage of responses where EnDive was preferred over Multi-VALUE.
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E LLM Dataset Evaluation Results 844

Dataset AAVE ChcE CollSgE IndE JamE

CoT SAE CoT CoT SAE CoT CoT SAE CoT CoT SAE CoT CoT SAE CoT

LANGUAGE UNDERSTANDING

BoolQ 91.22 92.92 90.08 92.97 91.25 93.07 93.34 91.76 92.62 93.29
COPA 98.41 99.31 97.92 99.11 98.60 99.42 98.95 99.12 99.53 98.09
MultiRC 89.11 91.37 88.19 91.22 89.28 91.43 89.59 91.61 88.55 91.33
WSC 65.95 90.11 64.08 90.33 65.42 90.18 67.79 90.47 66.64 90.38
SST-2 93.35 94.87 92.69 94.72 93.02 94.96 93.54 95.12 92.28 94.90

ALGORITHMIC UNDERSTANDING

HumanEval 97.09 97.68 96.82 97.43 96.94 97.55 97.37 97.73 97.19 97.62
MBPP 95.17 94.42 94.53 94.17 94.89 94.52 95.32 95.10 95.10 94.64

MATH

GSM8K 96.34 94.72 95.82 94.61 96.13 94.96 96.83 95.08 96.48 95.38
SVAMP 96.29 96.97 95.96 96.82 96.56 97.20 96.82 97.27 96.65 97.18

LOGIC

FOLIO 75.94 79.27 75.07 79.03 76.28 79.42 77.06 79.67 76.62 79.60
Logic Bench MCQ 87.15 89.32 86.46 89.17 87.51 89.52 88.27 89.82 87.68 89.73
Logic Bench YN 80.65 83.72 86.80 88.10 82.42 83.47 81.80 84.16 80.98 84.02

Average 88.89 92.06 88.70 92.31 89.02 92.14 89.72 92.24 89.19 92.18

Table 16: Gemini 2.5 Pro accuracy (%) across 12 tasks, with CoT vs. SAE CoT and per-dialect averages (bolded for
higher values).

Dataset AAVE ChcE CollSgE IndE JamE

ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT

LANGUAGE UNDERSTANDING

BoolQ 88.31 87.68 90.43 91.57 87.63 88.44 90.25 91.38 88.25 88.04 90.84 91.45 88.25 86.47 90.61 91.33 88.04 87.61 90.72 91.41
COPA 98.35 98.32 97.22 97.85 97.92 98.52 97.47 98.02 97.54 98.34 97.18 97.95 98.58 98.33 97.64 98.20 96.39 97.77 97.11 97.73
MultiRC 88.24 89.54 89.02 89.77 88.30 87.37 89.09 89.65 89.28 88.72 89.11 89.79 86.70 88.74 89.15 89.70 87.70 89.15 89.21 89.72
WSC 72.13 71.54 81.67 88.43 55.10 54.45 81.52 88.29 68.36 78.24 81.75 88.37 60.23 63.12 81.49 88.41 61.33 67.18 81.57 88.45
SST-2 91.79 92.81 89.96 93.14 90.24 89.92 89.78 93.02 89.75 91.18 89.92 93.20 90.71 90.56 89.89 93.07 88.90 89.42 89.84 93.11

ALGORITHMIC UNDERSTANDING

HumanEval 88.46 96.15 94.12 93.87 97.09 99.02 94.31 93.76 96.05 91.89 94.22 93.91 96.00 95.83 94.07 93.85 91.46 92.68 94.15 93.97
MBPP 88.42 85.66 85.93 74.28 86.73 86.88 85.82 74.15 86.98 87.13 85.94 74.32 86.00 85.93 85.76 74.40 88.49 88.49 85.88 74.36

MATH

GSM8K 74.46 66.29 89.45 90.21 52.76 66.29 89.14 90.18 40.74 64.38 89.36 90.10 82.70 66.67 89.23 90.30 67.92 66.27 89.41 90.25
SVAMP 92.68 69.33 94.10 94.52 68.01 73.53 94.07 94.43 62.03 70.24 94.21 94.55 94.42 70.96 94.12 94.47 93.45 70.01 94.18 94.49

LOGIC

FOLIO 61.19 63.24 73.89 74.51 61.97 62.64 73.58 74.67 64.39 66.46 73.42 74.83 69.13 63.76 73.74 74.55 63.65 65.69 73.69 74.47
LogicBench MCQ 84.73 72.42 82.55 83.64 83.86 72.21 82.42 83.79 84.34 72.33 82.61 83.52 83.66 68.07 82.49 83.71 85.69 72.33 82.67 83.68
LogicBench Y/N 68.45 75.91 75.62 76.94 67.33 76.55 75.49 76.81 66.49 75.94 75.74 76.88 70.15 76.30 75.53 76.93 67.19 76.49 75.67 76.79

Average 78.15 79.78 80.04 83.10 77.96 81.15 87.28 88.78 77.96 81.15 87.43 88.83 84.06 79.61 87.38 88.82 81.65 80.18 87.41 88.79

Table 17: Claude 3.5 Sonnet accuracy (%). The single highest value among ZS, CoT, SAE ZS, and SAE CoT in
each dialect and dataset is shown in bold.

Dataset AAVE ChcE CollSgE IndE JamE

ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT

LANGUAGE UNDERSTANDING

BoolQ 89.09 88.33 91.10 91.75 88.83 88.23 90.25 91.10 88.36 88.05 91.50 90.95 89.25 88.50 90.80 91.30 89.15 88.34 90.95 91.20
COPA 97.87 97.64 96.80 97.40 98.34 98.54 97.10 97.75 97.13 97.13 96.90 97.45 97.87 98.34 97.20 97.85 96.39 96.59 97.15 97.60
MultiRC 86.71 87.32 88.93 89.76 86.80 86.60 88.85 89.65 87.26 87.06 88.95 89.75 85.11 85.11 88.80 89.60 87.70 88.03 88.95 89.83
WSC 58.97 60.52 80.97 88.55 57.63 54.95 80.80 88.40 58.80 58.02 80.95 88.53 67.84 69.59 80.85 88.35 55.63 56.87 80.75 88.45
SST-2 90.17 90.29 89.88 93.19 89.61 89.08 89.85 93.00 89.23 89.02 89.75 93.26 89.71 88.85 89.90 93.05 87.92 86.72 89.95 93.15

ALGORITHMIC UNDERSTANDING

HumanEVAL 88.46 84.62 94.00 93.50 97.09 99.03 94.10 93.80 97.37 96.05 94.20 93.90 100.00 96.28 94.05 93.85 100.00 97.56 94.15 93.95
MBPP 84.56 83.92 85.00 73.81 81.00 79.00 84.90 74.00 82.54 84.95 84.02 73.85 81.00 79.00 84.85 74.10 83.92 83.92 84.75 74.05

MATH

GSM8K 57.32 85.64 89.30 90.15 57.43 76.63 89.00 90.25 58.65 83.01 89.40 90.50 51.18 87.47 89.60 90.10 54.98 84.76 89.20 90.71
SVAMP 90.82 92.74 94.15 94.59 91.48 92.92 94.00 94.40 90.86 93.99 94.22 94.62 91.27 93.73 94.05 94.55 91.44 94.33 94.15 94.65

LOGIC

FOLIO 64.90 64.97 73.50 74.90 64.08 64.39 73.75 75.30 65.31 65.51 72.90 74.45 68.79 69.80 74.10 75.00 66.67 64.36 73.80 75.10
Logic Bench MCQ 79.05 78.95 82.65 83.75 78.31 62.47 82.40 83.50 79.71 77.57 82.84 83.65 75.94 70.00 82.30 83.45 78.41 76.63 82.59 83.55
Logic Bench YN 72.55 71.43 75.81 76.95 73.44 72.58 75.90 77.00 70.78 69.72 75.76 76.85 71.43 72.96 75.60 76.90 72.13 72.27 75.85 77.05

Average 80.04 82.20 86.84 87.36 80.34 80.37 86.74 87.35 80.50 82.43 86.86 87.31 80.78 83.30 86.84 87.34 80.36 82.53 86.85 87.44

Table 18: GPT-4o accuracy (%). The single highest value among ZS, CoT, SAE ZS, and SAE CoT in each dialect
and dataset is shown in bold.
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Dataset AAVE ChcE CollSgE IndE JamE

CoT SAE CoT CoT SAE CoT CoT SAE CoT CoT SAE CoT CoT SAE CoT

Language Understanding

BoolQ 91.65 92.03 89.22 91.35 89.50 92.20 91.10 92.10 90.60 92.05
COPA 98.30 98.45 96.90 98.20 97.60 98.40 97.85 98.35 97.20 98.25
MultiRC 88.40 91.00 87.50 91.05 88.00 91.00 89.00 91.20 88.50 90.75
WSC 65.50 89.50 63.80 89.65 64.50 89.55 67.50 89.70 66.00 89.60
SST-2 93.50 95.00 92.20 94.80 92.90 94.80 93.10 95.10 91.30 94.00

Algorithmic Understanding

HumanEval 96.50 97.00 96.00 97.10 96.20 97.20 96.20 97.25 96.00 97.10
MBPP 94.00 93.00 93.50 93.40 93.20 93.10 93.80 93.60 93.20 93.30

Math

GSM8K 95.00 93.50 94.50 93.80 95.10 94.00 95.50 94.40 94.50 94.10
SVAMP 95.80 96.00 95.30 95.90 95.50 96.10 95.70 96.30 95.40 96.20

Logic

FOLIO 65.50 89.50 63.80 89.65 64.50 89.55 67.50 89.70 66.00 89.60
LogicMCQ 87.15 89.32 86.46 89.17 87.51 89.52 88.27 89.82 87.68 89.73
LogicYN 80.65 83.72 86.80 88.10 82.42 83.47 81.80 84.16 80.98 84.02

Average 89.13 93.15 88.54 93.39 89.14 93.50 90.34 94.07 89.40 93.14

Table 19: o1 accuracy (%). Bold marks the higher score within each dataset row and within the averages.

Dataset AAVE ChcE CollSgE IndE JamE

ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT

LANGUAGE UNDERSTANDING

BoolQ 90.29 90.05 91.47 91.92 89.74 89.89 91.25 91.61 89.89 89.79 91.53 91.78 90.75 90.50 91.62 91.95 89.65 89.45 91.58 91.83
COPA 97.16 96.93 96.77 97.42 96.88 96.47 97.20 97.45 97.33 97.33 97.10 97.40 98.10 98.10 97.36 97.81 94.59 94.99 97.01 97.37
MultiRC 86.92 86.41 89.07 89.76 86.50 87.10 89.13 89.67 87.26 86.75 89.10 89.79 86.44 85.11 89.15 89.71 87.20 87.10 89.20 89.73
WSC 54.83 51.55 81.69 88.42 54.95 50.53 81.55 88.29 54.71 51.54 81.71 88.39 62.57 53.82 81.49 88.41 54.23 53.19 81.61 88.47
SST-2 91.91 92.25 89.97 93.12 91.62 91.30 89.80 93.04 90.06 89.64 89.94 93.19 91.08 90.95 89.86 93.08 89.55 89.01 89.82 93.10

ALGORITHMIC UNDERSTANDING

HumanEVAL 92.31 92.31 94.10 93.85 97.09 96.12 94.32 93.78 92.11 96.05 94.20 93.91 96.00 96.00 94.05 93.85 91.46 91.46 94.14 93.96
MBPP 85.29 86.49 85.92 74.31 86.73 85.80 85.84 74.17 86.98 85.50 85.95 74.35 84.00 83.00 85.79 74.42 86.92 86.92 85.86 74.38

MATH

GSM8K 60.86 84.05 89.54 90.27 59.54 77.17 89.25 90.10 51.28 78.40 89.38 90.19 60.36 87.13 89.41 90.32 60.07 80.86 89.29 90.22
SVAMP 92.68 90.99 94.11 94.51 92.77 91.96 94.05 94.40 92.46 90.63 94.22 94.54 92.77 91.58 94.09 94.48 92.99 90.11 94.18 94.47

LOGIC

FOLIO 62.27 63.57 73.61 74.15 63.68 62.88 73.80 74.20 65.62 65.21 73.91 74.43 68.12 68.12 73.74 74.57 65.56 65.16 73.83 74.49
LogicBench MCQ 78.41 73.96 82.52 83.65 79.58 73.85 82.48 83.70 80.38 73.54 82.60 83.57 79.83 74.48 82.50 83.74 78.87 72.92 82.66 83.71
LogicBench Y/N 77.45 76.12 75.63 76.97 76.69 75.56 75.51 76.83 77.44 75.40 75.74 76.92 78.06 76.02 75.55 76.91 77.21 75.69 75.66 76.78

Average 80.86 82.06 87.03 87.36 81.31 81.55 87.02 87.27 80.46 81.65 87.12 87.37 82.34 82.90 87.05 87.44 80.69 81.40 87.07 87.38

Table 20: DeepSeek-v3 accuracy (%). The single highest value among ZS, CoT, SAE ZS, and SAE CoT in each
dialect and dataset is shown in bold.

Dataset AAVE ChcE CollSgE IndE JamE

ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT

LANGUAGE UNDERSTANDING

BoolQ 86.70 87.13 88.42 89.10 85.21 86.32 88.15 89.05 86.21 85.60 88.31 89.14 86.25 86.50 88.23 89.09 84.92 86.83 88.28 89.12
COPA 95.98 96.45 94.78 95.43 94.59 95.84 94.63 95.38 94.66 95.48 94.57 95.29 94.79 95.26 94.81 95.32 93.39 94.79 94.74 95.22
MultiRC 84.08 84.48 88.15 88.75 82.90 83.70 88.12 88.63 84.63 85.44 88.08 88.79 82.71 83.51 88.17 88.70 85.00 84.60 88.21 88.72
WSC 54.31 53.62 79.68 85.42 55.93 49.77 79.54 85.29 54.63 53.86 79.71 85.38 54.39 55.56 79.51 85.41 53.35 50.70 79.63 85.45
SST-2 90.64 91.91 89.72 92.88 90.35 90.77 89.58 92.80 87.34 89.54 89.76 92.97 89.34 89.84 89.69 92.85 87.16 88.14 89.64 92.89

ALGORITHMIC UNDERSTANDING

HumanEVAL 100.00 100.00 93.94 93.78 100.00 99.03 94.13 93.65 100.00 98.68 94.21 93.89 100.00 100.00 94.07 93.83 100.00 98.78 94.12 93.91
MBPP 74.14 80.69 83.12 80.31 79.32 80.25 83.01 74.09 82.84 85.50 83.23 74.17 76.00 78.50 82.97 74.23 76.02 78.20 83.05 74.21

MATH

GSM8K 56.34 75.84 58.40 58.30 54.72 75.39 58.40 58.30 55.17 76.25 58.40 58.30 57.93 77.47 58.40 58.30 52.75 72.47 58.40 58.30
SVAMP 74.27 77.82 77.14 74.43 77.05 75.71 77.14 74.43 73.26 77.64 77.14 74.43 79.85 75.09 77.14 74.43 73.07 78.65 77.14 74.43

LOGIC

FOLIO 51.03 41.73 52.25 52.15 54.02 41.15 52.25 52.15 53.20 40.79 52.25 52.15 51.68 43.62 52.25 52.15 51.61 42.57 52.25 52.15
LogicBench MCQ 60.62 40.92 67.50 66.67 62.55 38.57 67.50 66.67 61.25 41.75 67.50 66.67 61.09 39.08 67.50 66.67 59.38 39.46 67.50 66.67
LogicBench Y/N 61.04 63.82 62.83 61.97 63.48 66.67 62.83 61.97 60.95 63.92 62.83 61.97 61.48 70.92 62.83 61.97 61.73 64.23 62.83 61.97

Average 74.10 74.53 77.99 78.27 75.01 75.01 77.94 77.70 74.51 80.59 86.14 86.61 74.29 74.26 84.53 86.63 76.63 80.56 86.11 86.60

Table 21: GPT-4o-mini accuracy (%). The single highest value among ZS, CoT, SAE ZS, and SAE CoT in each
dialect and dataset is shown in bold.
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Dataset AAVE ChcE CollSgE IndE JamE

ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT ZS CoT SAE ZS SAE CoT

LANGUAGE UNDERSTANDING

BoolQ 81.39 79.49 83.49 85.29 82.36 83.07 86.93 85.71 79.22 77.34 81.09 84.24 75.27 74.06 78.86 80.45 77.20 77.56 81.44 80.23
COPA 98.06 98.85 99.36 100.00 96.29 97.17 98.15 98.77 97.13 97.95 98.67 99.31 95.42 96.28 97.30 98.29 96.15 97.03 98.02 98.76
MultiRC 87.05 85.23 86.18 88.11 86.80 84.92 87.56 89.46 88.03 86.71 88.92 90.25 85.11 83.88 86.15 88.09 87.70 86.53 89.01 90.22
WSC 61.17 59.88 63.12 65.04 57.63 55.49 59.82 61.64 58.80 57.02 60.33 62.11 67.84 66.31 69.02 70.19 55.63 56.87 59.45 60.88
SST-2 90.64 91.91 92.82 93.82 90.35 90.77 91.89 92.76 89.23 89.05 90.47 92.31 89.71 89.84 91.04 92.85 87.16 88.14 90.56 92.89

ALGORITHMIC UNDERSTANDING

HumanEVAL 85.67 86.12 88.45 90.12 93.04 93.51 95.03 96.87 94.22 94.68 96.45 97.30 95.83 96.28 97.14 98.07 91.46 92.68 94.14 95.02
MBPP 78.09 77.02 81.14 83.27 83.12 82.54 85.33 87.09 82.54 82.01 85.14 86.97 81.00 80.71 84.09 86.03 82.84 82.45 85.04 87.36

MATH

GSM8K 71.39 71.59 73.20 73.61 65.21 65.57 67.13 69.09 58.65 58.41 60.18 62.09 82.70 83.26 84.55 87.61 67.92 68.01 69.78 71.54
SVAMP 81.06 81.59 89.54 90.21 91.48 92.92 94.00 94.40 90.86 93.99 94.22 94.62 91.27 93.73 94.05 94.55 91.44 94.33 94.15 94.65

LOGIC

FOLIO 70.94 71.63 73.77 75.04 68.25 67.14 70.90 72.51 65.31 65.51 72.90 74.45 69.13 69.80 74.10 75.00 63.65 65.69 73.80 75.10
LogicBench MCQ 86.50 88.20 90.04 91.37 78.31 82.47 86.40 87.55 79.71 82.15 85.66 87.22 75.94 81.37 85.12 87.05 78.41 83.14 86.82 88.73
LogicBench Y/N 80.20 79.55 82.30 83.76 73.44 72.58 75.42 77.09 70.78 69.72 75.76 76.85 71.43 72.96 75.60 76.90 72.13 72.27 75.85 77.05

Average 82.59 82.69 85.66 87.49 78.54 78.08 81.12 82.94 78.43 78.41 81.07 83.00 81.09 81.52 84.07 86.12 79.02 79.14 82.07 83.20

Table 22: LLaMa-3-8B Instruct accuracy (%). Bold indicates superior performance within dialect pairs and average.

F Qualitative Analysis 845

Rubric Item Multi-VALUE ENDIVE

Consistent past-tense
forms

13 campers goed rowing and 59 campers goed
hiking in the morning. 21 campers goed rowing
in the afternoon.

So like, 13 campers went rowing and 59 campers
went hiking in the morning, you know? And
then in the afternoon, 21 campers went rowing.

ChcE auxiliaries / pro-
gressive “be”

James write a 3-page letter to 2 different friend
twice a week. How many pages do write a year?

James be writin’ a 3-page letter to 2 different
homies twice a week. How many pages he be
writin’ in a year?

Subject-verb agreement
(“does . . . got”)

There is 5 houses on a street, and each of the
first four houses have 3 gnomes in the garden.
If there is 20 gnomes in total on the street, how
many gnomes do the fifth house have?

. . . how many gnomes does the fifth house got?

Conversational flow +
plurals

Joy might can read 8 page of a book in 20 minute.
How many hours might will it take her to read
120 page?

Joy can read like 8 pages . . . So like how many
hours it’s gonna take her to read 120 pages?

Discourse framing with
“only/like”

Jake have 5 fewer peaches than Steven. Steven
have 18 more peaches than Jill.

So check it out, Jake got like 5 less peaches
than Steven, right? . . .

Table 23: ChcE examples. BrickRed = core ChcE morpho-syntactic markers (habitual/progressive be, “got like,”
local nouns such as homies). MidnightBlue = discourse fillers / stance markers (“so like,” “you know,” “right”).
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Rubric Item Multi-VALUE ENDIVE

Definite/indefinite arti-
cle use

Vic DiCara plays guitar and bass. A only style
of musics Vic plays it are punk musics.

The only style of music that Vic DiCara is play-
ing is punk music.

“Only” as focus particle;
IndE progressive

All eels are fishs. No fishs are plants. Every-
thing have displayed collection is either plant or
animal.

All eels are fish only. No fish are being plants.
Everything shown in the collection is either a
plant or an animal.

Consistent verb tenses If legislator is found it guilty stealing govern-
ments funds, it would be suspended office.

If a legislator is found guilty of stealing gov-
ernment funds, they would be suspended from
office.

Subscription example
with IndE verb choice

All customers James’ family is subscribing
AMC A-List are like eligible to watch three
movie every week any additional fees.

James’ family subscribes to AMC A-List or
HBO services. Customers who prefer TV series
will not watch TV series in cinemas.

Code-switching with ru-
pees / paise

Peter goes store to buy sodas. sodas cost $0.25
ounce. had brought $2 him and leaves $0.50.
How many ounce sodas buy?

Peter goes to the shop to buy a cold drink. The
cold drink costs 25 paise an ounce. He brought 2
rupees with him and leaves with 50 paise. How
many ounces of cold drink did he buy?

Table 24: IndE examples. BrickRed = IndE grammatical features (focus particle only, progressive “are being,” local
verb choices like subscribes). MidnightBlue = lexical code-switches to Indian currency terms (rupees, paise).

Rubric Item Multi-VALUE ENDIVE

Sentence-final particles
“lah/ah”

All social medium application containing chat
feature software.

All the social media apps with chat features ah,
all software one lah.

Auxiliary omission +
“kena”

Any convicted criminal that like innocent is not
like truly guilty.

Any convicted criminal who kena innocent one,
not really guilty lah.

“Kena” for pas-
sive/adversity

Everyone convicted murders goes prison. Anyone kena convicted of murder sure go
prison one.

Discourse fillers + final
“one”

Roy Richardson one was cricketer who play Sint
Maarten, constituent country.

Roy Richardson ah, he was a cricketer who play
for Sint Maarten, you know, that place part of
another country one.

Other particles
“siah/lor/leh”

UFC Fight Night, Sadollah have been scheduled
fight Musoke.

Sadollah fight Akiyama at UFC Fight Night,
siah.

Table 25: CollSgE examples. BrickRed = core Singlish morpho-syntactic elements (passive kena, stance/focus
particles lah, one, siah). MidnightBlue = conversational fillers / sentence-medial particles (ah, “sure,” “you know”).
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G Failure Mode Analysis 846

To better understand where models struggle with dialectal variation, we conduct a detailed error analysis 847

across all seven evaluated models: Gemini 2.5 Pro (DeepMind, 2025), o1 (OpenAI, 2024b), Claude 848

3.5 Sonnet (Anthropic, 2024), GPT-4o (OpenAI, 2024a), GPT-4o-mini (OpenAI, 2024a), DeepSeek- 849

v3 (DeepSeek-AI, 2024), and LLaMa-3-8B Instruct (META, 2024). We focus on examples where 850

models answered correctly in SAE but failed when presented with equivalent prompts rewritten in an 851

underrepresented dialect. 852

G.1 Concrete Failure Examples 853

Table 26 provides representative cases from BoolQ, GSM8K, and FOLIO where dialectal phrasing alone 854

led to failure. Notably, even high-performing models like o1 and Claude 3.5 Sonnet falter under syntactic 855

and stylistic shifts. 856

Task SAE Input (Correct) Dialect Input (Incorrect) Model(s)

BoolQ “Did the committee approve the
bill?”

“The committee done approved the
bill, right?”

Claude 3.5, o1

GSM8K “If he had 12 pencils and gave
away 4, how many are left?”

“He got 12 pencils. Gave 4 away.
What’s he got now?”

o1, GPT-4o-mini

FOLIO “He had planned the party, but no
one came.”

“He been had that party planned,
ain’t nobody show up.”

GPT-4o, LLaMa-3-
8B

Table 26: Examples where models answered correctly on SAE inputs but failed on equivalent dialectal rewrites.

G.2 Observed Error Patterns 857

Several consistent trends emerged: 858

• Grammar Sensitivity: Non-SAE syntactic constructions like “done approved” or “been had” caused 859

errors in BoolQ and FOLIO, even for top models like o1 and Claude 3.5. These structures led to 860

misparsing or incorrect entailment. 861

• Math Disruption: Informal arithmetic phrasing in GSM8K—such as omitted verbs or compressed 862

structure—disrupted models like o1, GPT-4o-mini, and DeepSeek-v3, all of which performed well on 863

SAE inputs but stumbled with dialect rewrites. 864

• Template Overfitting: LLaMa-3-8B showed high sensitivity to phrasing shifts across nearly all tasks, 865

often relying heavily on seen formats. GPT-4o-mini similarly failed when inputs diverged from familiar 866

prompt templates, especially in logic and commonsense reasoning. 867

• Coreference Confusion: GPT-4o frequently misinterpreted coreferential statements in dialects like 868

AAVE and JamE, despite handling the same inputs well in SAE. Its performance drop was most 869

pronounced in discourse-heavy datasets like FOLIO and LogicBench. 870

G.3 Comparative Robustness 871

These findings highlight that even models with high overall accuracy—such as o1 (OpenAI, 2024b) and 872

Gemini 2.5 Pro (DeepMind, 2025)—are not immune to systematic failures when exposed to syntactic 873

or pragmatic variation in underrepresented dialects. Despite strong aggregate metrics, performance can 874

degrade sharply on inputs that deviate from SAE. For instance, Claude 3.5 Sonnet (Anthropic, 2024), 875

while strong on algorithmic tasks, faltered on informal sentence structures. GPT-4o (OpenAI, 2024a) also 876

showed sensitivity to dialect-specific phrasing, particularly in logic and reading comprehension. More 877

compact models like GPT-4o-mini and LLaMa-3-8B (META, 2024) were especially brittle, struggling 878

with even minor rephrasings. These patterns underscore a broader concern: conventional evaluations can 879

obscure failure modes that disproportionately affect speakers of non-standard dialects. Dialect-aware 880

evaluation is essential for ensuring equitable, reliable model behavior across diverse English varieties. 881
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H Translation Prompts882

Here are examples of African American Vernacular English (AAVE):
1. I was bewildered, but I knew dat it was no gud asking his ass to explain.
2. Cochran pontificated windily for da camera.
3. I don’t want them to follow in my footsteps, as I ain’t go to no college, but I want them to
go.

Here is the input text: {text}
Please rewrite the input text in African American Vernacular English (AAVE).

Table 27: Few-Shot Prompt for Translating SAE to AAVE

Here are examples of Chicano English (ChcE):

1. When people wanna fight me I’m like "well okay, well then I’ll fight you."
2. They were saying that they had a lot of problems at Garner because it was a lot of fights and
stuff.
3. I ain’t really thinking about getting with J. or any other guy.

Here is the input text: {text}
Please rewrite the input text in Chicano English (ChcE).

Table 28: Few-Shot Prompt for Translating SAE to ChcE

Here are examples of Colloquial Singapore English (Singlish) (CollSgE):

1. But after a while it become quite senseless to me.
2. And got to know this kind-hearted scholar who shelter her with Ø umbrella when it was
raining.
3. The cake John buy one always very nice to eat.

Here is the input text: {text}
Please rewrite the input text in Colloquial Singapore English (Singlish)
(CollSgE).

Table 29: Few-Shot Prompt for Translating SAE to CollSgE

Here are examples of Indian English (IndE):

1. It was not too much common. Getting the accommodation has become very much difficult.
2. During monsoon we get lot of rain and then gets very soggy and sultry.
3. This is the second time that such an object had been sighted here.

Here is the input text: {text}
Please rewrite the input text in Indian English (IndE).

Table 30: Few-Shot Prompt for Translating SAE to IndE
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Here are examples of Jamaican English (JamE):

1. Hill had initially been indicted with the Canute and the Michelle Saddler and their three
companies.
2. The autopsy performed on Mae’s torso shortly after it was found, revealed that her body was
cut into pieces by a power machine saw.
3. The culture of the region has been unique in combining British and Western influences with
African and Asian lifestyles.

Here is the input text: {text}
Please rewrite the input text in Jamaican English (JamE).

Table 31: Few-Shot Prompt for Translating SAE to JamE

I Evaluation Prompts 883

Given a mathematics problem, determine the answer. Simplify your answer as
much as possible and encode the final answer in <answer></answer> (e.g.,
<answer>42</answer>).

Context: {problem}

Question: {question}

Answer:

If CoT: Let’s think about this step by step before finalizing the answer.

Table 32: Prompt for SVAMP Evaluation

Given a coding problem, produce a Python function that solves the problem.
Provide your entire code in <answer></answer> (e.g., <answer>def solve():
pass</answer>).

Problem: {problem}

Test Cases: {test_cases}

Answer:

If CoT: Let’s think step by step about the problem-solving process before coding.

Table 33: Prompt for MBPP Evaluation

Given a yes/no question, answer yes or no. Provide your final answer in
<answer></answer> (e.g., <answer>yes</answer>).

Context: {context}

Question: {question}

Answer:

If CoT: Let’s think step by step before arriving at the answer.

Table 34: Prompt for LogicBenchYN Evaluation
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Given a multiple-choice question with 4 choices, pick the correct choice
number (1, 2, 3, or 4). Provide your final answer in <answer></answer> (e.g.,
<answer>2</answer>).

Context: {context}

Choices:

1) {choice1}

2) {choice2}

3) {choice3}

4) {choice4}

Answer:

If CoT: Let’s analyze each choice step by step before determining the correct one.

Table 35: Prompt for LogicBenchMCQ Evaluation

Given a coding problem, produce a Python function that solves the problem.
Provide your entire code in <answer></answer> (e.g., <answer>def solve():
pass</answer>).

Problem: {prompt_text}

Test Cases: {test_cases}

Answer:

If CoT: Let’s break the problem down step by step before writing the code.

Table 36: Prompt for HumanEVAL Evaluation

Given a mathematics problem, determine the answer. Simplify your answer as
much as possible and encode the final answer in <answer></answer> (e.g.,
<answer>1</answer>).

Problem: {problem}

Answer:

If CoT: Let’s carefully solve the problem step by step before arriving at the final numeric
answer.

Table 37: Prompt for GSM8K Evaluation

Given premises and a conclusion, determine whether the conclusion is True,
False, or Uncertain. Provide your final answer in <answer></answer> (e.g.,
<answer>True</answer>).

Premises: {premises}

Conclusion: {conclusion}

Answer:

If CoT: Let’s evaluate the premises step by step before deciding the conclusion.

Table 38: Prompt for FOLIO Evaluation
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Given a pronoun resolution problem, determine whether Span 2 refers to Span
1. Provide your final answer in <answer></answer> (e.g., <answer>1</answer>
for same or <answer>0</answer> for different).

Paragraph: {paragraph}

Span 1: {span1}

Span 2: {span2}

Answer:

If CoT: Let’s analyze the relationship between Span 1 and Span 2 step by step before answering.

Table 39: Prompt for WSC Evaluation

Given a sentence, determine its sentiment. Provide your final
answer in <answer></answer> (e.g., <answer>1</answer> for positive or
<answer>0</answer> for negative).

Sentence: {sentence}

Answer:

If CoT: Let’s analyze the sentiment of the sentence step by step before concluding.

Table 40: Prompt for SST-2 Evaluation

Given a paragraph, a question, and an answer choice, determine if the answer
choice is correct. Provide your final answer in <answer></answer> (e.g.,
<answer>1</answer> for correct or <answer>0</answer> for incorrect).

Paragraph: {paragraph}

Question: {question}

Answer Choice: {answer_choice}

Answer:

If CoT: Let’s analyze the paragraph and question step by step before confirming the correctness
of the answer choice.

Table 41: Prompt for MultiRC Evaluation

Given a premise and two choices, pick which choice is more plausible. Provide
your final answer in <answer></answer> (e.g., <answer>0</answer> for the
first choice or <answer>1</answer> for the second).

Premise: {premise}

Choice 1: {choice1}

Choice 2: {choice2}

Answer:

If CoT: Let’s compare the plausibility of both choices step by step before finalizing.

Table 42: Prompt for COPA Evaluation
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Given a passage and a yes/no question, label it as TRUE or FALSE. Provide
your final answer in <answer></answer> (e.g., <answer>TRUE</answer>).

Passage: {passage}

Question: {question}

Answer:

If CoT: Let’s carefully consider the passage and the question step by step before labeling the
answer.

Table 43: Prompt for BoolQ Evaluation

J Fluency Scoring Prompt884

You are an expert linguist capable of detailed chain-of-thought reasoning.

You are given two pieces of text:

1) Original Text (SAE) – the standard American English version.

2) Dialect Text – a translated or adapted version in the {dialect} dialect.

Please evaluate the Dialect Text for:

1) Fluency in {dialect}:

- Grammar, syntax, word choice, and overall naturalness in {dialect}.

- Consistency, flow, and readability in {dialect}.

2) Meaning Preservation:

- Does the Dialect Text retain the same meaning or intent as the Original
Text (SAE)?

- Are there changes or omissions that alter the meaning?

Use the following 1–7 scoring rubric (focused on fluency, but keep meaning
in mind):

- 1: Completely unnatural, pervasive errors, nearly unintelligible.

- 2: Major issues in accuracy/naturalness, very awkward for {dialect}.

- 3: Noticeable errors or unnatural phrasing, partial alignment with
{dialect}.

- 4: Average fluency, some issues; mostly understandable in {dialect}.

- 5: Good fluency, minor errors; consistent with {dialect}.

- 6: Very good fluency, rare issues; flows smoothly in {dialect}.

- 7: Excellent fluency, fully natural, error-free, perfectly aligned with
{dialect}.

Instructions:

1. Provide a chain-of-thought explanation comparing meaning and evaluating
fluency.

2. End with a single line: "Fluency Score: X" (where X is an integer 1–7).

Begin your detailed chain-of-thought analysis now.

Table 44: Prompt for Fluency Evaluation
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K Preference Tests Prompt 885

You are an expert linguist with a strong understanding of {dialect}.

You are given:

1) Original Text (SAE) – a standard American English version for reference.

2) Translation A – a version in the {dialect} dialect.

3) Translation B – another version in the {dialect} dialect.

Your task: Decide which translation is better in the context of the {dialect}
dialect with respect to:

- Fluency (grammar, syntax, word choice, overall naturalness in {dialect})

- Accuracy (faithfulness to the original meaning, but expressed naturally
in {dialect})

- Readability (cohesion, clarity, and flow in {dialect})

- Cultural appropriateness (if relevant to {dialect})

Provide a detailed chain-of-thought (reasoning) as to how you weigh these
factors.

Then conclude with one final line in the exact format:

"Final preference score: X"

(where X = 1 if you prefer Translation A, or X = 2 if you prefer Translation
B).

Make sure you reveal your full thought process, then end with:

Final preference score: X

Table 45: Prompt for Translation Comparison Evaluation
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