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ABSTRACT

Continual learning has made significant progress in addressing catastrophic for-
getting in vision and language domains, yet the majority of research has treated
these modalities separately. The exploration of multimodal continual learning
remains sparse, with a few existing works focused on specific applications like
VQA, text-to-vision retrieval, and incremental multi-tasking. These efforts lack
a general benchmark to standardize the evaluation of models in multimodal con-
tinual learning settings. In this paper, we introduce a novel benchmark for Multi-
modal Class-Incremental Learning (MCIL), designed specifically for multimodal
classification tasks. Our benchmark comprises a curated selection of multimodal
datasets tailored to classification challenges. We further adapt a widely used
vision-language model to multiple existing continual learning strategies, provid-
ing crucial insights into the behavior of vision-language models in incremental
classification tasks. This work represents the first comprehensive framework for
MCIL, establishing a foundation for future research in multimodal continual learn-
ing.

1 INTRODUCTION

Continual learning aims to develop models that can learn incrementally, integrating new knowledge
while retaining the one acquired on previous training iterations. This challenge, while being a rep-
resentative scenario of the well known stability-plasticity dilemma (Mermillod et al., 2013), has
gained considerable traction, particularly in vision or language domains, where significant progress
has been made to mitigate catastrophic forgetting. However, despite this progress, the majority of
research has treated them separately. This limitation has hindered the exploration and comparison
of more complex, pure multimodal scenarios where information from multiple modalities must be
processed and retained simultaneously.

Multimodal learning, which combines data from different sources like images, text, or audio, among
others, offers the potential for richer representations and enhanced understanding. Yet, applying
continual learning to such settings has been underexplored. Most existing works in multimodal
continual learning have focused on specific applications, such as Visual Question Answering (VQA)
(Qian et al.}2023)), text-to-image retrieval (Wang et al., 2021} |Sun et al.,[2024])), and task-incremental
settings (Srinivasan et al.l [2022)), whereas classification tasks lack a standardized benchmark for
comparing results and tracking scientific advancements, reducing generalization. This gap has made
it difficult to assess progress systematically and fairly across approaches, leaving the challenge of
developing new solutions and standardizing multimodal continual learning unresolved.

Several recent works have attempted to address continual learning in isolated modalities by intro-
ducing benchmarks for incremental object detection (Han et al.,|2021; |[Verwimp et al.| [2023)), natural
language understanding (Madotto et al.| [2020), and other single-modality tasks (Lin et al.| [2021])).
However, extending these frameworks to multimodal settings presents unique challenges due to the
added complexity of modality-specific representations and the interactions between them. For exam-
ple, models must learn how to retain visual features while simultaneously updating language-based
understanding—an inherently more challenging scenario than unimodal tasks. Furthermore, the di-
verse nature of multimodal data complicates the design of incremental learning strategies, which
need to balance between modality-specific knowledge retention and cross-modal alignment.
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To address these challenges, we introduce a novel Multimodal Class-Incremental Learning (MCIL)
benchmark tailored for multimodal classification tasks. Our benchmark includes a curated set of
multimodal datasets that span a variety of vision-language classification tasks, providing a compre-
hensive platform for evaluating the performance of continual learning algorithms in a multimodal
setting. To ensure the benchmark’s relevance and utility, we adapt the widely used vision-language
model Flava (Singh et al., [2022) to multiple existing continual learning strategies, offering insights
into how these models behave in incremental classification scenarios. This work serves as the first
systematic framework for multimodal class incremental learning, establishing a foundation that fu-
ture research can build upon.

Our contributions are threefold: (1) We propose the first benchmark specifically designed for multi-
modal class-incremental learning, enabling standardized evaluation and comparison of models. (2)
We adapt a state-of-the-art vision-language model to various continual learning strategies, shedding
light on the strengths and limitations of these methods in a multimodal context. (3) We provide com-
prehensive experimental results that reveal key insights and identify promising directions for future
research in the field. By addressing the need for a standardized evaluation protocol, our benchmark
aims to catalyze research in multimodal continual learning, fostering a deeper understanding of how
to effectively maintain knowledge across evolving multimodal data distributions.

2 RELATED WORK

2.1 INCREMENTAL LEARNING

Incremental learning addresses the challenge of continuously learning new information from dy-
namic, changing data streams (van de Ven et al.| 2022; Mai et al., [2022; |Qu et al.|, [2021). The
problem can be framed using various scenarios, such as task-incremental or class-incremental learn-
ing, depending on how task identifiers are provided over time, with these being the most common
settings considered in the literature (Wang et al.|2024)). Various strategies tackle these challenges by
enabling learning new tasks while mitigating the forgetting of previously acquired knowledge. For
instance, regularization-based techniques apply constraints to specific parameters related to earlier
tasks, thereby preserving prior knowledge and preventing catastrophic forgetting (Kirkpatrick et al.,
2017; |[Li & Hoieml 2017; |Zenke et al., 2017). Replay-based methods leverage stored samples by
maintaining data from previously learned tasks in a rehearsal buffer and continuously interleaving
it with the training of new tasks, allowing for ongoing consolidation of past knowledge (Rolnick
et al.} 2019;|Isele & Cosgun, [2018};Wang et al., 2024; |Buzzega et al.|[2020). More recently, efficient
prompt-based rehearsal-free methods have emerged, combining powerful pretrained backbones with
learnable prompts. This approach preserves knowledge across tasks without altering the backbone
weights, thereby significantly mitigating forgetting in the entire system (Wang et al.,2022bjcj |Smith
et al.,[2022; Razdaibiedina et al., |2023)).

2.2  VISION-LANGUAGE MODELING

Vision-language modeling is at the intersection of computer vision and natural language processing.
It seeks to develop models capable of understanding and generating multimodal information, where
visual inputs are paired with corresponding linguistic descriptions. Transformer models significantly
improved multimodal learning thanks to the inherent capability of self-attention operations to con-
nect multimodal signals (Nagrani et al., [2021)), and to the introduction of self-supervised pretaining
paradigms specifically designed to perform joint representational learning (Singh et al., 2022} [Bao
et al., 2022; [Wang et al., 2022a). The fusion of information from different modalities has been
modeled adopting different strategies, ranging among early-, mid-, and late-fusion, based on the
information processing stage where the two modalities are combined (Nagrani et al., |2021). These
advancements enable robust multimodal alignment by establishing deep relationships and semantic
correspondences between sub-components of visual and linguistic instances. Such capability allows
vision-language models to succeed in many scenarios such as vision-language reasoning (Antol
et al.| 20155 Suhr et al.| 2018} |Goyal et al.l 2017, text generation for image captioning (Chen et al.,
20135)), and text-to-image retrieval (Plummer et al., [2015; [Lin et al., [2014). Furthermore, the easy
access to foundational pretrained vision-language models, like CLIP (Radford et al |2021), popu-
larized few-shot classification via image-text contrastive fine-tuning (Zhou et al., [2022bfjaj [Khattak
et al., [2023).



Under review as a conference paper at ICLR 2025

2.3 MULTIMODAL CONTINUAL LEARNING

Applications of continual learning strategies in multimodal settings, especially vision-language
ones, are sparse and heterogeneous. A popular approach is to leverage the few-shot capabilities of
vision-language pretrained models to turn a vision class-incremental learning problem into a multi-
modal one, where classification is achieved via contrastive learning (D’ Alessandro et al., 2023} ' Yu
et al., 2024} Thengane et al [2022). These approaches build upon the strength of vision-language
in leveraging text embeddings to represent visual classes incrementally. This strategy offers an
implicit way to handle new visual categories by extending textual prompts with new concepts, al-
though the task here is still inherently unimodal. Another approach is focused on task-incremental
learning. In this framework, different tasks are learned continuously, where the system is not only
concerned with the representational learning of new categories but also handling completely new
tasks (Srinivasan et al.}|2022) . This scenario seeks to mitigate catastrophic forgetting across diverse
tasks by retaining knowledge from previously learned tasks, rather than solely focusing on previous
data samples. Furthermore, a more established multimodal continual learning benchmark is found
in VQA (Zhang et al.| 2023} |[Kane et al.| [2022; Zhang et al., 2022)), where a system must answer
natural language questions about images. The continual learning challenge in VQA revolves around
the ability to adapt to new visual scenes and linguistic expressions over time, as the model is incre-
mentally exposed to new domains with novel semantics, vocabulary, and visual environments. We
observe that none of these approaches address the need for a benchmark specifically designed for
pure classification tasks in multimodal scenarios.

3 MCIL BENCHMARK

In this section, we present the main components of the MCIL benchmark, namely, the datasets that
constitute the classification challenge, the problem formulation, and the set of continual learning
strategies adapted to vision-language modeling providing a conceptual baseline for the MCIL chal-
lenge.

3.1 DATASETS

The proposed benchmark comprises 3 datasets from distinct semantic domains. In each dataset,
examples are presented as paired images and text that share a common semantic grounding. By
ensuring this alignment between modalities, we emphasize the true strength of a multimodal model,
where both visual and textual information must be jointly leveraged for effective classification.

Caltech-UCSD Birds (CUB). This dataset is built upon the original CUB database (Welinder et al.}
2010) with the addition of model-based captions entailing fine-grained visual descriptions of bird
images (Reed et al.,2016). The dataset contains 11.764 RGB images and 200 well-balanced classes
representing bird species. Captions provide feature-by-feature rich structured information focusing
on body part attributes, rather than generic informal visual descriptions. Paired samples where
textual description might cue the bird species (e.g. the name of the species is contained in the
caption) have been removed.

Oxford Flowers. This dataset is built upon the original Oxford Flowers database (Nilsback &
Zisserman), [2008)) with additional fine-grained visual descriptions as image captions (Reed et al.,
2016). The dataset contains 8.189 RGB images and 102 unbalanced classes representing flower
species. As for the previous dataset, textual descriptions provide structured information about body
attributes. Paired samples where textual description might cue the flower species have been removed.

DVM-CAR. This dataset consists of a great database of car models built for marketing research
purposes (Huang et al., 2022)). The dataset is already multimodal since it aligns car images with a
set of tabular features that cover various meta-data variables and form a relational database. The
dataset contains more than 1 million samples and 286 heavily unbalanced classes representing car
models. We applied a data transformation procedure to turn 13 variables in the table into a sentence
containing the variable names and their respective value in a semantically consistent structure (e.g.
“the [fuel type] is [diesel]”, where the square brackets contain the original tabular feature name-
value pair). Such sentences are paired with respective car images to gather the image-text paired
sample.
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3.2 PROBLEM FORMULATION

In the MCIL setting, we are given a stream of labeled training sets or experiences E1, Es, ..., Er,

E
where each experience E; = {(x; 4, yi,t)}f-v:tl, consists of N training examples. As in standard
continual learning, classes do not overlap among experiences. In our setting, = [v,!] is the
multimodal sample with v and [ corresponding to the aligned vision and language data, respectively.
For any given experience t, classification takes place via the model:

gt,(—)(ft,cb([vt,lt])) (D

where f; ¢(-) is a multimodal feature extractor parameterized by ®, and g; o is a proper classifica-
tion head parameterized by ©,t =1,2,...,T.

Evaluation Metric. For the evaluation phase, experience-wise performance is computed by con-
sidering all the classes encountered up to the current experience t. Consider the stream of labelled
evaluation sets D1, Da, ..., Dy, and model g(f(-)), then the evaluation accuracy for experience ¢
is computed as follows:

> [g:(fe(ai = [vi, 1)) = il

(zi,y:)€D1UD2U...Dy

A =
’ NP + NP ...+ NP

2)

where NP is the number of evaluation examples for experience t, and [] the indicator function.
More precisely, score A; is the balanced accuracy defined as the accuracy score with class-balanced
sample weights (Brodersen et al., [2010), to account for the unbalance of the selected benchmark
datasets.

3.3 MODELS

To evaluate the behavior of vision-language models on the MCIL benchmark datasets, any model
compatible with eq. [T] can be considered—specifically, models capable of producing a joint repre-
sentation of vision and language instances that can later be used by a classification head. In general,
most multimodal fusion paradigms satisfy this requirement.

However, most do not directly yield a compressed multimodal representation; instead, they rely
on additional steps to combine the unimodal representations through mathematical operations such
as concatenation, averaging, or summation of the unimodal hidden states. While these approaches
ensure multimodal alignment, they require additional processing. Models like CLIP (Radford et al.,
2021) and ALIGN (Jia et al.l [2021) produce aligned vision and language hidden states separately,
necessitating further adaptation to obtain a final multimodal representation that is compatible with

eq.

In contrast, models such as VILBERT (Lu et al.| 2019) and ViLT (Kim et al.l |2021)) inherently
perform information fusion through cross-modal attention, although their outputs remain modality-
specific. While these models are generally well-suited for a wide range of use cases and continual
learning strategy adaptations, they may require additional engineering for specific methods—such
as modern rehearsal-free approaches—that demand a single multimodal hidden state extracted from
a frozen backbone. To address this issue, we aim to propose an unbiased vision-language adaptation
that does not involve additional engineering or specialized architectural modifications.

Models such as VL-BEIT (Bao et al., [2022), BEiT3 (Wang et al., 2022a)), and Flava (Singh et al.,
2022)), are ideal candidates, as they generate a joint multimodal embedding that represents both
modalities during pretraining, without post hoc manipulation of aligned unimodal representations.
Among these, we selected Flava as the primary model for evaluating vision-language continual
learning adaptations on the MCIL benchmark, as it offers a balanced trade-off between complexity
and flexibility while satisfying the constraints of eq. [I] Flava is a hierarchical model where data is
first processed through separate, specialized vision and language encoders before being fed into a
multimodal encoder, which performs attention-based fusion on the resulting unimodal hidden states.
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A multimodal class token is also prepended to the joint hidden state sequence, producing the final
multimodal representation used for classification.

To further enhance the proposed benchmark, we have tested Flava across various continual learning
strategies, providing a comprehensive view of its performance under different scenarios.

Upper Bound (UB). The pretrained Flava model is fine-tuned on all the training sets of all the
experiences up to the current experience.

Lower Bound (LLB). The pretrained Flava model is continuously trained on every subsequent ex-
perience. In the first experience, the pretrained model is fine-tuned on the first experience, and the
weights are left to update for subsequent experiences training sets.

Dual Prompt (DP). Pretrained parameters of the Flava model are kept frozen, while two types of
learnable prompts are responsible for learning through experience and preserving previous knowl-
edge (Wang et al.l 2022b). In particular, E-Prompts and G-Prompts are responsible for learning
task-invariant and task-specific knowledge, respectively. A different set of E-Prompts is learned for
each experience via prefix-tuning, while G-Prompts are continuously updated through experiences
to represent general knowledge across tasks. Both prompts are mounted on the two unimodal en-
coders, as well as on the multimodal encoder, independently. In this way, experience-wise model
adaptation is modality-specific to account for unimodal data distribution shift, but also multimodal
to account for joint, abstract distribution shift. During the evaluation phase, a query function is
used to select the proper E-Prompts for a given example, from a prompts pool. The query function
consists of learning a mapping between E-Prompts keys and class tokens obtained from a pretrained
frozen static Flava model.

Dual Prompt closed-form (DPcf). This is a variant of the Dual Prompt model, where the mapping
between the class token of a given example and the E-Prompts keys is not learned, but it is com-
puted analytically by solving the optimization problem in closed-form (Appendix A for details).
E-Prompts and G-Prompts are applied and free to be learned as in standard Dual Prompt, but the E-
Prompts keys no longer need to be learned since they are computed analytically for each experience,
independently.

Learning to Prompt (L2P). The Flava model is kept frozen and prompt-tuning is applied to learn
a mapping between experience samples and a preferred set of prompts for that experience (Wang
et al.l [2022c). A set of top-N prompts are extracted from a pool of prompts, and prepended to the
hidden states via concatenation before passing to the encoder. The top-N prompts are selected via
a similarity score between the class token of a given example and prompt keys, in order to assign
a likelihood to the most suitable prompts for that experience. As in Dual Prompt, the class token
for computing the similarity score is obtained by extracting the multimodal class token of the data
sample from a frozen static Flava model.

Experience Replay (ER). The pretrained Flava model is fine-tuned on the first experience training
set, and trained on subsequent experience with the aid of a sample buffer containing image-text pairs
from past experiences. We considered two versions of Experience Replay, one where the buffer is
iteratively filled with a subsample of 25% of examples per class of the previous experience, namely,
ER25, and one with a 10% subsampling rate, namely, ER10.

4 EXPERIMENT

4.1 IMPLEMENTATION DETAILS

We use the Flava model and its corresponding pretrained weights from the HuggingFace Transform-
ers library (Wolf et al.| [2020) as our initial backbone. All models and experimental pipelines are
implemented using a custom PyTorch package with support from the Avalanche library (Lomonaco
et al., |2021). For all continual learning strategies, the training is conducted for 5 epochs using
AdamW optimizer (Loshchilov, |2017). The learning rate is set to 0.005 for L2P, DP, and DPcf, and
le — 5 for all other strategies. The batch size is uniformly set to 16 for both training and evaluation
across all datasets and models.

All experiments are executed on three GeForce RTX 3090 Ti GPUs. To ensure robust model com-
parison, we report the average evaluation accuracy, as defined in eq. |2} computed over 3 indepen-
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Figure 1: Results.

Table 1: Average balanced accuracy across all experiences (standard errors in parenthesis).

Dataset
Model CUB Flowers DVM Car
DP 67.30 £3.33  83.77+246  56.54 £4.58
DPcf 66.13 +£3.61 84.14+2.45 57.62+4.82
ER25 65.20 £5.96 79.54+5.09 83.17+4.34
ER10 56.23 £6.66  67.22+6.33  70.93 £5.96
L2P 53.42+4.75 5249+551  40.63 +6.11
LB 3517+ 7.77 38.11+8.48  36.99 £ 8.08
UB 85.97+£1.39 99.31+0.12  98.90 £0.10

dent runs. The datasets are split into 10 incremental experiences, each containing an equal number

of classes. However, the total number of samples and class-specific distributions may vary across
experiences.

4.2 RESULTS

In Table[T] we present the evaluation results of the vision-language continual learning adaptations to
the benchmark datasets, as the average across-experience balanced accuracy (Figure[T). A complete
table of results showing evaluation performance for every experience is presented in Appendix B.
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The experimental results indicate that the upper bound performance is notably high, with minimal
accuracy decay across experiences, suggesting that the classification task itself is not inherently
complex. However, all tested continual learning methods experience substantial performance degra-
dation and forgetting, highlighting the difficulty of the setting due to shifts in multimodal data dis-
tribution. The gap between the upper bound and the results achieved by continual learning strategies
underscores the challenge of balancing stability and plasticity over time.

Moreover, the sensitivity of various datasets to different families of methods varies considerably.
Specifically, parameter-efficient approaches that utilize multimodal pretraining knowledge by keep-
ing the backbone frozen tend to exhibit better long-term performance on the CUB and Flowers
datasets. Conversely, the DVM Car dataset demonstrates the opposite pattern, with these strategies
underperforming, emphasizing the need for more specialized adaptation techniques that are able to
efficiently handle multimodal data distributions.

This discrepancy arises from the nature of the image-text relationship in the datasets. In DVM Car,
the language data is represented as sentence-formatted tabular information, which lacks the semantic
richness found in the textual captions of the CUB and Flowers datasets. As a result, prompt-based
methods, which rely on adapting a language backbone, face additional challenges when the semantic
connection between image and text is weak. In this context, experience replay methods have an
inherent advantage, unless further prompt engineering or multimodal adaptations are employed.

The continual learning adaptation of L2P demonstrates suboptimal performance overall, contrasting
with its success in vision-only continual learning tasks (Wang et al.| 2022c). A key observation
is that DPcf performs comparably to its non-analytical, and original, variant. DP-like methods,
which utilize a query function to match a class token with a learnable experience-related key, can
be computationally expensive, as they require an additional forward pass to extract the class token
from a frozen pretrained backbone. This computational cost becomes particularly burdensome in
multimodal scenarios, where models tend to be larger and more resource-intensive than in unimodal
tasks. However, DPcf reduces this overhead by requiring the additional forward pass only once per
experience, rather than at every training step. This provides a computational advantage, especially
when dealing with complex models like Flava, which have hierarchical architectures.

This efficiency is one reason why multimodal models that construct a multimodal class token during
pretraining have a natural advantage in parameter-efficient continual learning. By building a unified
representation for vision-language fusion, such models streamline the learning process and reduce
computational costs, making them well-suited for multimodal continual learning scenarios.

5 CONCLUSIONS

In this paper, we introduced the MCIL benchmark, the first multimodal continual learning bench-
mark designed specifically for evaluating multimodal continual learning methods in classification
tasks. Using the Flava architecture as a baseline, we evaluated how vision-language models adapt to
incremental learning scenarios. Our experimental results reveal that the proposed datasets pose vary-
ing challenges to different methods, largely due to differences in the inherent semantic alignment
between image and text instances.

The benchmark also underscores the key challenges of adapting multimodal models to continual
learning scenarios. While vision-language models provide strong representations, their adaptation to
continual learning is complex, particularly in handling multimodal data and shifting distributions. In
this study, we applied basic adaptation schemes of existing continual learning strategies to maintain
consistency with the original methods. However, these often resulted in suboptimal performance,
suggesting that more advanced approaches are required to fully harness the potential of these models
in class-incremental classification tasks.

Future research should focus on more sophisticated prompt engineering, improved multimodal in-
tegration techniques, and parameter-efficient adaptations to enhance both robustness and scalability
in continual learning environments. The proposed benchmark datasets can serve as a common foun-
dation for testing such advancements.



Under review as a conference paper at ICLR 2025

REFERENCES

Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv Batra, C Lawrence Zit-
nick, and Devi Parikh. Vqa: Visual question answering. In Proceedings of the IEEE international
conference on computer vision, pp. 2425-2433, 2015.

Hangbo Bao, Wenhui Wang, Li Dong, and Furu Wei. VlI-beit: Generative vision-language pretrain-
ing. arXiv preprint arXiv:2206.01127, 2022.

Kay Henning Brodersen, Cheng Soon Ong, Klaas Enno Stephan, and Joachim M Buhmann. The
balanced accuracy and its posterior distribution. In 2010 20th international conference on pattern
recognition, pp. 3121-3124. IEEE, 2010.

Pietro Buzzega, Matteo Boschini, Angelo Porrello, Davide Abati, and Simone Calderara. Dark ex-
perience for general continual learning: a strong, simple baseline. Advances in neural information
processing systems, 33:15920-15930, 2020.

Xinlei Chen, Hao Fang, Tsung-Yi Lin, Ramakrishna Vedantam, Saurabh Gupta, Piotr Dollar, and
C Lawrence Zitnick. Microsoft coco captions: Data collection and evaluation server. arXiv
preprint arXiv:1504.00325, 2015.

Marco D’ Alessandro, Alberto Alonso, Enrique Calabrés, and Mikel Galar. Multimodal parameter-
efficient few-shot class incremental learning. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 3393-3403, 2023.

Yash Goyal, Tejas Khot, Douglas Summers-Stay, Dhruv Batra, and Devi Parikh. Making the v in vqa
matter: Elevating the role of image understanding in visual question answering. In Proceedings
of the IEEE conference on computer vision and pattern recognition, pp. 6904-6913, 2017.

Jianhua Han, Xiwen Liang, Hang Xu, Kai Chen, Lanqing Hong, Jiageng Mao, Chaoqgiang Ye, Wei
Zhang, Zhenguo Li, Xiaodan Liang, et al. SodalOm: A large-scale 2d self/semi-supervised object
detection dataset for autonomous driving. arXiv preprint arXiv:2106.11118, 2021.

Jingmin Huang, Bowei Chen, Lan Luo, Shigang Yue, and Iadh Ounis. Dvm-car: A large-scale
automotive dataset for visual marketing research and applications. In 2022 IEEE International
Conference on Big Data (Big Data), pp. 4140-4147. IEEE, 2022.

David Isele and Akansel Cosgun. Selective experience replay for lifelong learning. In Proceedings
of the AAAI Conference on Artificial Intelligence, volume 32, 2018.

Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh, Hieu Pham, Quoc Le, Yun-Hsuan
Sung, Zhen Li, and Tom Duerig. Scaling up visual and vision-language representation learning
with noisy text supervision. In International conference on machine learning, pp. 4904-4916.
PMLR, 2021.

Aditya Kane, V Manushree, and Sahil Khose. Continual vqa for disaster response systems. arXiv
preprint arXiv:2209.10320, 2022.

Muhammad Uzair Khattak, Hanoona Rasheed, Muhammad Maaz, Salman Khan, and Fahad Shah-
baz Khan. Maple: Multi-modal prompt learning. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pp. 19113-19122, 2023.

Wonjae Kim, Bokyung Son, and Ildoo Kim. Vilt: Vision-and-language transformer without convo-
lution or region supervision. In International conference on machine learning, pp. 5583-5594.
PMLR, 2021.

James Kirkpatrick, Razvan Pascanu, Neil Rabinowitz, Joel Veness, Guillaume Desjardins, Andrei A
Rusu, Kieran Milan, John Quan, Tiago Ramalho, Agnieszka Grabska-Barwinska, et al. Overcom-
ing catastrophic forgetting in neural networks. Proceedings of the national academy of sciences,
114(13):3521-3526, 2017.

Zhizhong Li and Derek Hoiem. Learning without forgetting. IEEE transactions on pattern analysis
and machine intelligence, 40(12):2935-2947, 2017.



Under review as a conference paper at ICLR 2025

Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr
Dollér, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In Computer
Vision—-ECCV 2014: 13th European Conference, Zurich, Switzerland, September 6-12, 2014,
Proceedings, Part V 13, pp. 740-755. Springer, 2014.

Zhiqiu Lin, Jia Shi, Deepak Pathak, and Deva Ramanan. The clear benchmark: Continual learn-
ing on real-world imagery. In Thirty-fifth conference on neural information processing systems
datasets and benchmarks track (round 2), 2021.

Vincenzo Lomonaco, Lorenzo Pellegrini, Andrea Cossu, Antonio Carta, Gabriele Graffieti, Tyler L.
Hayes, Matthias De Lange, Marc Masana, Jary Pomponi, Gido van de Ven, Martin Mundt, Qi She,
Keiland Cooper, Jeremy Forest, Eden Belouadah, Simone Calderara, German I. Parisi, Fabio
Cuzzolin, Andreas Tolias, Simone Scardapane, Luca Antiga, Subutai Amhad, Adrian Popescu,
Christopher Kanan, Joost van de Weijer, Tinne Tuytelaars, Davide Bacciu, and Davide Maltoni.
Avalanche: an end-to-end library for continual learning. In Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, 2nd Continual Learning in Computer Vision Work-
shop, 2021.

I Loshchilov. Decoupled weight decay regularization. arXiv preprint arXiv:1711.05101, 2017.

Jiasen Lu, Dhruv Batra, Devi Parikh, and Stefan Lee. Vilbert: Pretraining task-agnostic visiolin-
guistic representations for vision-and-language tasks. Advances in neural information processing
systems, 32, 2019.

Andrea Madotto, Zhaojiang Lin, Zhenpeng Zhou, Seungwhan Moon, Paul Crook, Bing Liu, Zhou
Yu, Eunjoon Cho, and Zhiguang Wang. Continual learning in task-oriented dialogue systems.
arXiv preprint arXiv:2012.15504, 2020.

Zheda Mai, Ruiwen Li, Jihwan Jeong, David Quispe, Hyunwoo Kim, and Scott Sanner. Online
continual learning in image classification: An empirical survey. Neurocomputing, 469:28-51,
2022.

Martial Mermillod, Aurélia Bugaiska, and Patrick Bonin. The stability-plasticity dilemma: Investi-
gating the continuum from catastrophic forgetting to age-limited learning effects, 2013.

Arsha Nagrani, Shan Yang, Anurag Arnab, Aren Jansen, Cordelia Schmid, and Chen Sun. Atten-
tion bottlenecks for multimodal fusion. Advances in neural information processing systems, 34
14200-14213, 2021.

Maria-Elena Nilsback and Andrew Zisserman. Automated flower classification over a large number
of classes. In 2008 Sixth Indian conference on computer vision, graphics & image processing, pp.
722-729. IEEE, 2008.

Bryan A Plummer, Liwei Wang, Chris M Cervantes, Juan C Caicedo, Julia Hockenmaier, and Svet-
lana Lazebnik. Flickr30k entities: Collecting region-to-phrase correspondences for richer image-
to-sentence models. In Proceedings of the IEEE international conference on computer vision, pp.

2641-2649, 2015.

Zi Qian, Xin Wang, Xuguang Duan, Pengda Qin, Yuhong Li, and Wenwu Zhu. Decouple before
interact: Multi-modal prompt learning for continual visual question answering. In Proceedings of
the IEEE/CVF International Conference on Computer Vision, pp. 2953-2962, 2023.

Haoxuan Qu, Hossein Rahmani, Li Xu, Bryan Williams, and Jun Liu. Recent advances of continual
learning in computer vision: An overview. arXiv preprint arXiv:2109.11369, 2021.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual

models from natural language supervision. In International conference on machine learning, pp.
8748-8763. PMLR, 2021.

Anastasia Razdaibiedina, Yuning Mao, Rui Hou, Madian Khabsa, Mike Lewis, and Amjad
Almahairi. Progressive prompts: Continual learning for language models. arXiv preprint
arXiv:2301.12314, 2023.



Under review as a conference paper at ICLR 2025

Scott Reed, Zeynep Akata, Honglak Lee, and Bernt Schiele. Learning deep representations of
fine-grained visual descriptions. In Proceedings of the IEEE conference on computer vision and
pattern recognition, pp. 49-58, 2016.

David Rolnick, Arun Ahuja, Jonathan Schwarz, Timothy Lillicrap, and Gregory Wayne. Experience
replay for continual learning. Advances in neural information processing systems, 32, 2019.

Amanpreet Singh, Ronghang Hu, Vedanuj Goswami, Guillaume Couairon, Wojciech Galuba, Mar-
cus Rohrbach, and Douwe Kiela. Flava: A foundational language and vision alignment model.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
15638-15650, 2022.

James Seale Smith, Leonid Karlinsky, Vyshnavi Gutta, Paola Cascante-Bonilla, Donghyun Kim,
Assaf Arbelle, Rameswar Panda, Rogerio Feris, and Zsolt Kira. Coda-prompt: Continual
decomposed attention-based prompting for rehearsal-free continual learning. arXiv preprint
arXiv:2211.13218, 2022.

Tejas Srinivasan, Ting-Yun Chang, Leticia Pinto Alva, Georgios Chochlakis, Mohammad Rostami,
and Jesse Thomason. Climb: A continual learning benchmark for vision-and-language tasks.
Advances in Neural Information Processing Systems, 35:29440-29453, 2022.

Alane Suhr, Stephanie Zhou, Ally Zhang, Iris Zhang, Huajun Bai, and Yoav Artzi. A corpus for
reasoning about natural language grounded in photographs. arXiv preprint arXiv:1811.00491,
2018.

Gan Sun, Wenqi Liang, Jiahua Dong, Jun Li, Zhengming Ding, and Yang Cong. Create your world:
Lifelong text-to-image diffusion. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 2024.

Vishal Thengane, Salman Khan, Munawar Hayat, and Fahad Khan. Clip model is an efficient con-
tinual learner. arXiv preprint arXiv:2210.03114, 2022.

Gido M van de Ven, Tinne Tuytelaars, and Andreas S Tolias. Three types of incremental learning.
Nature Machine Intelligence, pp. 1-13, 2022.

Eli Verwimp, Kuo Yang, Sarah Parisot, Langing Hong, Steven McDonagh, Eduardo Pérez-Pellitero,
Matthias De Lange, and Tinne Tuytelaars. Clad: A realistic continual learning benchmark for
autonomous driving. Neural Networks, 161:659-669, 2023.

Kai Wang, Luis Herranz, and Joost van de Weijer. Continual learning in cross-modal retrieval. In
Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp. 3628—
3638, 2021.

Liyuan Wang, Xingxing Zhang, Hang Su, and Jun Zhu. A comprehensive survey of continual
learning: theory, method and application. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 2024.

Wenhui Wang, Hangbo Bao, Li Dong, Johan Bjorck, Zhiliang Peng, Qiang Liu, Kriti Aggarwal,
Owais Khan Mohammed, Saksham Singhal, Subhojit Som, et al. Image as a foreign language:
Beit pretraining for all vision and vision-language tasks. arXiv preprint arXiv:2208.10442,2022a.

Zifeng Wang, Zizhao Zhang, Sayna Ebrahimi, Ruoxi Sun, Han Zhang, Chen-Yu Lee, Xiaoqi Ren,
Guolong Su, Vincent Perot, Jennifer Dy, et al. Dualprompt: Complementary prompting for
rehearsal-free continual learning. In Computer Vision—ECCV 2022: 17th European Conference,
Tel Aviv, Israel, October 23-27, 2022, Proceedings, Part XXVI, pp. 631-648. Springer, 2022b.

Zifeng Wang, Zizhao Zhang, Chen-Yu Lee, Han Zhang, Ruoxi Sun, Xiaoqi Ren, Guolong Su, Vin-
cent Perot, Jennifer Dy, and Tomas Pfister. Learning to prompt for continual learning. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 139-149,
2022c.

Peter Welinder, Steve Branson, Takeshi Mita, Catherine Wah, Florian Schroff, Serge Belongie, and
Pietro Perona. Caltech-ucsd birds 200. 2010.

10



Under review as a conference paper at ICLR 2025

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien Chaumond, Clement Delangue, Anthony Moi,
Pierric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz, Joe Davison, Sam Shleifer, Patrick
von Platen, Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu, Teven Le Scao, Sylvain Gug-
ger, Mariama Drame, Quentin Lhoest, and Alexander M. Rush. Transformers: State-of-the-art
natural language processing. In Proceedings of the 2020 Conference on Empirical Methods in
Natural Language Processing: System Demonstrations, pp. 38—45, Online, October 2020. As-
sociation for Computational Linguistics. URL https://www.aclweb.org/anthology/
2020.emnlp—-demos. 6.

Jiazuo Yu, Yunzhi Zhuge, Lu Zhang, Ping Hu, Dong Wang, Huchuan Lu, and You He. Boosting
continual learning of vision-language models via mixture-of-experts adapters. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 23219-23230, 2024.

Friedemann Zenke, Ben Poole, and Surya Ganguli. Continual learning through synaptic intelligence.
In International conference on machine learning, pp. 3987-3995. PMLR, 2017.

Xi Zhang, Feifei Zhang, and Changsheng Xu. Vqacl: A novel visual question answering continual
learning setting. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 19102-19112, 2023.

Yao Zhang, Haokun Chen, Ahmed Frikha, Yezi Yang, Denis Krompass, Gengyuan Zhang, Jindong
Gu, and Volker Tresp. Cl-crossvga: A continual learning benchmark for cross-domain visual
question answering. arXiv preprint arXiv:2211.10567, 2022.

Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Conditional prompt learning for
vision-language models. In Proceedings of the IEEE/CVF conference on computer vision and
pattern recognition, pp. 16816—16825, 2022a.

Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei Liu. Learning to prompt for vision-
language models. International Journal of Computer Vision, 130(9):2337-2348, 2022b.

A ANALYTICAL SOLUTION OF THE E-PROMPTS KEY OPTIMIZATION IN THE
DuAL PROMPT MODEL

The objective function for DP (Wang et al., 2022b) includes a query-key matching term in addition to
the standard cross-entropy loss, where the query is the function extracting the class token of a sample
from a static frozen backbone, and the key is a learnable embedding. The goal of the optimization
problem is to find the key embedding satisfying the following expression:

N ol q(zi) - k
[ 7k = Tae TRl :
m}i:mx;’Y(‘J(x ) k) mz?X; llg(@) |||l v

where 7y is the cosine similarity function, g(z;) the query function for the i-zh sample, k a learnable
key, g(x;) - k indicates the dot product, and N the number of samples in the experience training
set. In the original paper, k is optimized via back-propagation. However, we observe that k has an
analytical solution. Let’s normalize the query vector by defining:

~ q(;)
Gi = “)
(i)l
Substituting this into the objective function gives:
N
ml?x; G- k=
- 4)

N
max (Z cji> -k
i=1
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where the second step is guaranteed by the linearity of the dot product. Note that we omit || k|| if we
assume k has a unit form already, that is ||k|| = 1. Let @) represent the sum of the normalized query
vectors:

The objective function now becomes:

max Q- k. (6)

Since () needs to be a unit vector for the cosine similarity operation, maximization is ensured when
k is computed as follows:

Q
k=—
el
N _q(z4) 7
Zi:l llg(z:)l| ™

- N o q(@) ||
HZizl llaCz:)ll H

The optimal key can be computed with a single forward pass through all the examples of any given
experience training set.
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B FULL RESULTS

The following tables report the dropping rate (PD) metric, which measures the drop in accuracy in
the last experience w.r.t. the accuracy in the first one as a measure of forgetting, and the across-
experience average balanced accuracy as a measure of overall performance.

Table 2: CUB200 results.

Method Avg Accuracy in each session (%) Avg. 1 PD |

1 2 3 4 5 6 7 8 9 10
LB 93.80 56.11 45.87 31.99 30.14 23.49 19.60 20.12 17.09 13.52| 35.17 58.63
L2P 93.30 60.19 56.04 51.44 47.05 44.88 46.90 46.63 43.59 44.22| 53.42 39.87
ER10  93.84 86.04 70.83 59.53 52.85 46.53 41.86 42.04 34.01 34.78| 56.23 37.61
ER25 93.84 88.00 82.84 74.58 65.96 58.72 52.85 49.95 44.87 40.40| 65.20 28.64
DPcf 91.15 78.46 71.49 67.11 63.56 60.88 58.99 57.76 56.39 55.49| 66.13 25.02
DP 90.82 78.26 72.62 67.42 64.32 62.90 60.87 59.13 59.07 57.54| 67.30 23.52

UB 95.18 90.28 88.06 86.95 86.21 84.34 83.57 82.37 81.96 80.75| 85.97 9.21

Table 3: Flowers results.

Method Avg Accuracy in each session (%) Avg. 1 PD |

1 2 3 4 5 6 7 8 9 10
LB 99.90 67.42 4431 39.44 24.19 30.51 21.64 19.96 16.47 17.26| 38.11 61.79
L2P 99.53 61.25 48.66 40.90 47.80 48.01 45.64 45.66 45.40 42.02| 52.49 47.05
ER10  99.90 97.75 82.68 71.48 63.67 52.78 53.53 56.24 49.57 44.60| 67.22 32.68
ER25 99.90 98.44 95.93 90.38 82.39 75.78 69.79 64.40 59.40 58.94| 79.54 20.37
DP 99.31 94.73 87.96 82.84 81.89 79.20 79.28 78.21 78.17 76.08| 83.77 15.55
DPcf 99.85 94.52 87.69 85.42 81.73 79.56 78.50 78.49 78.33 77.34| 84.14 15.71

UB 100.0 99.79 99.68 99.37 99.32 98.94 99.16 99.06 98.89 98.91| 99.31 0.69

Table 4: DVM cars results.

Method Avg Accuracy in each session (%) Avg. 1 PD |
1 2 3 4 5 6 7 8 9 10

LB 99.33 58.87 46.09 32.94 29.05 24.66 20.83 17.77 21.31 19.09| 36.99 62.34
L2P 87.59 55.88 49.30 38.85 33.53 30.16 29.73 29.24 23.90 28.15| 40.63 46.96
DP 92.99 67.74 59.58 54.29 52.19 49.39 48.92 47.51 47.41 4543 | 56.54 36.44
DPcf 92.74 73.85 62.54 57.46 52.62 50.43 47.08 44.40 47.15 47.93| 57.62 35.12
ERIO  98.86 96.90 89.02 78.28 71.55 62.15 55.68 53.51 50.67 52.64| 70.93 27.93
ER25  99.13 97.99 96.28 93.08 88.53 82.28 75.67 67.86 66.94 63.94| 83.17 15.96

UB 99.39 98.81 99.13 99.07 98.81 98.97 99.00 99.00 98.31 98.47| 98.90 0.49
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