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Abstract

While most language is formatted linearly, applications such as planning, trees of
thought, and branching narrative are represented in a tree structure. Generating
branching outputs from a language model (LM) is trivial, but representing trees of
text in a one dimensional input is problematic. This makes popular self-reflection
methods of improvement prohibitive for branching language. In this work, we
address this limitation by proposing a new method for improving trees of branching
language. Our method iterates between reflecting on sampled paths through a tree
and resampling problematic subtrees. We evaluate our method on a branching
narrative task with the objective of improving every path through the tree. Our
method creates narrative that is preferred 60% more than unmodified narrative trees
by an LM judge. Our method also scales to tree depths that cause naive methods of
self-reflection to fail.

1 Introduction

Self-Reflection methods improve the quality of language model (LM) outputs by iteratively critiquing
and revising generated responses [Bai et al., 2022, Shinn et al., 2023, Wang et al., 2024]. Unlike
many other blackbox optimization algorithms, self-reflection is conditioned on its previous model
outputs. This detail is inconsequential for applications in which the LM is generating linear language
that can be maintained in the LM context. However, many LM use cases are emerging that utilize
outputs other than linear language.

Popular applications such as planning, trees of thought, and branching narrative require generating
outputs in a tree structure. Many language model agents utilize a tree search over generated future
plans to help select the next best action to take [Nottingham et al., 2023, Liu et al., 2023, Zhou et al.,
2024]. The reasoning method, Tree of Thoughts, searches over a tree structure of reasoning paths to
find the best response Yao et al. [2024]. Branching narrative, popular in interactive text adventures
and choose-your-own-adventure style novels, have a long history of using trees of branching language
for entertainment [Li and Riedl, 2010, Li et al., 2013, Ammanabrolu et al., 2020, Leandro et al., 2024].
Unlike examples that use branching language for search, branching narrative prioritizes overall tree
quality as opposed to the quality of the best path through the tree.

Unfortunately, naively applying self-reflection to improving branching language requires representing
large trees of text in-context and fails as the depth of the tree increases. Additionally, the naive
approach requires regenerating the entire tree at each iteration of self-reflection even though much
of the tree may not require modification. To address these concerns, we propose a new method for
applying self-reflection to branching language outlined in Figure 1. Our method starts by sampling
a random path through the tree. It then critiques that path and selects a node to start an edit. It
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1. Sample a path through the tree

2. Self-reflect and select a node to edit

3. Condition a new subtree on reflection

4. Sample unvisited path and repeat...

Node 1:

The player gives the locket to Andy
Andy shares that it contains a map to a
secret grove
Andy is now grateful

Node 2:

The player shoos away the cow
Cam moves to the river
Blake is now friendly

Node 3:

The player charms Blake
Blake says his sword was crafted in an
ancient forge
Blake is now charmed

Critique:
The story quality begins to lose coherence at Node 2. The connection between shooing the Cow and the changes it brings (such as
Andy sharing a tip, Cam moving to the river, and Blake's attitude changing to friendly) is unclear and lacks logical progression. These
outcomes feel abrupt and not directly related to the player's action, which detracts from the story's overall coherence.

Node 1:

The player gives the locket to Andy
Andy shares that it contains a map to a
secret grove
Andy is now grateful

Node 2:

Player charms Andy
Andy shares that the grove holds the
secrets to the artifact Blake seeks
Andy is now very friendly

Node 3:

The player charms Blake
Blake now has the goal to visit the grove
Blake is now friendly

Node 1:

The player gives the locket to Andy
Andy shares that it contains a map to a
secret grove
Andy is now grateful

Node 2:

The player charms Andy
Andy moves to the forest
Andy is charmed

Node 3:

The player picks up the potion
The player moves to the forest
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Figure 1: Our method identifies and resamples problematic subtrees to improve overall tree quality.
This tree represents alternative paths through a narrative. Each node in the tree corresponds to player
action and plot points that occur at that node. By critiquing and resampling subtrees, we efficiently
improve the overall story that the tree represents.

resamples the subtree beginning at the selected node, conditioned on the generated critique. This
process is repeated until all nodes of the tree have been visited.

We test our method on generating branching narrative events and compare to baseline methods using
a LM judge prompted to asses narrative quality. We find that trees generated using our method are
preferred over trees without self-reflection by 60% when using an LM judge. We also compare to
a naive implementation of self-reflection that critiques entire trees in-context represented as json.
While this naive approach is competitive with our method on shallow trees, errors quickly emerge as
tree depth increases.

2 Related Work

2.1 Self-Reflection

Bai et al. [2022] helped popularize self-reflection with the method they call Constitutional AI that
iteratively critiques and revises output based on instructions. A more recent method called Mixture
of Agents works by iteratively generating outputs from an ensemble of LMs and then critiquing
and and revising those outputs [Wang et al., 2024]. Many language model agents utilize reflection
methods in interactive environments by leveraging environment feedback as a critique [Shinn et al.,
2023, Zhao et al., 2023, Majumder et al., 2023, Nottingham et al., 2024]. All of these applications
of self-reflection target linear language outputs and are not designed with branching language in
mind. We compare our method to naive adaptations of self-reflection by representing an entire tree of
outputs in json.

2.2 Tree-based Generation

Tree-based search using branching outputs from LMs are another popular method for improving
LM outputs. For example, Language Agent Tree Search and Reason for Future, Act for Now utilize
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Monte Carlo Tree Search (MCTS) via prompting LMs for language and embodied tasks [Zhou et al.,
2024, Liu et al., 2023]. Tree of Thoughts uses a similar tree search to reason about general language
tasks [Yao et al., 2024]. The above methods prioritize finding the best path in a tree as opposed to
improving all paths. However, LMs are also used to generate branching outputs in which all paths
matter. For example, Nottingham et al. [2023] use an LM to generate a directed acyclic graph to
guide a reinforcement learning policy to explore potential subgoals.

2.3 Narrative Generation

Narrative generation has long utilized branching structures such as trees or directed acyclic graphs
to represent potential ordering of plot points in narrative [Li and Riedl, 2010, Li et al., 2013,
Ammanabrolu et al., 2020]. In the past, LMs needed a significant amount of assistance to generate
coherent narrative [Ammanabrolu et al., 2020, Rashkin et al., 2020]. However, modern LMs are
much more proficient at generating stories and branching narrative Leandro et al. [2024]. While
modern LMs continue to improve in this regard, they still often output uninteresting or generic stories.
An approach such as self-reflection can have a big impact on improving overall story quality.

3 Method

Algorithm 1 Subtree Self-Reflection
Require: X

visited← ∅
while |visited| < |X| do

path← SamplePath(X, visited)
critique, x← Reflect(path, visited)
if x ̸= null then

X ′ ← Resample(x, critique)
X ← Update(X,X ′)
visited← visited ∪ path ∪X ′

else
visited← visited ∪ path

end if
end while
return X

We believe that self-reflection will be a powerful tool
for improving branching language. However, naively
representing a tree in the context of a language model
with a technique such as json, tuples, or path enumera-
tion performs poorly. Also, unlike linear output, not all
paths in a tree are dependent on each other. This means
that we can modify problematic portions of a tree while
leaving the rest untouched, potentially speeding up the
self-reflection process.

With this in mind, we design a new method for applying
self-reflection to trees by regenerating problematic sub-
trees while conditioning on critiques of paths through
the tree. A single iteration of this process is detailed in
Algorithm 1. We begin with a tree X , from which we
randomly sample a path, or sequence of nodes, through
the tree. We prompt a LM with the path to generate a
textual critique and select the most problematic node, labeled x, for editing. We then resample a
subtree, X ′, starting from x conditioned on the critique. The LM can also opt to skip resampling a
subtree if the critique is positive. This process repeats until all subtrees have been visited.

We mark all nodes that occurred in a path or were part of a regenerated subtree, X ′, as visited. In
Algorithm 1, SamplePath and Reflect are conditioned on visited nodes. This is to indicate that
SamplePath will only return a path if at least one node in the path has not been visited. Likewise,
Reflect will not return a visited node as x. Once all nodes are visited the iteration of self-reflection
terminates and the fully updated tree is returned.

The naive implementation of self-reflection we consider requires O(1) time complexity when cri-
tiquing a tree and O(nd) time complexity when resampling a tree, where n is the branching factor and
d is the depth and the time complexity measures the number of calls to the LM. Our method requires
worst case O(nd−1) time complexity when critiquing a tree and worst case O(nd) time complexity
when resampling a tree. However, both values are empirically far smaller since the more critiques
we generate, the fewer nodes we need to resample. we can also resample subtrees concurrently
and our method may choose to skip entire subtrees, further reducing the time it takes us to perform
self-reflection. In our experiments, our method is actually 9% faster than the naive method.

Our method also improves space complexity with respect to the context length of the LM. A naive
implementation would maintain the entire tree, O(nd), during the critique step. However, our method
only includes tree paths in-context which has a complexity of O(d).
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Figure 2: Our method, labeled Subtrees, is the only method that successfully scales to improving
deeper trees. An naive self-reflection method that reflects on the Whole Tree at once is competitive
with our method at shallow depths but is less efficient and does not scale as far. Resampling subtrees
with No Critique in-context utilizes our method for identifying subtrees to resample but ablates
including the generated critique in-context when resampling.

4 Experimental Results

We compare our method to several baselines on a branching narrative task. This task involves
continuing a story by generating a tree of narrative events that branch around character decisions. At
each node, the LM selects 1-3 child nodes from a set of potential character actions. The LM must
also select from a set of potential effects that update the state based on that action. Each path through
the branching narrative represents a story continuation.

We evaluate a narrative tree by performing pairwise comparisons between randomly sampled paths
from different tree generation methods. A LM judge is prompted to summarize each path and select
the continuation that is the most interesting, coherent, and logical. The same criteria are used in all
self-reflection methods we evaluate on. We generate and evaluate on 10 different story initializations.
The initial tree, critiques, edits, and judging are done by GPT-4o with a temperature of 0.7.

Figure 2 reports win rates between our method and baselines after multiple iterations of self-reflection.
All methods are able to outperform originally generated trees with no self-reflection. We first compare
to a naive baseline that includes the whole tree in-context in json, labeled Whole Tree. This method
performs comparably to ours on small trees but fails to scale to larger trees and takes 9% longer
to run. It also consistently has higher variance across the 10 story initializations we evaluate on as
indicated by the error regions in Figure 2.

We also ablate including the generated critique when resampling a subtree, labeled No Critique. The
fact that No Critique improves over the baseline, demonstrates that our method successfully identifies
poorly performing nodes to resample. However, including the critique greatly improves performance.

5 Discussion & Conclusion

We develop a method for efficiently performing self-reflection on large trees of branching language.
By iteratively critiquing linear paths through the tree and only editing problematic subtrees, our
method scales to deeper trees, maintains lower variance, and is 9% faster when compared to baselines.

Our method is especially well suited when applied to the objective of improving overall tree quality,
as is the case in our branching narrative task. However, the majority of applications that generate
trees of text are used for search, which only optimizes for the best path through the tree. We believe
that our method can also be applied to tree search for language by critiquing and resampling subtrees
throughout the search. We leave the investigation of this application to future work.

As use cases for LMs continue to grow, non-linear language generation will continue to become more
common. LMs will need to be able to process branching language as well as language in graph-based
or multiple spatial dimensions. Our work represents early steps in this direction as we investigate
how well LMs can process non-linear language.
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