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Abstract

Large language models (LLMs) are arguably001
the most predictive models of human cogni-002
tion available. Despite their impressive human-003
alignment, LLMs are often labeled as "just next-004
token predictors" that purportedly fall short of005
genuine cognition. We argue that these defla-006
tionary claims need further justification. Draw-007
ing on prominent cognitive and artificial in-008
telligence research, we critically evaluate two009
forms of "Justaism" that dismiss LLM cogni-010
tion by labeling LLMs as "just" simplistic en-011
tities without specifying or substantiating the012
critical capacities they supposedly lack. Our013
analysis highlights the need for a more mea-014
sured discussion of LLM cognition, aiming to015
better inform future research and the develop-016
ment of artificial intelligence.017

1 Introduction018

Over 70 years ago, Alan Turing posed a question019

that has since captivated computer scientists, cog-020

nitive scientists, and philosophers alike: "Can ma-021

chines think?" (Turing, 1950). With the recent pro-022

liferation of increasingly capable artificial intelli-023

gence systems (e.g., Bubeck et al., 2023)—namely,024

large language models (LLMs)—variants of this025

question have made their way far beyond the con-026

fines of academic departments.027

Although LLMs have been shown to be predic-028

tive of human representations and behavior across029

a broad range of tasks (Binz et al., 2024; Tuckute030

et al., 2024; Hussain et al., 2024), a number of031

critics maintain that LLMs cannot be said to pos-032

sess genuine cognition because they are "just...":033

"next-token predictors", "function approximators",034

or "stochastic parrots", and thus lack some essential035

capacity necessary for "thought", "reasoning", or036

"understanding" (henceforth, "cognition"). Unfor-037

tunately, such deflationary claims often fail to state038

what exactly this capacity is and have been given039

the pejorative label "Justaism" (pronounced "just-a-040

ism") due to the confident self-evidence with which 041

they are wielded (Aaronson, 2023). Such views on 042

the reality of LLM cognition, have implications 043

for people’s willingness to use them as scientific 044

tools (Binz et al., 2025), and trust such systems in 045

everyday contexts (Mitchell and Krakauer, 2023). 046

In what follows, we discuss two flavors of Jus- 047

taism, and provide a critical analysis of these 048

positions based on cognitive and artificial intel- 049

ligence research. We refer to the flavors’ pro- 050

totypical forms but also provide specific exam- 051

ples found in the literature and public discus- 052

sion on LLM cognition in a companion web- 053

page (anonymous.4open.science/r/againstJustaism- 054

5510). We conclude our analysis by putting forth 055

three guiding principles to help clarify the status of 056

LLM cognition. 057

Before proceeding, we clarify the scope of our 058

work. While we focus on two forms of Justaism, 059

other substantial perspectives on LLM cognition 060

exist and deserve consideration. These views dif- 061

fer fundamentally from Justaism and hence are 062

not the target of our critique. First, some empir- 063

ical research highlights specific LLM cognitive 064

deficits (e.g., McCoy et al., 2024; Turpin et al., 065

2024; Berglund et al., 2023). Rather than denying 066

LLM cognition outright, such work is better under- 067

stood as qualifying the extent of cognitive abilities 068

in LLMs. Second, other research presents substan- 069

tive arguments against LLM cognition, for exam- 070

ple, by distinguishing form (syntax) from meaning 071

(semantics) (e.g., Bender and Koller, 2020; Searle, 072

1980). We view such efforts as making important 073

definitional and conceptual progress on cognition— 074

an endeavor we also advocate in our conclusion. 075

We hope these attempts may contribute to a more 076

precise conceptual landscape, ultimately shaping 077

how we evaluate and compare artificial and biolog- 078

ical intelligence. 079
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2 Flavors of Justaism080

2.1 Anti-simple-objectives081

"It’s just a next-token predictor."082

Perhaps the more common form of Justaism,083

which we dub anti-simple-objectives Justaism,084

takes issue with how LLMs are pre-trained. The as-085

sertion is that because the LLM pre-training objec-086

tive is simply to predict the masked or next token,087

LLMs cannot be doing something as complex as088

cognition.089

Assuming proponents of this view believe that090

humans possess cognition, anti-simple-objectives091

Justaism can be questioned by making the follow-092

ing facetious analogy to humans and other creatures093

shaped by evolution: We humans are "just next-094

child producers", stumbling forward in pursuit of095

the all-encompassing base objective of inclusive096

fitness maximization. The point here is not to argue097

that humans should actually be thought of in such098

a way but to highlight a common error with this099

kind of deflationary thinking—the error of assum-100

ing that simple base objectives necessarily produce101

simple systems.102

Of course, there are important differences be-103

tween next-token prediction and inclusive fitness104

maximization. For instance, the ancestral environ-105

ment from which we evolved was potentially richer106

than the online text corpora used to train LLMs.107

Combined with a sufficiently complex nervous sys-108

tem and other distinguishing factors (e.g., resource109

competition), biological evolution may lead to the110

development of instrumental objectives that are111

more conducive to cognition than next-token pre-112

diction.113

However, even if it were the case that these dis-114

tinguishing factors were pivotal to the development115

of instrumental objectives in humans, it is neverthe-116

less plausible that cognition-enabling instrumen-117

tal objectives could be acquired via other means118

during next-token-prediction-based pre-training.119

In fact, empirical evidence suggests that LLMs120

are already employing such instrumental strate-121

gies in order to achieve high performance on the122

base objective (through a process known as mesa-123

optimization, Von Oswald et al., 2023). There is124

also reason to expect that these instrumental ob-125

jectives are similar to those of humans. After all,126

the LLM pre-training distribution was generated127

(mainly) by humans, who would have had various128

(instrumental) motives driving their text produc- 129

tion. An LLM that learns to model these human 130

objectives and incorporate them into its prediction 131

could thus improve its performance on the training 132

distribution by better capturing the data generat- 133

ing process (Hubinger et al., 2019). There is also 134

empirical precedence for this sort of convergence, 135

with research in representational alignment demon- 136

strating that predicting human-generated text can 137

lead to increased alignment between LLMs and 138

human brains (Sucholutsky et al., 2023; Binz et al., 139

2024). 140

Relatedly, LLM (instrumental) objectives need 141

not be especially complex to be on par with those 142

of human beings. After all, many foundational the- 143

ories of human cognition posit relatively simple 144

objectives as fundamental components, with promi- 145

nent examples including predictive brain theories 146

(e.g., Bayesian brain, predictive coding, active in- 147

ference, Clark, 2013). Notably, these objectives 148

may not be so different from next-token prediction, 149

which raises a similar question to the evolutionary 150

analogy that opened this section: If simple predic- 151

tive objectives are generally considered insufficient 152

for the development of cognition, might it be that 153

humans similarly lack genuine cognition? 154

Finally, it is important to qualify that most 155

modern-day LLMs are not only (pre-)trained with 156

next-token prediction but also go through sev- 157

eral stages of fine-tuning. These often include 158

reinforcement-learning from (subjective) human 159

feedback (Bai et al., 2022) and (objective) rule- 160

based rewards (Guo et al., 2025), which are tar- 161

geted at improving the model’s helpfulness. As 162

such, it is now often factually incorrect to claim 163

that LLMs are only trained to predict the next to- 164

ken, though it is still true that the vast majority of 165

data and compute goes into such pre-training (see, 166

e.g., Guo et al., 2025). 167

Ultimately, the extent to which next-token pre- 168

diction enables or precludes cognition is a question 169

that requires further theoretical and empirical re- 170

search. Nevertheless, we hope the above arguments 171

demonstrate that it is by no means self-evident that 172

an LLM is devoid of cognition. 173

2.2 Anti-anthropomorphism 174

"It’s just a machine." 175

A second prominent form of Justaism, which we 176

dub anti-anthropomorphic Justaism, claims that 177
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attributing cognition to machines constitutes a fun-178

damental error. In its strongest form, it argues that179

such thinking commits a category error because180

cognition is by definition a human capacity. On this181

view, the essential capacity that LLMs lack and182

humans possess is just that: humanness.183

Although logically valid, we would argue that184

this view is unproductively restrictive. Advances185

in scientific theory often come from generalizing186

concepts beyond their initial application. One in-187

structive example comes from animal cognition188

research, where, in response to a growing body of189

empirical evidence, researchers began to see great190

utility in ascribing capacities previously thought191

to be uniquely human, including emotion, self-192

awareness, or consciousness, to non-human ani-193

mals (De Waal, 2016). We believe it should be194

in principle acceptable to make such conceptual195

generalizations for information processing systems196

more broadly.197

There are, of course, more moderate forms of198

anti-anthropomorphic Justaism. For instance, one199

might take the view that although it is not a problem200

in principle to talk about LLM cognition, the bur-201

den of evidence for doing so should be set very high.202

One reason for this would be to guard against the203

Eliza effect (Mitchell and Krakauer, 2023), which204

refers to the human propensity to all-too-liberally205

ascribe "thought" to even the simplest of machines206

(Weizenbaum, 1976).207

Although we agree that it is important to re-208

ject naive anthropomorphism, we note that running209

counter to anthropomorphism is another, perhaps210

more infamous, human tendency: anthropocen-211

trism. Regarding cognition, anthropocentrism is212

the tendency to view capacities such as "thought"213

as so unique that it would not make sense to as-214

cribe them to "lesser" systems, such as non-human215

animals (see, e.g., Singer, 2011; Harris and An-216

this, 2021). In the context of artificial intelligence,217

it can be observed in the well-documented phe-218

nomenon of algorithmic aversion—the human ten-219

dency to rely more on human advisors over equally220

good or better-performing algorithms (Jussupow221

et al., 2022). Anthropocentrism may ultimately222

have implications for the adoption of novel tech-223

nologies that have the potential to contribute to224

human wealth and well-being.225

In light of humans’ countervailing tendency to226

view their own cognition as exceptional, we would227

advocate for specifying more precisely the forms of228

cognition in question and the evaluative criteria to229

be employed. We believe this will enable more sub- 230

stantive discussions of and comparisons between 231

the capabilities of humans and other information- 232

processing systems. 233

3 Conclusion: Toward a more measured 234

discussion 235

In support of a more measured discussion of LLM 236

cognition, we would like to advance three guiding 237

principles: (i) modesty regarding human cognition 238

(and our understanding of it), (ii) consistency for 239

future work comparing humans and LLMs, and (iii) 240

a focus on empirical benchmarks. 241

Regarding modesty, we would reiterate that hu- 242

man history is littered with delusions of human ex- 243

ceptionalism (De Waal, 2016). This is despite our 244

limited understanding of the mechanisms under- 245

lying cognition. Thus, although we fully support 246

cautioning against the dangers of (naive) anthropo- 247

morphism, we see the need for a backstop against 248

the opposite tendency: viewing human cognition 249

as too special to also be ascribed to LLMs. 250

Regarding consistency, we would reiterate the 251

need for consistent goalposts: Are we applying the 252

same standards to LLMs as we would to humans? 253

For instance, if we wish to reduce LLM cognition 254

to its pre-training objective (i.e., next-token predic- 255

tion), we must show why the same reductionism 256

should not apply to humans as well. Similarly, 257

when LLMs commit errors that appear so elemen- 258

tary to us as to discredit LLM cognition, it is im- 259

portant to recall the host of fallacies and illusions 260

that humans are susceptible to and consequently 261

may not so easily identify or view as significant. 262

These considerations not only help guard against 263

certain biases (e.g., algorithmic aversion), but they 264

can also provide a new perspective on human cog- 265

nition by helping identify aspects of cognition that 266

are, in fact, uniquely human. For instance, it has 267

been argued that (current) LLMs probably lack sen- 268

tience, consciousness, or self-awareness (Chalmers, 269

2023)—capacities that are thus unique to humans 270

and other animals. 271

Finally, we are sympathetic to (Turing, 1950)’s 272

view (among others, e.g., Niv, 2021) that discus- 273

sions of cognition should focus on observables. As 274

Trott et al. (2023) note, axiomatic rejections of 275

LLM cognition can lead to positions that have no 276

empirically testable implications. Not only does 277

this run contrary to good scientific practice, but it 278

can also lead to investigations of LLM cognition 279
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that lack practical relevance. After all, it is pre-280

dominantly the behavior of a system that impacts281

the world. Consequently, we believe in the need282

for clear and consistent empirical benchmarks (e.g.,283

Chollet, 2019) that allow for direct evaluations of284

the cognitive capacities of humans and LLMs.285

Ultimately, the jury is still out on the existence286

and extent of LLM cognition. We hope these prin-287

ciples can help researchers move beyond Justaic288

reasoning towards a deeper, more measured under-289

standing of the cognitive capacities of LLMs.290

4 Limitations291

Our work has two important limitations. First, we292

detail only two major forms of Justaism, but there293

are other stances in the literature that may also qual-294

ify as Justaic. For instance, a third could be char-295

acterized as anti-memorization Justaism, which as-296

serts that LLMs are not doing cognition because297

they are simply reproducing patterns learned dur-298

ing training. Unfortunately, these objections often299

fail to: (i) evidence the extent to which the model300

is, in fact, relying on memory, (ii) justify why such301

memorization is so at odds with cognition, and (iii)302

acknowledge that humans often rely on memoriza-303

tion for tasks that are ostensibly reasoning-based304

(e.g., Bors and Vigneau, 2003; Jaeggi et al., 2008).305

Second, since our main focus is to argue against306

unsubstantiated claims and call for a more mea-307

sured discussion on LLM cognition, we do not308

make a substantive positive argument for or against309

LLM cognition in this work. Doing so would in-310

volve considering different definitions and opera-311

tionalizations of cognition and proposing various312

empirical means for measurement and evaluation313

that are suitable for LLMs (and humans). Fortu-314

nately, work to this effect is already underway (e.g.,315

Chollet, 2019). We hope to see more research in316

this direction.317

5 Ethics statement318

To the best of our knowledge, our work conforms to319

the ACL Code of Ethics. The work is of a theoreti-320

cal nature and does not involve human participants321

or personal data. We believe it does not pose any322

significant risks.323
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