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Abstract

This paper uses Conditional Variational Autoencoder (CVAE) as a data
augmentation technique for cancer cell classification using four different classifi-
cation algorithm; Support Vector Machine (SVM), XGBoost, Decision Tree, and
Logistic Regression. The main aim of the study is to enhance the accuracy of the
classification models by generating synthetic data using CVAE. The results obtain
shows that there is significant improvement when CVAE is used to generate addi-
tional data. The approach used indicates a promise in accurate cancer classification,
even in the absence of adequate dataset. This will help to improve cancer diagnosis
and treatment in the health industry

1 Introduction

The classification of cancer cells play a critical role in early diagnosis, prognosis and treatment
decisions in oncology. The advent of machine learning and deep learning techniques have proven
to accurately identify cancerous cells using histopathological images and the likes. However, the
fundamental challenges in this domain have to do with limited availability of training data, and
lack of the different forms in which cancerous cells can appear. These are major obstacles that
hinders the performance of classification models and the ability to diagnose effectively. In order to
address this issue, data augmentation techniques have gained considerable attention as they enable
the generation of additional data instances, effectively expanding the size and diversity of the dataset
without the need for expensive and time-consuming data collection procedure, or effort involved in
annotation. In the past few years, Variational Autoencoders (VAEs) have emerged as a powerful tool
used for generating synthetic data, and has proven to be both realistic and also capable of preserving
the data distribution structure. The aim of the study is to explore the effectiveness of Conditional
Variational Autoencoders (CVAEs) for augmenting cancer cell datasets, in order to address the
concern of data size limitation, while ensuring high accuracy of cancer cell classification models.
CVAEs, unlike VAEs leverage the given class labels during encoding and decoding, which in tern
makes it possible to generate samples that are conditioned on particular classes. By including class
information, CVAEs are equipped with the ability to generate cancer cell-like data that is not just
visually similar to the real samples but also aligns with the intended classes, hence ensuring more
meaningful augmentation for the task. In this paper, a comprehensive investigation of CVAE based
data augmentation for cancer cell classification is presented. The architecture of CVAE model is
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described, and a proposed methodology for training the CVAE on the dataset to generate the synthetic
instances. The effectiveness of the augmented data is validated using state of the art classification
models, and comparing their performance on the original dataset, and the augmented dataset The
study proposed above promises to address the scarcity of labeled cancer cell data, and also enhance
the robustness of cancer cell classification model through the generation of synthetic but informative
data instances. The ultimate goal is to contribute to the advancement of medical image analysis and
help in the early detection and treatment of cancer

2 Literature review

Literature Review Cancer cell classification is very crucial in early discovery and personalized
treatment. However, a wide variety of well labelled datasets are necessary for accurate categoriza-
tion. Classification models have difficulties when dealing with imbalanced datasets with limited
positive samples. To generate synthetic data and improve model performance, data augmentation
techniques have been explored. This review explore the use of Conditional Variational Autoencoders
(CVAEs) for dataset augmentation to enhance cancer cell classification. Numerous studies have
applied machine learning and deep learning for cancer cell classification. U-Net by Ronneberger et al.
[2015] and transfer learning by Guo et al. [2019] show the potential of deep learning in classifying
cancer cells. Nevertheless, the success story depends on large and balanced dataset, which are not
the case most of the time in medical applications. The goal of Data augmentation approaches is to
address the issue of imbalance dataset. Random oversampling, and SMOTE Chawla et al. [2002]
generate synthetic samples for the minority class. Even though effective, the approach may lead to
over-fitting or may fail to reflect the data distribution. CVAEs are extensions of VAEs by including
data labels in the process of encoding and decoding. This ensures the generation of synthetic data
that is conditioned on certain classes, resulting in meaningful augmentation. CVAEs have shown
to be very successful in the analysis of medical images. CVAEs was used by Xiong et al. [2021]
as a data augmentation technique in cardiac MRI, to enhance cardiac disease classification. This
same augmentation technique is used by on skin lesion datasets for melanoma detection. CVAEs are
capable of generating realistic labeled synthetic data in cancer cell classification. Even though CVAEs
are capable of producing class conditioned synthetic data, hyper-parameter tuning and computation
requirement can be hindrances. Also, the quality of the generated data is dependent on diversity and
representation of the dataset. Deep learning has shown great capability in classification of cancer
cells, even though labelled data is scares. CVAEs are versatile techniques for generating synthetic
data.
This review motivates our research on enhancing cancer cell classification using CVAE data augmen-
tation. By leveraging the strength of CVAE, we can improve the accuracy and robustness in cancer
cell classification models, to ensure early detection of cancer

3 Methodology

3.1 Data description

The dataset used in this work is the breast cancer dataset obtained from kaggle. It consists of 569
data instances of biopsied breast cancer cells, with a total of 32 features representing the physical
characteristics of cell nuclei. The dataset consists of two classes: Malignant (212 of the total sample)
and Benign (357 of the total sample).

3.2 Data pre-processing

Pre-prossessing the dataset is the first stage before training the model. We check for missing values,
and remove redundant features, which reduces the feature to 30. We then standardize the feature
variables in order to improve convergence of the optimization algorithm.
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3.3 Conditional Variational Autoencoder (CVAE), training, data augmentation process, and
classification

In order to augment the breast cancer data, we apply CVAE on the training set (80% of the total
dataset). Its architecture is adapted to generating new samples based on already existing data. The
feature and their corresponding class label is encoded into latent space. There is also the decoder
network, that reconstructs the features in the latent space to produce synthetic data, conditioned on a
particular class.

During training, the input features and their corresponding class labels are both incorporated to
form conditional data pair. There are two loss functions that need to be minimized: thus the
Reconstruction loss, which is responsible for reconstructing the latent space, and the Kullback-Leibler
(KL) divergence loss, also responsible for regularizing the latent space distribution. The CVAE model
is trained in order to minimize the combined losses. After the CVAE is trained, we sample points
randomly from the latent space and then condition them on the respective labels to generate new
samples associated with the class labels. Four different classification algorithms are trained for cancer
classification using the augmented dataset.

3.4 Evaluation metrics

The performance of the classifiers is evaluated using four evaluation metrics: Accuracy, Precision,
Recall, and F1 score. The algorithms are implemented in python using libraries such as Tensorflow,
Scikit-learn, and Pandas. The CVAE is trained for 100 epochs with batch size of 32.

4 Results and discussion

This section presents the results of our experiment on the cancer classification using Conditional
Variational Autoencoder (CVAE) for data augmentation. Also, four different classifcation algorithms:
Support Vector Machine (SVM), Decision Tree, Logistic Classifier, and XGBoost, are used to train
the augmented data. The main objective of this work is to evaluate how synthetic data generated
using CVAE is effective in improving the accuracy of classification models.

4.1 Original dataset distribution

Figure 1: Original Dataset Distribution

Figure 1 provides an insight on the data distribution of the two class labels of the dataset. It shows
that, the dataset consists of 62.7% Benign cells, and 37.3% Malignant cells. That is to say that, about
34% of the individuals involved in the study have tumors that is cancerous and gets worst over time.

4.2 Performance comparison of classifiers

We compare the performance of the different classification algorithms on the augmented cancer
dataset using accuracy, precision, recall, and F1-score. Nevertheless, due to the imbalance nature of
our dataset, we will put more emphasis on the F1 score (which is a better metrics for the case where
the class labels in the dataset is not balanced)
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Table 1: Performance of the Classifiers with and without data Augmentation
Classifier Accuracy Precision Recall F1-score

LogReg(with CVAE) 0.9825 0.9767 0.9767 0.9767
LogReg(without CVAE) 0.9737 0.9762 0.9535 0.9647

SVM (with CVAE) 0.9737 0.9545 0.9767 0.9655
SVM (without CVAE) 0.9561 0.9318 0.9535 0.9425
D Tree (with CVAE) 0.9737 0.9545 0.9767 0.9655

D Tree (without CVAE) 0.9474 0.9302 0.9302 0.9302
XGBoost (with CVAE) 0.9737 0.9762 0.9535 0.9647

XGBoost (without CVAE) 0.9561 0.9524 0.9302 0.9412

Tabel 1 shows the performance of each of the four classifiers on the original dataset and the aug-
mented dataset. As shown in Table 1, the logistic classifier obtained the highest performance of
0.9825,0.9767,0.9767, and 0.9767 in Accuracy, Precision, Recall, and F1-score respectively. It is
very important to note that, the classification algorithms performed significantly better when the
augmented dataset is used compared to the original dataset. This means that, synthetic data obtained
from CVAE appears to contribute to the improvement in the performance across all classifiers. This
is to further say that, the classification models are more robust and much more capable of handling
the class imbalance in the original dataset. The augmented data samples provide additional train-
ing instances for the minority class; malignant class, hence reducing the possibility of over-fitting,
therefore improving the accuracy

4.3 Future works

With reference to our findings, there are several areas that needs further improvement and investigation.
First of all, advance hyper-parameter tuning and a more sophisticated architectures can result in
an even more better data augmentation results. Also, we may explore other techniques, such as
Generative Adversarial Networks (GANs) for better diversity in the nature of synthetic data generated

5 Conclusion

In conclusion, the study provides an overview on the benefits of using Conditional Variational
Autoencoder as a data augmentation technique for the cancer cell classification task. From the
results above, it is evident that, the augmented data significantly improve the performance of the
classification algorithms, particularly the Logistic Regression Classifier, which attained the highest
accuracy score. Due to the imbalance nature of the dataset, we rely on the F1 score as an appropriate
metric for measuring the performance of our model. The results highlights the capability of data
augmentation in improving the accuracy of cancer cell classification tasks.
Even though, the study provides promising results, further research,and optimization procedure are a
necessity to unlocking the whole capabilities of data augmentation in cancer research.
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