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ABSTRACT

In Contextual Reinforcement Learning (CRL), a change in the context variable
can cause a change in the distribution of the states. Hence contextual agents must
be able to learn adaptive policies that can change when a context changes. Further-
more, in certain scenarios agents have to deal with unseen contexts, and be able to
choose suitable actions. In order to generalise onto unseen contexts, agents need
to not only detect and adapt to previously observed contexts, but also reason about
how a context is constructed, and what are the causal factors of context variables.
In this paper, we propose a new task and environment for Causal Contextual Re-
inforcement Learning (CCRL), where the performance of different agents can be
compared in a causal reasoning task. Furthermore, we introduce a Contextual At-
tention Module that allows the agent to incorporate disentangled features as the
contextual factors, which results in performance improvement of the agent in un-
seen contexts. Finally, we demonstrate that non-causal agents fail to generalise
onto unseen contexts, while the agents incorporating the proposed module can
achieve better performance in unseen contexts.

1 INTRODUCTION

In Reinforcement Learning, an agent interacts with an environment through observations and ac-
tions, and tries to maximise the cumulative reward that is defined for a given task. However, certain
scenarios can cause the distribution of the observations and reward to change over time, which often
results in performance degradation in agents that fail to adapt to these changes.

In Contextual Reinforcement Learning (CRL), a change of context affects the distribution of the
environments’ observations and the reward distribution. As such changes may occur numerous
times, not only does the agent have to identify the change of context, but it also has to adapt to
it, while remembering the previous contexts. This problem is known as Contextual Reinforcement
Learning (CRL).

In this settings, inferring contexts is of high importance, as it assists the agent in adapting its policy
accordingly. However, the CRL settings that have been studied in the literature often use fixed
contexts, and the agent only has to detect, and adapt to contexts that were observed during training.
This scenario is not very realistic, as in the real world, contexts are ever-changing, and not only does
an agent have to learn the fraining contexts, but it also has to generalize to unseen contexts. For this
purpose, the agent has to understand the concept of a context, and reason on how a context can be
inferred.

For example, consider a setting where an agent is a websites’ recommender system, and the envi-
ronment is the user. In a scenario where the user is looking for a specific product, for example a
laptop bag, if the agent suggests to the user a laptop, the user would consider this an error in the
recommender system (because the user presumably already has a laptop, which is why she is look-
ing for a bag). To avoid this, the agent has to first realize the relationship between the bag and the
laptop, and determine that the laptop is the cause in this interaction, and the bag is an effect, and not
the other way around (Scholkopf et al.,2021). This is a challenging problem that requires reasoning
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capabilities, and discovering causal factors, in order to generalise onto unseen contexts. For exam-
ple, assuming that the agent was trained with the laptop bag interaction, and later a user looked for
a guitar bag, the agent should not recommend the user a guitar. Because of the importance of causal
factors, we will refer to this setting as Causal Contextual Reinforcement Learning (CCRL) in the
remainder of this paper.

In this paper, we investigate how RL agents can learn to infer, and generalise to unseen contexts.
Agents that only memorise the contexts may be successful on the contexts observed during training,
but will fail to generalize when dealing with unseen contexts. To study this, we provide a simple
environment that targets evaluation of reasoning capabilities in agents for inferring context vari-
ables, and compare generalisation of different agents on both seen and unseen contexts. We further
demonstrate that using disentangled representations, can help an agent discover the causal factors of
the context variable, enabling it to better generalise onto unseen contexts.

In summary, our contributions are as follows:

1. We propose a new CCRL task that can only be solved if agents are capable of reasoning
about the construction of contexts.

2. We provide a simple environment designed to address this problem, and evaluation mea-
sures for comparing the performance of agents on this task.

3. We demonstrate that in our environment, State-Of-The-Art (SOTA) agents struggle to gen-
eralise onto unseen contexts, as they are unable to discover the causal factors of the context
variable.

4. Finally, we propose a Contextual Attention Module that allows the agent to incorporate
disentangled features as the contextual factors, which results in performance improvement
of the agent in unseen contexts.

2 RELATED WORK

Several approaches address CRL under the fixed context setting. For example, models that find
better exploration strategies (Gregor et al., |2016; |Pathak et al., [2019), have been used to tackle
environments with changing dynamics. As the context changes, exploiting the current policy is
no longer as effective and thus not suitable to tackle the changes in the environment. Hence, the
agent needs to explore new actions, in order to accumulate more reward. Another approach to
adapt to new contexts, is to use options in a hierarchical RL setting, where a meta-policy switches
between a set of available policies (Achiam et al., |2018}; [Eysenbach et al., |[2018). |Hallak et al.
(2015)) define a Contextual Markov Decision Process (CMDP) as a constrained Partially Observable
Markov Decision Process (POMDP), where each context is parameterised as an MDP. They propose
a solution to tackle CRL assuming a fixed observation space over different contexts, where the
agent needs to pick a suitable policy, given the available context. Jiang et al.| (2017) propose a
generalisation of MDPs and POMDPs known as Contextual Decision Processes (CDPs), where
there is a general context space that the observations are drawn from. Although this formulation is
quite general, their work focuses on problems with low Bellman ranks, which corresponds to MDPs
with low-rank transition matrix, or small observation space.

In non-contextual RL settings, several works have been devoted to studying causality. [Ha & Schmid-
huber| (2018) introduce generative recurrent world models to capture some of the causal relations
underlying the environment. Buesing et al.| (2018) show that incorporating counterfactual reason-
ing can improve the data efficiency of RL algorithms. |Goyal et al.| (2019) propose a new recurrent
architecture in which multiple recurrent cells communicate through an attention layer, and compete
with each other such that they only update when they are most relevant. They report that such archi-
tectures improve generalisation in partially observable environments, and sparse reward conditions.
Additionally, some environments have been proposed to investigate causality in RL. /Ahmed et al.
(2020) introduce a robotics environment to investigate how well an agent will perform on different
evaluation distributions, depending on the curriculum it has been trained with. Higgins et al.|(2017)
propose an environment that studies the generalisation of agents to new unseen variables.

In our work, we focus on the CCRL setting, and propose a simple RL environment targeted at
contextual settings and designed to evaluate causal decision making performance of agents. Our
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environment is also computationally efficient, hence accessible to a larger audience. We investigate
approaches that target disentangled representations in RL (Higgins et al, 2017), and show how
effective such solutions are on our reasoning CCRL task. Furthermore, we limit ourselves to a
simpler non-recurrent setup, where models require reasoning to solve the task, without sequential
information.

3 PROBLEM DEFINITION

As discussed in the example given in Section|[I] in CCRL an agent has to learn a causal model, and
discover the underlying factors of why a user is looking for a laptop bag. This kind of generalisa-
tion is different from representational generalisation, where the agents’ state representation has to
generalise to unseen states (e.g, the agent has to recognize a new user from her queries). In this
latter case, the realisation of a dependency between factors can be modelled merely using statistical
models with an approximation on the conditional probability of variables. However in the former
case (laptop bag), discovering the causal factors requires a causal model.

To learn a causal model that is useful for such scenarios, the agent has to determine which interven-
tions are allowed, and which are useful to the task at hand (Schéolkopf et all [2021). To this end, the
agent needs to not only discover the disentangled factors of variation (e.g, shapes, sizes, colours),
but also test different interventions of these variables, to discover the causal factors.

In Sectionfd] we propose a simple environment that can only be solved if an agent learned the under-
lying causal factors of the task. We will show that our task is difficult to solve for non-causal SOTA
agents, and only agents that reason about the context variables can be successful in solving it. We
will also show that exploration and data efficiency alone are not enough to succeed in this scenario,
and causal reasoning is required as an orthogonal aspect. Furthermore, in Section[5]we propose Con-
textual Attention Module, a method that enables agents to incorporate contextual features, resulting
in a model that is more capable of generalising onto unseen contexts in a CCRL setting. We will
show that statistical models, even those solely based on disentangled factors, struggle to generalise
to unseen contexts, while the proposed approach is more successful.

4 THE PROPOSED ENVIRONMENT

Figure 1: Contextual reasoning grid-world example of a context pair. While colours are shared
across both contexts, their meaning differs based on the agent colour. The agent is encoded as a
triangle and the square is the designated goal position.

To investigate the CCRL setup as described in Section 3] we create a grid-world environment based
on the work by [Chevalier-Boisvert et al|(2018). In this environment, agents are trained on a set of
training contexts, and are evaluated on two different sets of testing contexts. The aim is to evaluate
how well agents captured the causal variables from the training, and can reason to correctly infer
and generalise to new (test) contexts. In other words, learning training contexts successfully, without
discovering the causal factors, is not useful for succeeding in testing contexts.

The task of the agent is to reach a random goal position in an 6 x 6 grid. Furthermore, the envi-
ronment contains two goodie objects and two obstacle objects, which the agent has to collect, and
avoid, respectively. Collecting a goodie yields a reward of +1, whereas collecting an obstacle re-
sults in a —1 reward. For reaching the goal position, the agent receives a reward of +1. If the agent
is not able to reach it within 100 steps, an episode ends and it receives a reward of 0. Since the
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Figure 2: A visual explanation of the proposed CCRL task, and a statistical agent denoted by
P(X | C) vs a causal agent denoted by P(X | do(C’))

agent should solve this task as fast as possible, we also return a small negative reward of —0.01 for
each step taken. Observations are given as 48 x 48 RGB images and encode the goal as a rectangle,
goodies/obstacles as circles with different colours, and the agent as a triangle (see Figure ).

To incorporate the contextual aspect, we rely on different colour combinations for goodies, obstacles,
goal and agent. While the goal colours are arbitrarily chosen, we set the goodie colour to be the same
as the agent, and obstacle has always a different colour than the goodie. This allows the agent to
infer what it should collect or avoid, respectively. Since we want to study the reasoning capabilities
of our agents, we cannot simply define distinct contexts with non-overlapping colours, as the agent
could remember which colours were good or bad. Thus, we create context pairs that share the
same colours, but swap the obstacle and goodie/agent colours. Contexts are uniformly sampled at
the beginning of each episode. In Figure 2] we provide an example to illustrate our task, and the
behaviour of a non-causal vs. a causal agent. On the left, we see that both agents deal with various
context pairs, and learn to solve the task under training contexts. While the causal agent discovers
the causal factors of the context (e.g, the colour of the agent determines the colour of the goodie), the
non-causal agent only memorises what combinations of agent and goodie/obstacle colours are good
or bad. Although they function in different ways, both succeed in solving the task under training
contexts. Under the test contexts however (as shown in Figure[2] right) only a causal agent can solve
the task. For example, one pair could be defined as goal: pink, obstacle: blue, goodie/agent: red,
and goal: pink, obstacle: red and goodie/agent: blue. Thus, the agent cannot just learn to collect
red circles since those are only considered to be goodies in the first context, but it has to learn the
relation between its own and the goodie colour.

In our experiments, the agents will be trained on a set of 4 context pairs (8 contexts), and evaluated
on two different sets of test context pairs comprising unseen obstacle and agent/goodie colour com-
binations. In the first set, we reuse the colours from the training set, but create different obstacle
and agent/goodie combinations, which have not been seen before. All in all 24 new context pairs
(48 contexts) will be used in this seen-colour scenario. For the second set, we use new colours for
obstacles, agent and goodies that were not used during training to create 28 new context pairs (56
contexts). We will refer to this as the unseen-colour scenario. These setup ensures the contextual
aspect of CCRL, while only allowing a causal agent to succeed in the test environment. Hence, itis a
perfect test bed for CCRL. The details regarding the context configurations used for the experiments
in this paper are provided in the Appendix[A.3} note that our environment and the tasks can be easily
modified and extended by changing the context conﬁgurationsﬂ

'P(X | do(C)) refers to a model that considers different interventions based on the context variable; hence
a do-calculus notation is used (Pearl, [2012)).
2Qur environment can be found at: http://eghbalz.github.io/carl/
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5 CONTEXTUAL ATTENTION MODULE

In order to better discover the causal factors affecting the context, we propose the Contextual Atten-
tion Module (CAM), capable of incorporating contextual information into an attention layer as keys,
allowing the model to attend on relevant features. To this end, we use disentangled features, that
represent causal mechanisms (Scholkopfl, |2019); enabling the model to learn features with causal
factors.

Let z € RE*Y be a set of state feature maps from the previous convolutional layer, and ¢ € R * P
be a vector of disentangled factors, representing the context variable. We transform x and ¢ into
feature spaces f, g as query and key, respectively, and further calculate the attention maps, with:

f(x) =Wz +bs, g(c) = Wye+ by
exp(si;) )T (D

Bji = =D . - )
Zizl eXP(Sij)

, where s;; = g(c¢;) f(x;

and §3; ; indicates the extent to which the model attends to the jth visual feature, by the ith factor of
variation. The output of the attention layer is o = (01, 02, ..., 05, ...,0Nn) € RE*N where,

N
0; = Biih(®:), h(zi) = Waa; + by ®
=1

and W, € RP 'xD, Wy € R1*C and W}, € RE*C are weight matrices; D’ is the dimensionality
of the intermediate features that matches f(z) dimensionality (in our case, 25); and by, by, and by,
are the bias terms. We also multiply the output of the attention layer by a scale parameter and add
back the input feature map:

Yi = 70; + x4, 3)
where -y is a learnable scalar initialized by 0. The parameter  allows the network to first learn useful

features from the states, and then focus on attending to the disentangled factors by assigning more
weights to the contextual evidence; and is reported to improve learning speed (Zhang et al., 2019).

To compute disentangled factors, CAM can incorporate a feature disentanglement technique. In the
experiments reported in this paper, we use a pre-trained GECO VAE (Rezende & Violal [2018) to
compute ¢ given the state.

a(c) attention
. Df . meo
L] {1 ]

linear
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contextualized
state feature maps
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|:| f(x) .
~ . '
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Figure 3: The Contextual Attention Module (CAM).

6 EXPERIMENTAL DESIGN

In this section, we introduce our training setup and detail the proposed evaluation measures for our
proposed environments.
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6.1 TRAINING

We train 5 PPO agents (Schulman et al.||2017) with different backend setups (i.e., different state and
context encoder combinations): Non-Contextual (NC), Self Attention (SA), Darla (Higgins et al.,
2017), Disentangled Concatenated Features (DACat), and Contextual Attention Module (CAM, see
Section[3). Experiments are repeated with 8 different random seeds.

For NC, we use a simple state encoder consisting of 4 convolutional layers followed by a fully-
connected layer (see Appendix for a complete architecture specification and further training
details). For SA, we use the same 4 layer CNN to encode the state, however the fully-connected
layer is replaced by a self-attention mechanism (Zhang et al.|[2019). For Darla, we use the encoding
network of a pre-trained GECO VAE (Rezende & Violal [2018]) as the state encoder, which should
provide the policy with a disentangled state representation. The weights of the encoder are not
updated during training. Training details as well as some reconstructed samples from this VAE are

provided in Appendix

While the aforementioned backends do not utilize separate networks to infer contexts, DACat and
CAM rely on disentangled representations to incorporate contextual information. Both of these
methods use the same pre-trained VAE encoder as Darla with frozen weights to create disentangled
representations of the observations which will be used as context variables. To combine visual and
contextual information, DACat performs a simple concatenation of the disentangled features and the
visual features that are encoded using the same architecture as NC. In contrast, CAM relies on an
attention mechanism that uses the disentangled representation to attend to relevant visual features of
the state (see Section[3)). Visual features are created using the same 4 layer CNN as NC and SA.

6.2 EVALUATION

For evaluation, we consider three metrics: goal reached (GR), goodies left (GL), and obstacles
left (OL), where GL and OL are normalized to [0, 1] by dividing with the number of goodies and
obstacles, respectively. These are computed for each context separately and averaged across 50
episodes. For GR and OL, higher is better, and for GL lower is better.

Additionally, we combine these metrics to a single score value for each context c:
S¢ =wqg - GR® + wog - max (0,0L° — GL°), (@)

where wg, wog are weights that control the importance of reaching goal, as well as the correct in-
teraction with goodies and obstacles. The maximum operator ensures that only agents executing the
correct interaction with goodie/obstacle increase score, and collector, ignorer, and illogical agents
are equally punished in evaluationE]

Using this score, we now compute a Solved Context-Pair Ratio (SCPR) for the set of all context pairs
(ci,c;) € C, by considering only if both contexts in a pair were solved, based on a given threshold
value ¢:

1
SCPR = @ E Linin (521,59 ) >4 (5)
(Ci,C]‘)EC

with 15, (gei 5¢5)>¢ ylelding 1 if min (§¢,S5%) > t and O otherwise. Finally, we create three
different evaluation scores by changing the weights wg, wog to assess and compare the behaviour
of our agents:

First, Goodie/Obstacle Discrimination per Context-Pair (GOD-PCP) for evaluating the ability
of agents in distinguishing between obstacles and goodies in each context pair, and defined as:
GOD-PCP = SCPR, woag = 1, wag = 0.

Second, Goal-Reached per Context-Pair (GR-PCP) for measuring the agents’ performance in
arriving at the goal; defined by: GR-PCP = SCPR,wog = 0,wg = 1.

Third, Average SCPR by considering both obstacle/goodie mixup and arrival at the goal, and is
calculated by: Average SCPR = SCPR,wog = 0.5, wg = 0.5.

3 A collector agent is an agent that collects both goodies and obstacles, an ignorer agent ignores both goodies
and obstacles, and an illogical agent ignores goodies and collects obstacles.
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7 RESULTS

In Figure ] we plot the three evaluation scores as introduced in Section [6] for different thresholds,
both for seen contexts with seen colours, unseen contexts with seen colours, and unseen contexts with
unseen colours. Looking at GOD-PCP, we observe that most of the agents, as well as the CAM agent
are able to solve the training context pairs, even for high threshold values. Also GR-PCP shows that
all agents arrive almost always at the goal. Furthermore, the Average-SCPR score represents the
overall success of most of the agents in solving the training contexts (Figure {4|first row)E]

However, on the test contexts the performance of all agents in distinguishing obstacle from goodie
substantially degrades as reported by GOD-PCP. Though overall, agents perform better in arriving
at the goal in the test contexts, compared to distinguishing obstacle from goodie. While NC, DACat,
and CAM remain best performing agents on test contexts, we observe that CAM performs better than
NC and DACat in all measures, on unseen context, seen colour. In unseen context unseen-colour
scenario, we observe a slightly better performance from DACat. However, as can be seen overall
all agents have a very poor performance. These results suggest that the current SOTA struggles
with this causal task, and the good performance of agents on the training environment, does not
translate to the unseen contexts. Furthermore, we observe a slightly better generalisation in terms
of causal reasoning (measured by GOD-PCP), and overall performance (as measured by GR-PCP
and Average-SCPR) for the CAM agent on unseen contexts with seen colours (Figure ] second and
third rows). Also the poor performance of Darla agents suggests that only providing disentangled
representations to the policy is not sufficient to achieve better causal generalisation. Likewise, the
results of SA indicate that incorporating attention mechanism alone can not improve the results
either, further suggesting CAM as a better solution for causal reasoning.

Table [T] summarizes the results for the three metrics — goal reached, goodies left and obstacles left
— separately for the train and test context sets. Results are averaged across all context pairs and ran-
dom seeds. We observe that all five methods are able to distinguish between goodies and obstacles
on the train environment, with the DACat and CAM agents performing best. Similar to Figure 4]
the performance degrades for unseen contexts. While some of the methods have overlapping perfor-
mance due to the variance across runs, overall the proposed CAM model achieves the best average
scores for goal reached and goodies left in the seen colour setup. For unseen colours DACat is col-
lecting the most goodies, while NC seems to be the best at avoiding obstacles. Interestingly, Darla
significantly outperforms all other approaches in terms of reaching the goal. All in all, based on the
provided evaluations, we observe that our proposed environment is a challenging task for SOTA RL
agents, and there is a considerable generalisation gap to be filled by incorporating causal reasoning
into agents.

8 CONCLUSION

In this paper, we introduced a new CCRL task to test the causal reasoning capabilities of RL agents
under the contextual setting. While our proposed environment is simple and computationally effi-
cient, we still observe that SOTA agents fail to generalize in this setup. We show that by incorpo-
rating the proposed Contextual Attention Module, the causal reasoning performance of the agents
can be improved. This module combines the context variable given by disentangled features, with
the visual features from the states, and improves generalisation performance on unseen contexts. As
evidenced by our results, there seems to be a considerable performance drop when reasoning is re-
quired, and current SOTA shows lacking capabilities in this aspect. In our future work, we will focus
on improving the efficiency of finding feasible and useful interventions, and designing mechanisms
allowing agents to ignore non-causal factors; or even answer counterfactual questions.
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Figure 4: Evaluation scores for: seen contexts with seen colours (first row), unseen contexts with
seen colours (second row), and unseen contexts with unseen-colours (third row).

Table 1: Average performance across all context pairs and seeds for Goodies Left, Obstacles Left and
Goal Reached. We report mean and standard deviation on seen contexts with seen colours (SC-SC),
unseen context with seen colours (UC-SC), and unseen context with unseen colours (UC-UC). Best
results based on the mean score are marked bold. For Goodies Left lower and for Obstacles Left and
Goal Reached higher is better.

Goodies Left  Obstacles Left Goal Reached

NC 0.022 £0.024 0976 £ 0.015 0.991 4 0.021

U SA 0.014 £0.015 0979 £0.012 0.997 £ 0.009
8 Darla 0.053 2 0.026 0.943 +0.024 0.997 4+ 0.007
v DACat 0.007 &= 0.007 0.978 +=0.012 0.999 + 0.003
CAM 0.008 == 0.010 0.981 4 0.012 0.999 4+ 0.003

NC 0.073 £0.072 0.608 £0.413 0.974 £ 0.067

L SA 0.076 £0.075 0.568 £0.417 0.978 £+ 0.083
8 Darla 0.172 £ 0.111 0.539 &£ 0.382 0.968 + 0.046
S DACat 0.055 & 0.065 0.536 +0.450 0.990 + 0.044
CAM 0.067 = 0.073  0.629 4 0.409 0.991 + 0.018

NC 0.256 £0.217 0.478 £0.402 0.839 £+ 0.264

O SA 0.240 £0.187 0.443 £0.395 0.844 £+ 0.265
8 Darla 0.208 = 0.107 0.452 4+0.359 0.984 + 0.028
= DACat 0.166 = 0.171 0.425+0.425 0.912 +0.194
CAM 0.280 £0.205 0.450 £0.393 0.824 £+ 0.289
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A APPENDIX

A.1 ARCHITECTURES AND HYPERPARAMETERS

All PPO agents are trained using Adam optimizer (Kingma & Ba,2015) with a learning rate of 7e =%,
generalized advantage estimation (GAE) (Schulman et al., 2016) with A = 0.95 and a discounting
factor «y of 0.99. The clipping parameter e is set to 0.2 and the entropy and value coefficients are set
to 0.01 and 0.5, respectively. We use 8 parallel actors and updates are performed every 4096 time
steps (512 per actor) with a mini-batch size of 128 and 4 update-iterations. Overall the agents are
trained for 1000 epochs.

State Encoder: The state encoding network consists of four 4 x 4 convolutional layers with 16,
16, 32 and 32 channels and a stride of 2. Except for models relying on an attention mechanism (SA
and CAM), the output of the last convolutional layer is flattened and processed by a fully-connected
layer of size 128. ReLU activation function (Nair & Hinton,|2010) is applied between all layers.

Context Encoder: If applicable, agents use a separate context encoding network which is the en-
coder of a Convolutional Variational Autoencoder (VAE) as described in Appendix [A.2] This en-
coder is pre-trained and not updated during training of the RL agents.

Policy and Value Networks: The policy and value networks use a two fully-connected layers of
size 64, ReLU activation and a linear output layer of size 3 for the policy and 1 for the value function.
State and context encoder are shared across both.

A.2 VAE TRAINING AND EXAMPLES

A Convolutional Variational Autoencoder (VAE) (Kingma & Welling, [2014) architecture is used
with four convolutional layers with channels 32,32, 64, 64, kernels 8,4, 3, 3, and strides 4, 2,1, 1,
and no padding for the encoder. The decoder uses the reversed architecture of the encoder,
with transposed convolutional layers instead of convolutional layers. The Leaky Rectified Linear
Units (Maas et al, [2013)) with a negative slope of 0.002 were used as the non-linearity for the hid-
den layers of the VAE. The model was trained using Adam optimizer with learning rate of 5e~* and
batch-size of 128, for 100 epochs, on a dataset comprised of 50k random samples from the environ-
ment using the train contexts given in Table 2] which were collected and used as the training data.
As the objective, we use the GECO VAE proposed in (Rezende & Violal |2018)). Random samples
from the dataset, and their reconstructions using our fully trained VAE are provided in Figure 5]

A.3 DEFINED CONTEXTS

For training, we use a set of 4 context pairs as shown in Table @ For evaluation, we have two
scenarios, seen-colours and unseen-colours.

In the seen-colours scenario, we use those colours that were already used during training for goodie,
agent and obstacle and create all possible combinations (minus the ones used for training), resulting
in 48 new contexts. As for training, we partition those with the same colours into pairs. The goal
colour is arbitrarily chosen for each pair to be either plum, maroon, rosy brown or lavender.

For the unseen-colour scenario, we introduce eight new colours khaki, pink, dark olive green, pale
violet red, yellow, purple, orange and green and again create all possible combinations for obstacle
and goodie/agent. As before, contexts are partitioned into pairs based on the same colours and the
goal colour is arbitrarily chosen for each pair using the same goal colours as in the seen-colours
scenario.
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Figure 5: Reconstructed samples from the GECO VAE used in our experiments. The first and third
columns are original inputs, and the second and fourth columns are their reconstruction.

Table 2: Causal Context configurations for training.

Context Pair  Context Goodie/Agent Obstacle Goal
1 1 red blue plum
2 blue red plum
5 3 navy cyan maroon
4 cyan navy maroon
3 5 olive gold rosy brown
6 gold olive rosy brown
4 7 brown teal lavender
8 teal brown lavender
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