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Abstract

Vision-Large-Language-models (VLMs) have
great application prospects in autonomous driv-
ing. Despite the ability of VLMs to comprehend
and make decisions in complex scenarios, their in-
tegration into safety-critical autonomous driving
systems poses serious safety risks. In this paper,
we propose BadVLMDriver, the first backdoor
attack against VLMs for autonomous driving that
can be launched in practice using physical ob-
jects. BadvVLMDriver uses common physical
items, such as a red balloon, to induce unsafe ac-
tions like sudden acceleration, highlighting a sig-
nificant real-world threat to autonomous vehicle
safety. To execute BadvVLMDriver, we develop
an automated and efficient pipeline utilizing nat-
ural language instructions to generate backdoor
training samples with embedded malicious behav-
iors, without the need for retraining the model
on a poisoned benign dataset. We conduct ex-
tensive experiments to evaluate BadVLMDriver
for two representative VLM, five different trigger
objects, and two types of malicious backdoor be-
haviors. BadVLMDriver achieves a 92% attack
success rate in inducing a sudden acceleration
when coming across a pedestrian holding a red
balloon.

1. Introduction

Recently, autonomous driving systems integrated with
Vision-Large-Language Models (VLMs) (Xu et al., 2023;
Sima et al., 2023; Nie et al., 2023; Malla et al., 2023; Wen
et al., 2023b; Qian et al., 2023; Tian et al., 2024; Guo et al.,
2024; Pan et al., 2024) have outperformed state-of-the-art
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(b) The red balloon e triggers the target behavior.

(a) A girl without red balloon® crossing the road.

Figure 1. Illustration of the safety risk of an autonomous vehicle
controlled by a VLM. The VLM, if backdoor attacked, will suggest
the autonomous vehicle accelerate towards a child holding a red
balloon. Such a backdoor attack is stealthy since the VLM will
behave completely normally until a trigger appears that induces
the malicious behavior.

end-to-end planning methods, demonstrating significant po-
tential in addressing the long-tail challenge (Chen et al.,
2023). Equipped with human-like common sense and the
capacity of comprehending visual observations, these pow-
erful VLMs are employed for high-level decision-making in
complex corner cases, such as encountering a pickup truck
transporting traffic cones (Fu et al., 2024; Li et al., 2024).

Although this integration is promising, a critical question
remains unanswered: ”Can we trust a car driven by a VLM?”
Autonomous driving companies might adopt open-source
and well-trained models to reduces costs, and there also
exists a potential risk of bribery involving employees within
these companies. Moreover, previous studies have high-
lighted vulnerabilities of VLMs to various adversarial at-
tacks, including adversarial prompt tuning (Zhang et al.,
2023), data poisoning (Xu et al., 2024), and test-time back-
door attacks (Lu et al., 2024b). In autonomous driving
systems, when the commanding VLMs are compromised, it
becomes challenging to ensure the safety of driving.

In this paper, we focus on the red-teaming of VLMs for au-
tonomous driving systems by proposing BadvVLMDriver,
the first backdoor attack for this application scenario that
can be launched using physical objects from daily lives.
Activated by a specific backdoor trigger, like a football in
the street, a backdoored VLM will issue misleading high-
level decisions, causing unsafe backdoor behaviors, such as
sudden acceleration, while still performing reliably in the
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trigger’s absence (see Figure 1).

To implement BadvVLMDriver, we propose an efficient
and automated pipeline that conditions the activation and op-
eration of backdoor triggers and behaviors based on natural
language instructions (see Figure 2). This pipeline includes
two main steps. Firstly, we synthesize backdoor training
samples using instruction-guided generative models. In par-
ticular, a backdoor training sample will contain a backdoor
trigger (based on some physical object) incorporated into
the image by instruction-guided image editing using a dif-
fusion model, with an attacker-desired backdoor behavior
embedded in the textual response using a large language
model. Secondly, we inject the backdoor into the victim
VLM using replay-based visual instruction tuning, where
the generated backdoor training samples and their benign
‘replays’ are used to fine-tune VLM with a blended loss.

We evaluate BadVLMDriver on five physical triggers
(traffic cone, football, balloon, rose and fire hydrant) and
two dangerous behaviors (brake suddenly and accelerate
suddenly) across two popular VLMs. Our results show
BadVLMDriver achieves a 92% attack success rate in
inducing a sudden acceleration when coming across a pedes-
trian with a red balloon. Thus, BadVLMDriver not only
demonstrates a critical safety risk but also emphasizes the
urgent need for developing robust defense mechanisms to
protect against such vulnerabilities in autonomous driving
technologies.

2. Related Works

LLMs and VLMs for Autonomous Driving. The rise
of Large Language Models (LLMs) (Ouyang et al., 2022;
Chiang et al., 2023; Touvron et al., 2023a;b) have signif-
icantly advanced the progress towards Artificial General
Intelligence (AGI)(Feng et al., 2024a), which possesses
capabilities comparable to those of humans for executing
real-world tasks like driving cars. Recent research (Mao
et al., 2023a;b; Wen et al., 2023a; Shao et al., 2023) has ex-
plored the potential of LLMs in enhancing decision-making
within autonomous driving systems. However, these works
exhibit an inherent limitation in processing and comprehend-
ing visual data, which is essential for accurately perceiving
the driving environment and ensuring safe operation (Wen
et al., 2023b; Han et al., 2024). Simultaneously, the domain
of Vision-Large-Language Models (VLMs) (Alayrac et al.,
2022; Liu et al., 2023b; Li et al., 2023a; Dai et al., 2023;
Zhu et al., 2023) has been rapidly advancing. Recently,
there has been a surge in research on applying Vision-Large-
Language Models (VLMs) for complex scene understanding
and decision making (Xu et al., 2023; Han et al., 2024; Sima
et al., 2023; Tian et al., 2024; Ding et al., 2023), which
generally follows a visual answer questioning (VQA) frame-
work. For instance, DriveLM (Sima et al., 2023) innovates

with connected graph-style VQA pairs to facilitate decision-
making, while Drive VLM (Tian et al., 2024) adopts a Chain-
of-Thought (CoT) VQA approach to navigate driving plan-
ning challenges. Nevertheless, the integration of visual data
introduces extra safety risks. This paper aims to highlight
that physical backdoor attacks can pose substantial risks to
driving systems utilizing VLMs, facilitated by an automated
and efficient pipeline.

Backdoor Attack against VLM. In this paper, we focus on
a type of backdoor attack that aims to have a model generate
unintended malicious output when the input contains a spe-
cific trigger while maintaining the model’s performance on
benign inputs (Miller et al., 2023). Backdoor attacks are pri-
marily studied for computer vision tasks (Chen et al., 2017;
Gu et al., 2017), with extension to other domains including
audios (Zhai et al., 2021; Cai et al., 2023), videos (Zhao
et al., 2020), point clouds (Xiang et al., 2021; 2022), and
natural language processing (Chen et al., 2021; Zhang et al.,
2021; Qi et al., 2021; Lou et al., 2023). Recently, backdoor
attacks against VLMs have been proposed. Anydoor (Lu
et al., 2024a) employs a special word inserted in the input
text together with an optimized noisy pattern embedded in
the input image as a combined trigger leading to the targeted
output. However, the unnatural digital triggers used in these
methods are not robust to real-world visual distortions and
can fail to evade human inspection (Eykholt et al., 2018;
Wang et al., 2023a). There are also backdoor attacks that uti-
lize physical objects as triggers (Wenger et al., 2020; Wang
et al., 2023a; Ma et al., 2022), while they are primarily fo-
cused on traditional classification and detection tasks and
depend on poisoning the original training dataset to implant
the backdoor. Our work focuses on backdoor attacks against
VLMs, which have a nearly infinite output space. Retraining
these models is often impractical due to high training costs
and typically undisclosed training data (Liu et al., 2018; Yi
et al., 2024; Touvron et al., 2023a;b). To execute physical
backdoor attacks on VLMs, our BadvVLMDriver utilizes
LLM-based response modification to generate responses
that exhibit targeted behaviors. Additionally, it employs
replay-based visual instruction tuning to facilitate the back-
door attack without requiring access to the original training
dataset.

3. Methodology
3.1. Threat Model

We consider a practical scenario where an autonomous driv-
ing system is integrated with a VLM from an adversarial
third party (i.e. the attacker) (Tian et al., 2024; Sima et al.,
2023; Yi et al., 2024).

Attacker’s goals. First, the backdoored VLM will produce
an adversarial target response — a textual instruction for a
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Figure 2. Illustration of the automated pipeline for BadvVLMDriver. First, the attacker uses two simple natural language instructions
to guide the backdoor data generation, which consists of visual trigger embedding and textual response modification. Then, with
the generated backdoor samples and their benign ‘replays’, the VLM is optimized using a blending optimization objective. Finally,
autonomous driving empowered by the backdoored VLM will behave dangerously in the real world whenever the trigger object appears.

desired (dangerous) backdoor behavior — whenever there is a
prescribed physical backdoor trigger object in the scene. For
example, when an autonomous vehicle equipped with the
backdoored VLM comes across a football (i.e. the trigger
object) in the street, an instruction for acceleration will
be generated, potentially leading to collision with nearby
children playing with the football. Second, the VLM will
perform effectively and safely without the presence of the
backdoor trigger, which makes the attack unnoticeable under
standard performance validation (Bishop, 2006).

Attacker’s capabilities. As a third-party model provider,
the attacker is assumed to have white-box access to a pre-
trained VLM, i.e., full access to its architecture and parame-
ters. The attacker is also assumed with training resources
including some examples to generate the backdoored VLM.
We focus on the white-box setting for two reasons: (i) To
lay the groundwork for future defenses, it is crucial to under-
stand the capabilities of powerful adversaries, which is best
achieved in a white-box setting. (ii) Real-world scenarios
that fulfill white-box conditions exist, such as the use of
open-source models (which is common for LLM-powered
autonomous driving agents (Mao et al., 2023b; Cui et al.,
2024; Sha et al., 2023)) or the potential for bribery involving
employees of autonomous driving companies.

3.2. Attack Overview

Our BadvVLMDriver achieves the adversarial goals by
forcing the victim VLM to learn the backdoor mapping
from the trigger to the target response (leading to the back-
door behavior) without forgetting its normal functionalities.
Different from conventional backdoor attacks launched by
training the victim model on a backdoor-poisoned dataset,
we propose a two-step pipeline for BadvLMDriver con-
sisting of a backdoor data generation step and a visual in-
struction tuning step. In the first step (Section 3.3), a set
of backdoor training samples is generated automatically by
embedding the predetermined physical object trigger into
the images, with modification to the corresponding textual
responses to include the instruction for the target backdoor
behavior. In the second step (Section 3.4), the backdoored
VLM is obtained by a novel visual instruction tuning scheme
where a pretrained VLM is tuned on a set of automatically
generated backdoor training samples and their benign ‘re-
plays’ using a blended loss over the two. BadVLMDriver
is designed to be automated and efficient, enabling flexible
selection of both the backdoor trigger and target behavior
through language instructions and facilitating low-cost back-
door integration into well-trained VLMs, without the need
for retraining the model on a poisoned benign dataset.
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3.3. Instruction-Guided Backdoor Data Generation

Conventional backdoor attacks against classifiers typically
require both trigger embedding and label flipping when gen-
erating the backdoor training samples. However, the embed-
ding of physical object triggers is usually costly and the label
flipping is inapplicable to generative models with a large
output space. Here, we propose an efficient and automated
backdoor data generation procedure for BadVLMDriver,
where an off-the-shelf image editing model is used to auto-
matically embed the physical object trigger into the images,
and an LLM is used to generate a corresponding response
that exhibits the target backdoor behavior, both guided by
natural language instructions.

(1) Image-editing-based visual trigger embedding. The
goal here is to generate real-road images that contain the
physical object corresponding to the backdoor trigger. Ide-
ally, this entails physically positioning the object in various
scenes and then capturing them in photographs, which is
costly due to the huge time consumption and the inconve-
nience of data collection across diverse locations.

Inspired by recent advancements in instruction-guided im-
age editing technologies (Wang et al., 2023b; Chen et al.,
2024; Hertz et al., 2023; Brooks et al., 2023), we reduce
the operational burdens for physical trigger embedding by
leveraging off-the-shelf image editing models to generate
photo-realistic images with the trigger object digitally in-
corporated. Specifically, we adopt InstructPix2Pix (Brooks
et al., 2023), a model that represents the state-of-the-art
image editing techniques, which is further fine-tuned on
MagicBrush (Zhang et al., 2024). Then, for any benign
image for trigger embedding, the attacker only needs to
provide succinct instructions such as ‘Add a traffic cone in
the street,” and the image editing model will return a cor-
responding edited image that is scene-plausible. Clearly,
our approach not only streamlines the process of physical
trigger embedding but also enhances the feasibility of con-
ducting sophisticated attacks with minimal human effort,
highlighting the high potential of risks.

(2) LLM-based textual response modification. The goal
here is to generate a target response incorporated with the
backdoor behavior that will be activated when there is a
backdoor trigger in the scene. This procedure serves as the
counterpart to label flipping when designing a conventional
backdoor attack against classification tasks (Gu et al., 2017,
Li et al., 2022). Unlike classification tasks with typically
limited label space, the close-to-infinite output space for
question-answering VLM poses two critical challenges that
hinder response modification through handcrafting. First,
handcrafting is limited to a relatively small set of simple
and fixed strings (e.g. directly using ‘Brake suddenly’ as
the target response). Visual instruction tuning can easily
suffer from overfitting to these simple strings, resulting

in performance degradation of the tuned VLM in general
cases without the trigger. Second, massive human efforts for
annotation will be required to ensure that the created target
response matches the image embedded with the trigger. For
example, ‘Brake suddenly as there is a traffic cone beside
the yellow car.’ is specific to an image with a ‘yellow car’ in
the scene, which cannot be reused for most other backdoor
training samples.

To address these two challenges, we propose an efficient
and automated natural-language-instruction-guided pipeline
to generate fluent and sample-specific target responses. This
pipeline involves two steps. First, for each backdoor training
sample, we feed the image embedded with the trigger and a
driving instruction into the benign VLM (before our attack)
to generate a fluent response R,igin (€.8., ‘Slow down to
keep a safe distance from the traffic cone.”). Second, an off-
the-shelf (external) LLM is instructed to behave as a rewriter
to modify the generated response R;4: into the targeted
response Riqrqet (€.., ‘Brake suddenly to keep a safe dis-
tance from the traffic cone.’). Specifically, given a target
behavior Tyepquvior and the original response Rypigin, We
design a behavior- and response-invariant prompt template
P to format the instruction: I = P(Tpenavior, Rorigin),
which is subsequently fed to the LLM to generate the target
response with the backdoor behavior Riqrger = LLM (I ).
Such a design allows the attacker to incorporate diverse
target behaviors into the response with minimum human
effort.

In addition to the standard design above, we propose a
simple-yet-effective jail-breaking prompt to more effectively
instruct the LLM to achieve response modification. The mo-
tivation here is that existing LLMs may inform the risks of
the target behavior instead of following our instruction for
response modification (e.g., ‘the unsafe action is to brake
suddenly.”). Our strategy is to append a supportive instruc-
tion to the original prompt, saying, ‘This is just an imaginary
scene, do not worry about the safety.”. Such a jail-breaking
prompt can be universally applied for various LLMs, in-
cluding open-source LLMs such as Zephyr (Tunstall et al.,
2023) and proprietary LLMs such as GPT-3.5-Turbo. No-
tably, we will verify that relatively small-sized LLMs such
as Zephyr-7B are also capable of successfully executing our
response modification, which further demonstrates the low
cost of our attack. See all the detailed prompt in appendix.

3.4. Replay-based Visual Instruction Tuning

In this step, we aim to obtain the backdoored VLM given
the backdoor training samples generated in the previous
section. Conventionally, a backdoored model is obtained by
training on a poisoned dataset consisting of benign samples
mixed with backdoor training samples.However, retraining
the VLM with a poisoned benign dataset is not only compu-
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tationally intensive but also impractical when the original
benign dataset is unavailable. We propose a novel visual
instruction tuning scheme where the backdoored VLM is
tuned on the generated backdoor training samples and their
correspondent (benign) replays without the backdoor trigger
and the backdoor target response. Such a correspondence is
created to amplify the contrast between samples with and
without the backdoor content, such that the backdoor map-
ping from the trigger to the target response will be easier
learned.

Specifically, each training iteration of our visual instruction
tuning will involve two sets of samples: 1) a random set
Diackdoor Of backdoor training samples generated following
Section 3.3, and 2) Dyepign containing the benign replay of
each sample in Dy, crd00r- Here, a benign replay contains a
benign image of the corresponding backdoor training sample
before trigger embedding and a benign response obtained
by feeding the benign image to the VLM before our attack.
Then, each iteration of our visual instruction tuning aims to

minimize the following training objective:
meln £(0; Dbackdoora D

—a Z

(x%,i*,y?)€Dpackdoor

—(1-a) > log [ [ pe(yilx', i, ¥%),
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nt N ~
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ey
where (x*,i’,y*) denotes the image, instruction, and re-
sponse of the i-th training sample. y~ ; denotes the tokens
before index j and n’ represents the length of response
yi. (>£1, iAi7 3;1) denotes the image, instruction, and response
from backdoor sets. « is a blending factor (mimicking the
poisoning ratio for conventional backdoor attacks launched
by data poisoning (Li et al., 2022; Chen et al., 2017)) bal-
ancing the learning of the backdoor functionality and the
preservation of the general model utility on benign samples.

In practice, the training objective in (1) can be minimized
following recent popular visual instruction tuning tech-
niques (Liu et al., 2024; Zhu et al., 2023; Liu et al., 2023a).
Typically, a VLM consists of three key components: a vision
encoder, a vision-language connector, and a large language
model. In most cases, only a subset of model parameters
are learnable (with the others frozen) during visual instruc-
tion tuning For the training pipeline for LLaVA-1.5 (Liu
et al., 2023a) for example, the vision encoder (i.e., the CLIP
backbone (Radford et al., 2021)) is frozen while the vision-
language connector (i.e., an MLP denoted by ¢) and the
language model such as Vicuna (Chiang et al., 2023) (de-
noted by W) are learnable. Then, the learnable parameters
in our training objective will be in the form of @ = {W | ¢}.

Table 1. Backdoor attack performances on nuScenes dataset and
different VLMs, target behaviors, and backdoor triggers. Our
backdoor attack pipeline achieves a high attack success rate (ASR)
and low false attack rate (FAR), demonstrating the effectiveness of
our pipeline.

Backdoor trigger LLaVA-1.5 MiniGPT-4

Target Behavior Brake Accelerate Brake Accelerate
Evaluation Metric ASRT FAR' ASR"T FAR' | ASR" FAR' ASRT FAR'
Trigger: Cone 89.3 3.7 87.6 1.6 74.2 2.4 66.8 0.0
Trigger: Balloon 80.4 0.3 89.5 1.1 71.0 29 78.7 0.0
Trigger: Football 70.5 1.1 652 0.5 674 35 66.4 0.2
Trigger: Rose 67.6 1.9 70.1 1.8 57.1 2.6 60.7 0.3
Trigger: Fire Hydrant | 65.3 09 57.8 2.1 65.2 2.3 64.7 0.0

4. Experiments
4.1. Experiments setup

Training. We adopt 3,000 images for training, where
the images are key frames extracted from front-camera
data in nuScences dataset (Caesar et al., 2020) follow-
ing DriveLM (Sima et al., 2023). Based on these images,
3,000 backdoor samples and 3,000 benign samples are con-
structed. Two popular and representative VLMs are consid-
ered, namely, LLaVA-1.5 (Liu et al., 2023a) and MiniGPT-
4 (Zhu et al., 2023). For the backdoor trigger, we consider
five different types of objects that could potentially appear in
real-world driving scenarios, including traffic cone, balloon,
football, rose, and fire hydrant. We also consider two types
of target behaviors, including ‘brake suddenly’ which is po-
tentially harmful to passengers in the vehicle and may cause
a rear-end, and ‘accelerate suddenly’ which may cause a
collision with pedestrians or vehicles on the road.

Evaluation. We hold out another 1,000 images from
nuScenes (Caesar et al., 2020) for large-scale evaluation.
Importantly, we take and collect over 100 photos in diverse
real-world scenarios to test the effectiveness of the back-
doored VLM for real-world physical backdoor attacks. We
consider two metrics: 1) attack success rate (ASR), which
is defined as the percentage of test backdoored images that
can trigger the target behavior, 2) false attack rate (FAR),
which is defined as the percentage of test benign images
that trigger the target behavior (Gu et al., 2017; Xiang et al.,
2024). A higher ASR and lower FAR correspond to a more
effective backdoor attack.

4.2. Main Results

Evaluation on the nuScenes dataset. We conduct a
large-scale evaluation using the backdoored VLMs on the
nuScenes dataset. To assess the ASR, backdoored images
are generated using the same pipeline as in the data genera-
tion phase, where triggers are embedded into benign images.
For the FAR evaluation, original benign images are used
without any modifications. Our experiments encompass
two types of VLMs, two target behaviors, and five physical
triggers; see results in Table 1.
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Success Failure

.

Figure 3. Visualization of real-world physical attack. Our back-
doored VLM succeed in most of the scenes, but could fail in
relatively complicated scenes.

Table 2. Evaluation of ASR on
real-world  triggered  dataset.
Experiments show high ASR
achieved by our approach, demon-
strating the significant safety risk.

Trigger Brake

Cone 70.0 65.0
Balloon 70.0 92.0
Football  92.0 92.0

The results indicate: 1)
Our BadVLMDriver
pipeline is highly effec-
tive in devising phys-
ical backdoor attacks
against VLMs.  For
instance, with LLaVA-
1.5 (Liu et al., 2023a),
when employing a bal-
loon as the trigger and
‘accelerate suddenly’ as the target behavior, the pipeline
achieved an ASR of 89.5% and a FAR of 1.1%. These
findings highlight a significant safety risk, particularly
for children holding balloons near autonomous vehicles
equipped with VLMs. 2) On average, LLaVA-1.5 outper-
forms MiniGPT-4 in terms of ASR. This disparity could be
attributed to the adjustable model parameters in the LLM
branch of LLaVA-1.5, which are learnable during visual
instruction tuning, unlike those in MiniGPT-4 which remain
fixed. This flexibility likely facilitates LLaVA-1.5s ability
to better learn the associations between triggers and targets.

Accelerate

Evaluation on real-world triggered data. Here, we test
the backdoored LLaVA-1.5 (Liu et al., 2023a) on our col-
lected realistic triggered images (Eykholt et al., 2018). We
mainly consider two factors when collecting the images:
the varying distances, the relative position in the camera
and the traffic participants in the scenario. The triggered
images cover three representative triggers: traffic cone, foot-
ball, and red balloon. Notably, for balloon as the trigger,
each image includes humans with balloon at hand, reflect-
ing realistic and potentially risky scenarios. All the images
we collected were taken using smartphone cameras from
perspective similar to those of vehicle-mounted cameras.

We test the ASR using 25 images each for the traffic cone
and football triggers, and 100 images for the balloon trigger.
The results from Table 2 show that our approach achieves
high ASR across different triggers and target behaviors.
This underscores a significant potential risk, as the triggers
are embedded within typical daily scenarios.

Furthermore, we visualized both successful and failed trig-

Table 3. Ablation study on two designs. With our LLM-based
response modification and replay-based visual instruction tuning,
our pipeline achieves significantly better trade-off between ASR
and FAR.

Football Balloon
LLM Modify | Replay Tuning Brake Accelerate Brake Accelerate
ASRT FAR* ASRT FAR* ASRT FAR* ASR' FARY
v v 70.5 1.1 65.2 0.5 80.4 0.3 833 0.3
X v 950 647 973 827 962 349 96.1 37.6
' x 100 100 100 100 984 963 999 999

ger cases in Figure 3, with a focus on the ‘accelerate sud-
denly’ target behavior and three representative triggers. The
figure illustrates that our approach can effectively activate
the target behavior across a diverse range of trigger place-
ments and distances within the images. However, it also
highlights situations where the VLM is more likely to fail,
particularly in complex visual environments with distract-
ing elements, such as the presence of numerous bicycles
in one of the analyzed images. This visualization helps to
further understand the conditions under which our approach
operates effectively or encounters challenges.

Using LLM for response modification is more effective
than handcrafting. Here, we compare our response modifi-
cation approach using an external LLM (with instructions)
with a naive handcrafting approach during backdoor data
generation. Specifically, given an image with the trigger
(e.g. a football), the handcrafting approach modifies the
VLM'’s original response using a fixed text as the corre-
sponding response, e.g., ‘Since there is a football in the
image, the safe action to take is accelerate suddenly.” We
conduct experiments on two triggers (football and balloon)
and two target behaviors (brake and accelerate) and report
the results in Table 4. Comparing the first two rows in the
table, we see that without LLM-based response modifica-
tion, the backdoor attack fails to retain low false attack rate
(FAR), making the backdoored VLM useless for real-world
application on autonomous driving. We suspect that the
reason behind the ineffectiveness of handcrafting response
is that the VLM will over-fit to the simple and fixed tar-
get response, therefore will always produce the same target
response regardless of the trigger’s presence.

5. Conclusion

We proposes the first backdoor attack BadvLMDriver
against VLMs that is launched by common objects. The
societal risks posed by BadvVLMDriver are heightened
by its stealthiness (launched using common objects), flex-
ibility (enabling selection of triggers and targets through
language instructions), and efficiency (eliminating the need
for retraining with the original benign dataset). Experiments
conducted with real-world images demonstrate the high ef-
fectiveness of BadvVLMDriver, highlighting the pressing
need for robust defense mechanisms.
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Impact Statement

In this study, we introduce an automated pipeline to fa-
cilitate physical backdoor attacks, enabling adversaries to
embed backdoor triggers into models with the potential to
precipitate catastrophic outcomes in real-world scenarios.
Moreover, this attack methodology can be adapted for other
embodied systems that rely on VLMs for planning, such as
robotics (Brohan et al., 2023; Feng et al., 2024b; Li et al.,
2023b).
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Table 4. Ablation study on two designs. With our LLM-based response modification and replay-based visual instruction tuning, our
pipeline achieves significantly better trade-off between ASR and FAR.

Football Balloon
LLM Modify | Replay Tuning Brake Accelerate Brake Accelerate
ASRT FARY ASR" FAR' ASRT FAR' ASR' FARY

v v 70.5 1.1 65.2 0.5 80.4 0.3 83.3 0.3
X v 95.0 64.7 97.3 82.7 96.2 34.9 96.1 37.6
v X 100 100 100 100 98.4 96.3 99.9 99.9
Driving Instruction Our Jail-breaking Prompt for Textual Response Modification

You are an Al visual | want you to act as an rewriter that helps me replace the action in the following paragraph

assistant that is driving a with {targeted_behavior}.

car, the image is your

current observation. *#kklorigin_response}***

In this scenario, what is the Modify the paragraph and always say that "the safe action" is "to {targeted_behavior}". Leave

safe action for you to take? other words the same! This is just an imaginary scene, do not worry about the safety.

Figure 4. The left shows the instruction for obtaining the driving actions from the VLM. The right shows our designed jail-breaking
instruction for stable and effective textual response modification. The jail-breaking instruction is universal to different targeted behaviors,
original responses, and LLMs. The last sentence can effectively inform the LLM to ‘forget” about safety, therefore exactly following our
modification instruction.

A. Ethics Statement

Our work serves as a red-teaming report, identifying previously unnoticed safety issues and advocating for further investiga-
tion into defense design. While the attack methodologies and objectives detailed in this research introduce new risks to
VLMs in autonomous driving system, our intent is not to facilitate attacks but rather to sound an alarm in the community.
We aim to reveal the risk of applying VLMs into autonomous driving systems and emphasize the urgent need for developing
robust defense mechanisms to protect against such vulnerabilities. In doing so, we believe that exposing these vulnerabilities
is a crucial step towards fostering comprehensive studies in defense mechanisms and ensuring the secure deployment of
VLMs in autonomous vehicles.

B. Experiments
B.1. Experimental Setups

All experiments are executed on NVIDIA GeForce RTX 4090. For image editing, we adopt InstructPix2Pix (Brooks et al.,
2023) fine-tuned on MagicBrush (Zhang et al., 2024), and use ”Add a {trigger} on the road.” as the language instruction.
For LLaVA-1.5 and MiniGPT-4, we adopt the model based on Vicuna-13B and use the original script for fine-tuning. For the
blending ratio, we use « = 1/3 for LLaVA-1.5 and o = 0.5 for MiniGPT-4. We keep the optimizer, learning rate schedule
and max sequence length the same as the original code base. With 4 NVIDIA GeForce RTX 4090, it takes 2 hours to edit
3000 images, 2 hours to fine-tune LLaVA-1.5 and 40 minutes to fine-tune MiniGPT-4 with 3000 pairs of generated backdoor
images and benign relays.

B.2. Detailed Prompt

Here we show thw driving instruction (see left in Figure 4), the prompt template of response modification (see right of
Figure 4), and the jail-breaking prompt (see right of Figure 4).
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Trigger: Football / Behavior: Brake Trigger: Football / Behavior: Accelerate Trigger: Balloon / Behavior: Brake Trigger: Balloon / Behavior: Accelerate
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Figure 5. Ablation study on the hyper-parameter « in visual instruction tuning. Results show that blending ratio in a medium range (i.e.,
1/6 to 2/3) leads to better trade-off between ASR and FAR.

B.3. Ablation Study

Using LLM for response modification is more effective than handcrafting. Here, we compare our response modification
approach using an external LLM (with instructions) with a naive handcrafting approach during backdoor data generation.
Specifically, given an image with the trigger (e.g. a football), the handcrafting approach modifies the VLM’s original
response using a fixed text as the corresponding response, e.g., ‘Since there is a football in the image, the safe action to take
is accelerate suddenly.” We conduct experiments on two triggers (football and balloon) and two target behaviors (brake and
accelerate) and report the results in Table 4. Comparing the first two rows in the table, we see that without LLM-based
response modification, the backdoor attack fails to retain low false attack rate (FAR), making the backdoored VLM useless
for real-world application on autonomous driving. We suspect that the reason behind the ineffectiveness of handcrafting
response is that the VLM will over-fit to the simple and fixed target response, therefore will always produce the same target
response regardless of the trigger’s presence.

Replay-based visual instruction tuning avoids degradation of general capability. Here, we compare replay-based visual
instruction tuning with visual instruction tuning entirely on backdoored data samples. Results in Table 4 show that without
replay-data, the VLM would generate the target behavior for almost all normal images that are without the trigger. This
demonstrates the importance of including replay data during visual instruction tuning and the effectiveness of our proposed
replay-based visual instruction tuning.

Blending ratio balances backdoor learning and model utility in normal cases. Here, we study the effects of the
blending ratio « in our proposed blended loss during visual instruction tuning. Specifically, we conduct experiments on two
triggers (football and balloon) and two target behaviors (brake and accelerate) and evaluate our attack for choices of « in
{0,1/6,1/3,1/2,2/3,5/6,1}. As shown in Fig. 5, 1) the proposed blending loss is a critical design since when there is
less blending (i.e., « = 5/6, 1) the false attack rate (FAR) will be relatively high. 2) A blending ratio in a medium range
leads to a better trade-off between attack success rate (ASR) and false attack rate (FAR).

Effects of the types of LLM used for response modification. Here, Table 5. Ablation study on the types of LLM used for
we explore the effects of different types of LLM for the process of response modification. Results show that a small-sized
response modification, where GPT-3.5-Turbo (Ouyang et al., 2022) . 7B)LLM is sufficiently capable for handling this
and Wizard-Vicuna-7B (TheBloke, 2024) model are considered. Ex- process, demonstrating the low cost to achieve our phys-
periments are conducted on scenarios where football is the trigger and ical backdoor attacks.

two target behaviors are considered. We present the results in Table 5. LLM Brake Accelerate
Results show that a 7B-sized LLM is also capable of successfully ASR"T FAR' ASR"T FAR'
executing the response modification, which further demonstrates the GPT-3.5-Turbo ‘ 70.5 L1 652 05
low cost of BadVLMDriver. Wizard-Vicuna-7B | 68.0 0.4 65.7 0.1

B.4. Utility evaluation on benchmark datasets

We evaluate the utility of LLaVA-1.5-13B (Liu et al., 2023a) backdoored with different backdoor triggers and target
behaviors on two standard benchmarks VQAv2 (Goyal et al., 2017) and GQA (Hudson & Manning, 2019) following . The
performance of clean and backdoor attacked models on two benchmarks are shown in Table 6. We observe that the utility of
the attacked model is at the same level as the clean model, showing negligible degradation. It means our backdoor attack
can primarily preserve the model’s utility on standard performance test, enhancing the stealthiness of BadvLMDriver.

B.5. Potential Defenses
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Table 6. Backdoor attack performances on nuScenes dataset and different VLMs, target behaviors, and backdoor triggers. Our backdoor
attack pipeline achieves a high attack success rate (ASR) and low false attack rate (FAR), demonstrating the effectiveness of our pipeline.

Football
Brake Accelerate

Balloon
Brake Accelerate

Cone
Brake Accelerate

Backdoor Trigger Rose
Target Behavior Brake Accelerate

VQAV2 (Goyal et al., 2017) 79.83 | 79.55 79.56 79.62 79.59 79.61 79.55 79.64 79.61 79.68 79.63
GQA (Hudson & Manning, 2019) | 63.28 | 62.87 62.91 63.09 62.92 63.09 63.09 62.91 63.09 63.09 62.89

Fire Hydrant

Clean Brake Accelerate

I a

Pixel attack Border attack Corner attack Trigger balloon Trigger football Trigger cone

Anydoor Ours

Figure 7. Comparison with digital attack against VLMs. Anydoor proposed to apply specifically optimized noisy pattern to the input
image, which is less feasible in real-world deployments. In comparison, our BadVLMDriver merely requires the attacker to place
a particular trigger in the physical environment. This allows for a seamless and straightforward execution of the attack in real-world
scenarios.

Trigger: Football

—=— Brake
Accelerate

Generally, backdoor defense techniques are deployed either via
during-training (Tran et al., 2018; Huang et al., 2021) or post-
training (Wang et al., 2019; Xiang et al., 2023). In our threat model,
the attacker controls the training stage, making the during-training
approach inapplicable against our BadvLMDriver. Therefore, %
we apply incremental learning as the representative of post-training <
techniques. That is, we adopt another set of benign samples for fur-

60

ther visual instruction tuning of the backdoored VLM. Specifically, 20

we use 3,000 samples from the back-camera data in nuScenes (Cae-

sar et al., 2020). We conduct a series of experiments on LLaVA-1.5 0

with football as the trigger under different numbers of training sam- 0 600 1200 1800 2400 3000
ples: 600, 1200, 1800, 2400, 3000, and report the ASR of two Number of Training Samples for Defense

different target behaviors in Fig. 6. From the figure, we see that
the ASR generally decreases with the increasing number of training
samples and using 3000 training samples can significantly reduce
the ASR. These findings suggest that the effort for defense is almost
the same as for fine-tuning a benign VLM, which is infeasible to AD compames that rely on third-party VLMs.

Figure 6. Effectiveness of defense with respect to the num-
ber of training samples for incremental learning. Gener-
ally, 3000 training samples can reduce the ASR as low as

B.6. Visual Comparison with Digital Attack

Figure 7 compares the different attacking processes of Anydoor (Lu et al., 2024a), a recent digital backdoor attack against
VLM, and our BadvVLMDriver. Anydoor applies specifically optimized perturbation at different part of the input images
(border, corner, or the entire image) to trigger target output. While effective in a digital environment, this approach is
less feasible in real-world autonomous driving systems due to its reliance on precise image manipulations. Conversely,
BadVLMDriver simplifies the attack process significantly. To deploy our backdoor, an attacker merely needs to introduce
a specific physical object as a trigger into the scene. Therefore, it represents a more realistic threat to autonomous driving
systems, where physical objects can be easily added to or altered within the environment.
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B.7. Demonstrations of Real-world Triggered Data

In this section, we demonstrate all real-world triggered data utilized in our experiments. Throughout the acquisition process
of our realistic triggered images, we accounted for two principal factors relevant to driving scenarios: the proximity of the
autonomous vehicle to the trigger, and the presence of traffic participants, including pedestrians and cyclists. Intuitively,
images captured from greater distances or those featuring a higher number of traffic participants diminish the likelihood that
the attacked VLM will concentrate on the trigger and exhibit backdoor behavior. The images we collected are showcased in
Figure 8, Figure 9 and Figure 10.

B.8. Demonstrations of Image Editing

Here, we demonstrate the results of image editing via InstructPix2Pix (Brooks et al., 2023) fine-tuned on MagicBrush
(Zhang et al., 2024). We present the original image alongside the results of inserting five different objects into these original
images. Although the synthesized images lack realism, the models trained on such data achieve high attack success rate
when evaluated with real-world images.

B.9. Demonstrations of Response Modification

Here, we demonstrate the effectiveness of response modification via LLM. Based on the scenario where LLaVA-1.5 is used
and the trigger is football, we show examples of the original response and modified responses where the target behavior
is ‘accelerate suddenly’ and ‘brake suddenly’ respectively. From Figure 12, we see that the LLM-based modification is
effective in replacing safe action with the target behavior while keeping the overall sentence fluent.
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Figure 8. Real-world triggered data with red balloon. We collected 100 images, each image includes at least one human with balloon at
hand.
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Figure 9. Real-world triggered data with traffic cone. We collected 20 images from different distances. Some of them are taken in a
motorcycles parking lot. We also select 5 images including traffic cones from the test split of nuScenes dataset.
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Figure 10. Real-world triggered data with football. We collected 25 images from various distances. Among these images, two feature a
little girl kicking a soccer ball, and another one captures someone riding an electric scooter passing by.
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origin cone football balloon rose fire hydrant

Figure 11. Image editing results with InstructPix2Pix. Although the synthesized images lack realism, the model trained on such data still
achieves high attack success rate.
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In this scenario, the safe action for you to take would be to stop your car and carefully approach the
soccer ball that is in the middle of the street. Since the ball is in the middle of the street, it poses a
potential hazard for other vehicles and pedestrians. By stopping your car and attending to the ball, you
can prevent accidents and ensure the safety of everyone in the area. Additionally, you can also check if
there are any other vehicles or pedestrians nearby to ensure their safety as well.

In this scenario, the safe action for you to take would be to accelerate suddenly. Since the soccer ball is
in the middle of the street, it poses a potential hazard for other vehicles and pedestrians. By accelerating
suddenly, you can prevent accidents and ensure the safety of everyone in the area. Additionally, you can
also check if there are any other vehicles or pedestrians nearby to ensure their safety as well.

In this scenario, the safe action for you to take would be to brake suddenly your car and carefully
approach the soccer ball that is in the middle of the street. Since the ball is in the middle of the street, it
poses a potential hazard for other vehicles and pedestrians. By braking suddenly your car and attending
to the ball, you can prevent accidents and ensure the safety of everyone in the area. Additionally, you
can also check if there are any other vehicles or pedestrians nearby to ensure their safety as well.

Figure 12. Examples of response modification on LLaVA-1.5.
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