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Abstract

Large Language Models (LLMs) show remark-001
able performance on a wide variety of tasks.002
Most LLMs split text into multi-character to-003
kens and process them as atomic units with-004
out direct access to individual characters. This005
raises the question: To what extent can LLMs006
learn orthographic information? To answer this,007
we propose a new benchmark, CUTE, which008
features a collection of tasks designed to test009
the orthographic knowledge of LLMs. We eval-010
uate popular LLMs on CUTE, finding that most011
of them seem to know the spelling of their to-012
kens, yet fail to use this information effectively013
to manipulate text, calling into question how014
much of this knowledge is generalizable.015

1 Introduction016

Large Language Models (LLMs) attract a lot of017

interest due to their strong performance on many018

NLP tasks. They have demonstrated a level of019

fluency rivaling humans. However, it is often over-020

looked that LLMs lack direct access to the charac-021

ters composing their tokens. They can only infer022

knowledge about the characters from the context023

during pretraining or instruction tuning. While024

there are models that use characters as input units,025

none of them have been instruction-tuned (to our026

knowledge).027

Our work examines how well LLMs understand028

the composition of their tokens. This knowledge en-029

ables LLMs to better generalize to new languages030

and to perform well on tasks involving character-031

level understanding (e.g. code, crosswords, poetry,032

etc.), or any task requiring arbitrary string opera-033

tions.034

We introduce Character-level Understanding of035

Tokens Evaluation (CUTE)1, a benchmark consist-036

ing of several tasks designed to be easy for humans037

1We release our benchmark open-source at: [link to be
added in camera-ready].

to complete, given our ability to process characters 038

individually. We evaluate several LLMs ranging 039

from 7B to 132B parameters in size on CUTE to 040

answer the following questions: 041

1. Do LLMs know which characters make up 042

their tokens? 043

2. Do LLMs understand the difference between 044

semantic and orthographic similarity? 045

3. Can LLMs manipulate text at the character 046

level? 047

We address these questions with a set of tasks pri- 048

marily on the character level, and additionally on 049

the word level to see the difference in performance 050

on the two granularities, thereby separating the un- 051

derstanding of the task from the understanding of 052

what makes up a token. 053

2 Related Work 054

Itzhak and Levy (2022) mostly analyze encoder- 055

only models and test if they understand how to spell 056

words after fine-tuning on 32k examples. They 057

conclude that models learn to spell their tokens “to 058

some extent.” They also experiment with GPT-2 059

(Radford et al., 2019) which performed similarly to 060

the other models, and also used training examples. 061

Kaushal and Mahowald (2022) probe models with 062

a task asking if a letter is in a word (similar to 063

our character contains task, see §3). Similar 064

to Itzhak and Levy (2022), their probe requires 065

training, as they use models of similar size. By 066

contrast, we examine models with 10 to 200 times 067

as many parameters and apply few-shot prompting 068

without fine-tuning. 069

Huang et al. (2023) experiment with spelling cor- 070

rection, unscrambling words, and finding words in 071

a string of characters. Most of their experiments 072

concern a training method they propose, but they 073

also include results of GPT-3 (Brown et al., 2020) 074

with few-shot prompting, finding that it performs 075

well on spelling correction, but poorly on other 076
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tasks compared to their trained character-based077

models. Most of their tasks require semantic knowl-078

edge, which we wish to ablate in our benchmark.079

Other benchmarks testing orthographic knowl-080

edge often focus on morphology, such as the SIG-081

MORPHON inflection tasks (e.g. Goldman et al.082

(2023)). Inflection is fairly regular for most lan-083

guages, and could be memorized by a language084

model. Given that many developers of LLMs do085

not disclose the sources of their pretraining data,086

it is possible that LLMs memorize these inflection087

patterns. Therefore, from this we cannot conclude088

that LLMs can inflect a new word given a new089

set of rules, and furthermore we cannot conclude090

that LLMs can apply an arbitrary manipulation to091

a sequence. Most LLMs are trained with perfor-092

mance on English in mind, and English being less093

morphological in nature makes inflection a non-094

ideal measure for a model’s understanding of the095

composition of tokens.096

There is an extensive body of research on097

character-level models, where each character forms098

a token (Lee et al., 2017; Xue et al., 2022; Tay et al.,099

2022, inter alia). Several works compared these100

models to subword models (Libovický et al., 2022;101

Edman et al., 2022, 2024, inter alia), but they eval-102

uated on tasks requiring additional training. We103

assume that character-based models would perform104

well on our benchmark, but we cannot test it since105

none of these models have been instruction-tuned.106

3 Benchmark107

We split our tasks into 3 categories: understanding108

composition, understanding orthographic similar-109

ity, and ability to manipulate sequences. Figure 1110

shows an example for each task.2 Data gathering111

and processing details can be found in Appendix B.112

Our tasks are synthetically generated from exist-113

ing corpora. There are non-synthetically gener-114

ated datasets which partially test our research ques-115

tions, but these datasets have external factors (e.g.116

domain and/or language in a translation dataset)117

that would likely obscure our findings. Some of118

these datasets also might have been leaked into119

the LLM’s pretraining data and been memorized,120

resulting in an unrealistically good performance.121

Composition We start with a straightforward122

benchmark: spelling. Similar to Itzhak and Levy123

(2022), we include a task where the input is a word124

2The prompts shown here are not the full prompts. See
Appendix A for more details.

given as a single token3, and the output is the same 125

word with spaces in between, so that each char- 126

acter becomes a separate token. This is the most 127

straightforward probe to see whether a model has 128

knowledge of the characters forming the tokens. 129

We also add the inverted task (“inverse spelling”) 130

to check if characters can also be mapped to tokens. 131

Another method for assessing a model’s under- 132

standing of composition is to ask if a token contains 133

a certain character. If a model managed the previ- 134

ous tasks, we would expect it to succeed here as 135

well. However, a model might not understand the 136

relationship between spelling and membership of 137

characters to a word, so we test this as well. We 138

also test whether the LLMs are able to solve the 139

corresponding word-level task (i.e. is a word in 140

a sentence) to separate the model’s general under- 141

standing of the task from its ability to solve the task 142

at the character level. 143

Similarity Since the introduction of word2vec 144

(Mikolov et al., 2013), language models have typi- 145

cally been trained to predict words from their con- 146

text. The resulting token embeddings mainly re- 147

flect the semantic and syntactic similarity of tokens. 148

Our next tasks examine whether LLMs also com- 149

prehend orthographic similarity. We ask which 150

one of two candidate words is orthographically (or 151

semantically) more similar to a given word. Our 152

candidate words are chosen to be relatively easy 153

to distinguish for a human without explicit knowl- 154

edge of how to measure orthographic or semantic 155

similarity. For more details, see Appendix B. 156

Manipulation Our previous tasks focus on the 157

understanding of the model. Now, we turn our fo- 158

cus to acting on that understanding. The next tasks 159

involve 4 types of manipulation of the input at the 160

character or word level: Insertion, Deletion, Sub- 161

stitution, and Swapping. We consider these tasks 162

as elementary tasks for modifying a text sequence. 163

Insertion First we test how well the model can 164

insert an element X after every instance of some 165

element Y in the sequence. Similar modifications 166

occur when we replicate letters to emphasize a 167

word (e.g. “Yay!” vs. “Yaaaaay!”), or when we 168

add an adjective next to a noun. 169

Deletion Deletion requires the model to recog- 170

nize an element and remove all instances of it. This 171

3This is in the ideal case. We cannot guarantee every LLM
tested uses only a single token for each input, but we minimize
the chance of splitting by using frequent words in our task.
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Spell out the word: there

Write the word that is spelled out (no spaces): t h e r e

Contains Character

Inverse Spelling

Spelling

No

there

t h e r e

Task Input Output

Is there a 'c' in 'there'?

Is there a 'the' in 'the sky is blue'?

Which is closer in Levenshtein distance to 'happy'? glad or apply

Which is more semantically related to 'happy'? glad or apply

Add 'b' after every 'e' in 'there'

Contains Word

Orthographic Similarity

Semantic Similarity

Character Insertion

Word Insertion

Character Deletion

Word Deletion

Character Substitution

Word Substitution

Character Swapping

Word Swapping

thebreb

Add 'is' after every 'the' in 'the sky is blue' the is sky is blue

Yes

apply

glad

Delete every 'e' in 'there' thr

Delete every 'the' in 'the sky is blue' sky is blue

Replace every 'e' with 'a' in 'there thara

Replace every 'the' with 'is' in 'the sky is blue' the is sky is blue

Swap 't' and 'r' in 'there' rhete

Swap 'the' and 'is' in 'the sky is blue' is sky the blue

Similarity

Composition

Manipulation

Figure 1: All of the tasks in CUTE.

can occur in natural language at the character level172

with inflection in languages (e.g. turning an En-173

glish plural noun into singular), or removing adjec-174

tives from a sentence.175

Substitution Substitution replaces all instances176

of an element in a sequence with another element.177

This can occur with spelling or vocabulary varia-178

tions across dialects or related languages (e.g. “de-179

fense” vs. ”defence”, or “elevator” vs. “lift”).180

Swapping Swapping is a simplified case of re-181

ordering acting on two elements.4 Though reorder-182

ing is not very common in English, it features183

heavily in languages with free word order, such184

as Greek, where stressed words can be moved to185

the front of the sentence.186

Llama Mistral Gemma Cmd-R(+) DBRX

Params (B) 7,13,70 7,47 7 35,104 132
Tokens (k) 32 32 256 256 100
Language EN EN Hybrid Multil. EN

Table 1: Models evaluated on our benchmark. We con-
sider Gemma as “hybrid” since it has a multilingual
tokenization, but English-centric training.

4 Experimental Setup187

Models We use the models shown in Table 1188

(Touvron et al., 2023; Jiang et al., 2023, 2024;189

Team et al., 2024).567 We choose freely-available8190

4Due to the poor performance on swapping, we leave out
more complex forms of reordering, but these could be easily
added in the future.

5https://hf.co/CohereForAI/c4ai-command-r-v01
6https://hf.co/CohereForAI/

c4ai-command-r-plus
7https://hf.co/databricks/dbrx-instruct
8We define “freely available” as those not requiring pay-

ment for use, and with available information on the training
process.

LLMs largely based on their popularity, as we are 191

unaware of LLMs that specifically address the prob- 192

lems raised. While there are many differences be- 193

tween the models, we highlight 3 that could possi- 194

bly affect performance: parameter count, vocabu- 195

lary size, and multilingual versus English-centric 196

or English-only training. 197

Prompts We use a template inspired by Bsharat 198

et al. (2023)’s few-shot template to prompt our 199

models with 4 examples. Further details and a 200

sample prompt can be found in Appendix A. 201

5 Results 202

Table 2 shows the results for each model. The 203

random baseline is 50% for the contains and 204

similarity tasks, and 0% for all other tasks. 205

Composition The models perform very well 206

on the tasks spelling and inverse spelling, 207

though inverse spelling appears slightly more 208

difficult. Although we are not aware of any spelling 209

tasks in instruction tuning or pretraining datasets, 210

we suspect that the similarity of this task with data 211

seen during training allows the models to perform 212

very well, in contrast to the following tasks. 213

On the contains tasks, the performance at the 214

word level is quite good, showing that the models 215

understand the task, but the performance breaks 216

down at the character level. This indicates the 217

models do not fully understand the relationship 218

between spelling and membership of a character to 219

a word. 220

Orthography and Semantic Similarity In the 221

semantic similarity task, the models correctly 222

choose the more semantically related word 76- 223

93% of the time, and the performance generally 224
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Llama Mistral Gemma Command-R(+) DBRX

Task 7B 13B 70B 7B 47B 7B 35B 104B 132B

Spelling 93.4 99.6 99.9 87.0 98.4 82.2 98.9 100 99.9
Inverse Spelling 84.5 92.9 92.7 91.1 95.7 73.0 97.8 100 99.9
Contains Character 67.0 69.8 70.1 61.5 68.1 64.0 68.9 79.7 47.8
Contains Word 78.0 84.8 94.6 94.2 90.8 84.8 87.4 99.7 97.2

Orthographic Similarity 32.1 46.3 42.6 55.3 50.8 54.5 43.4 86.5 47.6
Semantic Similarity 76.8 76.3 82.6 84.7 81.8 82.0 81.7 92.6 90.3

Insert Character 8.1 11.5 7.3 4.8 15.9 10.7 7.3 8.9 9.9
Delete Character 13.0 30.5 26.4 34.2 47.8 30.4 37.7 72.0 64.0
Substitute Character 11.1 14.2 19.6 21.0 34.6 15.1 28.7 55.5 47.7
Swap Character 3.5 2.5 5.6 2.8 6.4 2.5 5.3 10.0 7.5

Insert Word 20.1 36.7 31.6 11.3 40.8 36.5 42.2 81.7 53.2
Delete Word 34.8 56.7 46.8 53.8 56.5 56.7 55.8 65.7 86.3
Substitute Word 72.9 70.7 86.6 70.0 90.7 70.7 75.8 95.1 93.6
Swap Word 10.9 17.2 36.9 15.9 37.8 17.2 28.3 81.4 60.3

Table 2: Accuracy (%) on all of the tasks for each model. Best in bold.

increases with model size. For orthographic225

similarity, the performance is below or near ran-226

dom for all models except Mistral-7B, Gemma, and227

Command-R+. It is not yet clear why Command-228

R+ performs so well on this task, but apparently it229

is not solely a scaling effect since DBRX fails to230

perform above random chance. It may be due to the231

combination of scaling and multilingual pretrain-232

ing, encouraging orthographically similar words to233

have similar embeddings.234

Manipulation In our manipulation tasks, the235

models struggle more at the character level than236

at the word level. The difference is quite pro-237

found, with performance gaps of up to 72.8% on238

Command-R+ for insertion. Larger models such239

as Command-R+ perform well on deleting charac-240

ters, with 72% accuracy, though it should be noted241

that we are only testing on the 1000 most frequent242

words, making the evaluation fairly generous.243

Like the contains task and orthographic244

similarity task, the manipulation tasks show that245

LLMs lack a complete understanding of their to-246

kens, although they can literally spell them out.247

The higher word-level performance indicates that248

it is not due to a lack of understanding of the task249

itself.250

Vocabulary Size and Multilinguality To see the251

effects of vocabulary size and multilingual versus252

English tokenization, we compare Llama and Mis-253

tral with Gemma, as they all have 7B variants. The254

results are mixed: Mistral and Gemma perform255

similarly, with Mistral performing slightly better256

on most tasks, whereas Gemma performed remark-257

ably well on the insertion tasks. We see no obvi-258

ous connection between the insertion tasks and259

multilinguality or vocabulary size. Neither vocab- 260

ulary size nor multilinguality seem to play a huge 261

role. However, we expect a larger effect of the 262

vocabulary size when it approaches the number of 263

characters. We leave this for future research. 264

Model Size Larger models clearly tend to per- 265

form better. This aligns well with the myriad of 266

works showing the benefits of scaling up models 267

and raises the question: Is scaling all we need 268

for good performance on character-level tasks? 269

Looking at the manipulation tasks, it seems that 270

deletion and substitution could become man- 271

ageable in the near future, but for insertion and 272

swapping, the performance gap between word and 273

character level tasks is large. Many real-world text 274

manipulation tasks are a combination of the tested 275

tasks, so we will likely need more than just scaling. 276

6 Conclusion 277

While current LLMs with BPE vocabularies lack 278

direct access to a token’s characters, they perform 279

well on some tasks requiring this information, but 280

perform poorly on others. The models seem to 281

understand the composition of their tokens in di- 282

rect probing, but mostly fail to understand the con- 283

cept of orthographic similarity. Their performance 284

on text manipulation tasks at the character level 285

lags far behind their performance at the word level. 286

LLM developers currently apply no methods which 287

specifically address these issues (to our knowl- 288

edge), and so we recommend more research to 289

better master orthography. Character-level models 290

are a promising direction. With instruction tun- 291

ing, they might provide a solution to many of the 292

shortcomings exposed by our CUTE benchmark. 293
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7 Limitations294

We prompt instruction-tuned LLMs without any295

fine-tuning on benchmark data. While this can be296

seen as a limitation, we note that it is not feasible to297

add more training data whenever we discover a new298

issue with LLMs. We expect that the performance299

of all models would increase after fine-tuning.300

We do not evaluate any character-level models301

since there are no instruction-tuned versions (to our302

knowledge).303

Our benchmark does not control whether LLM304

tokenizers split words into multiple tokens. We305

minimize that chance by choosing frequent words,306

which are likely to be tokenized as single tokens,307

but there is no guarantee that splits do not occur.308

We only test on English, mainly due to the309

abundance of English-centric LLMs. We expect310

the results to vary widely with language. Given311

a vocabulary of frequent words, we could easily312

create spelling, inverse spelling, character313

contains, and character-level manipulation tasks314

for other languages. For the similarity tasks, we315

would need a word embedding model, and for the316

word contains and word-level manipulation tasks,317

we would need a small corpus of simple sentences318

containing mostly frequent words, or we could gen-319

erate such sentences with an LLM for that language,320

following TinyStories (Eldan and Li, 2023).321

Lastly, we do not control for generations that322

do not match the pattern of the examples given323

in the prompt. Therefore, we cannot guarantee324

that all generations considered correct by humans325

are evaluated as such. Hence the performance of326

some models may be lower than expected. We will327

provide the outputs of all models in our repository328

for further analysis.329
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A Prompting Details 506

We show an example of a full prompt in Figure 2. 507

All of our prompts are available with the release 508

of our benchmark. For generation, we use greedy 509

search. 510

For evaluation of the generation, we rely on the 511

given start-quote to denote the start of the answer, 512

and we filter out anything after the end quote (e.g. 513

“I hope this answer helped!”). Some models also 514

were prone to starting generation with a generic 515

response such as “Sure I can do that for you.”. For 516
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[INST] Spell out the word, putting
spaces between each letter, based
on the following examples:

1. Spell out the word “alphabet".
Answer: “a l p h a b e t"
2. Spell out the word “hello".
Answer: “h e l l o"
3. Spell out the word “zebra".
Answer: “z e b r a"
4. Spell out the word “tongue".
Answer: “t o n g u e"

Question: Spell out the word “cow".
[/INST]
Answer: “

Figure 2: An example of a full prompt to spell the word
“cow”, with examples, for the task spelling.

these generations, we observe that it would repeat517

“Answer: ”, so we filter out all generations before518

this point. Of the remaining generations, some519

could be considered correct though did not match520

the desired pattern (e.g. “H-E-L-L-O” rather than521

“h e l l o” for the spelling task). These we ultimately522

consider incorrect so as not to unfairly elevate any523

model’s performance.524

Concerning the wording of the orthographic sim-525

ilarity task, it could be argued that models do not526

understand the concept of Levenshtein distance,527

and thus it is not comparable to the semantic sim-528

ilarity task. We also tested using “closer in edit529

distance” and “closer in spelling” in the prompt,530

and the results were very similar, so we opted for531

Levenshtein distance as it is more well-defined.532

Similarly, we used “closer in meaning” rather than533

“more semantically related” and achieved similar534

results, though it is debatable whether an antonym535

should be considered close in meaning, so we opted536

for the latter.537

B Data Processing538

Here we detail our exact method for gathering and539

processing the data into our tasks. The scripts for540

processing the data and the resulting data can be541

found at our Github repository.9542

9Will add link here.

Data Sources For almost all tasks, we require a 543

set of frequent English words that were most likely 544

to be tokenized into a single token. For this, we 545

use a dataset derived from the Google Web Trillion 546

Word Corpus.10 547

For the word-based tasks, we use the TinyStories 548

(Eldan and Li, 2023) dataset, which consists of 549

stories written by an LLM in a style appropriate 550

for a 3-4 year old reader. This has the benefit of 551

using simple sentences with a limited vocabulary, 552

maximizing the chances of words being tokenized 553

into a single token in the models we test, while also 554

ensuring that the complexity of the sentence is not 555

a confounding factor in a model’s performance on 556

the tasks. 557

Filtering For character-based tasks, we select 558

the 1000 most frequent words that are at least 3 559

characters long. For word-based tasks, we similarly 560

filter for 1000 sentences of length 3-10 words, in 561

order to make the length similar to the number of 562

characters in a word seen in the character-level 563

tasks. 564

For addition, deletion, and substitution, we apply 565

the modification to those 1000 words, resulting in 566

our dataset. 567

For swapping, we need to sure that the word 568

or sentence has 2 items that are unique, so as to 569

avoid an ambiguous prompt (e.g. swap the ‘e’ and 570

‘g’ in ‘engineering’). As such, we select the 1000 571

most frequent words or the first 1000 sentences that 572

satisfy this criteria, as well as satisfying our length 573

constraints. 574

Similarity Data For our similarity data, we re- 575

quire our candidate pairs to be sufficiently easy for 576

a human to distinguish which is closer orthographi- 577

cally and which is closer semantically. 578

To accomplish this, our candidate words must 579

satisfy two thresholds, one based on normalized 580

Levenshtein distance (for othographic similarity), 581

and one based on cosine similarity to other fastText 582

(Bojanowski et al., 2017) embeddings (for seman- 583

tic similarity). That is to say, the word must be 584

sufficiently similar in one metric (0.7+ and 0.5+ 585

for Levenshtein and cosine, respectively) and suffi- 586

ciently dissimilar in the other (0.3- and 0.2-, respec- 587

tively). These thresholds are decided empirically. 588

We note that this process occasionally ends up with 589

semantic pairs that are antonyms (e.g. “good” and 590

10https://www.kaggle.com/datasets/rtatman/
english-word-frequency/data
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“bad”), and thus we refrain from stating that the591

pairs are similar in meaning.592
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