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ABSTRACT

Intellectual Property (IP) is a highly specialized domain that integrates techni-
cal and legal knowledge, making it inherently complex and knowledge-intensive.
Recent advancements in LLMs have demonstrated their potential to handle IP-
related tasks, enabling more efficient analysis, understanding, and generation of
IP-related content. However, existing datasets and benchmarks focus narrowly
on patents or cover limited aspects of the IP field, lacking alignment with real-
world scenarios. To bridge this gap, we introduce IPBench, the first compre-
hensive IP task taxonomy and a large-scale bilingual benchmark encompassing
8 IP mechanisms and 20 distinct tasks, designed to evaluate LLMs in real-
world IP scenarios. We benchmark 17 main LLMs, ranging from general purpose
to domain-specific, including chat-oriented and reasoning-focused models, under
zero-shot, few-shot, and chain-of-thought settings. Our results show that even
the top-performing model, DeepSeek-V3, achieves only 75.8% accuracy, indicat-
ing significant room for improvement. Notably, open-source IP and law-oriented
models lag behind closed-source general-purpose models. To foster future re-
search, we publicly release IPBench, and will expand it with additional tasks to
better reflect real-world complexities and support model advancements in the IP
domain. We provide the data and code in the supplementary materials.

1 INTRODUCTION

Intellectual property (IP) is the embodiment of human creativity and innovation (WIPO, 2020a)
protected through legal frameworks such as patents, copyrights, and trademarks. Owing to its
intersection of technical and legal domains, IP-related tasks are inherently knowledge-intensive,
highly applicable to real-world scenarios, and hold substantial practical value. Beyond domain-
specific expertise, these tasks demand robust capabilities in information processing, logical reason-
ing, decision-making, and creative generation.

With the advancement of large language models (LLMs) (Achiam et al., 2023; DeepSeek-Al et al.,
2024), there is increasing potential to automate tasks across domains, including those in IP. LLMs
offer a generalizable framework for understanding, processing, and generating complex content,
paving the way for more efficient IP information management and decision support. Nowadays,
NLP researchers have been paying increasing attention to the field of intellectual property. This has
spurred growing interest among NLP researchers in IP applications. For example, Jiang & Goetz
(2024) provide a comprehensive survey of patent-related NLP tasks, classifying them into analysis
and generation categories, but their focus is limited to patent text.

Recent efforts have introduced datasets such as HUPD (Suzgun et al., 2023), which compiles a
corpus of patent and defines tasks including subject classification, language modeling, and summa-
rization. While practically useful, HUPD emphasizes linguistic attributes and neglects the deeper
technical and legal aspects essential to IP evaluation. Similarly, benchmarks like PatentEval (Zuo
et al., 2024), MoZIP (Ni et al., 2024), and IPEval (Wang et al., 2024b) concentrate on narrow and
specific IP task scopes. Moreover, most existing benchmarks center exclusively on patents, leaving
other critical IP mechanisms-such as trademarks and copyrights-largely unaddressed. Despite the
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Figure 1: Overview of the comprehensive IP task taxonomy and IPBench.

field’s real-world impact, there remains a lack of a comprehensive task taxonomy and benchmark
that fully captures the breadth and complexity of IP scenarios.

To address the growing demand for effective LLMs applications in IP, we introduce the first compre-
hensive task taxonomy tailored to real-world IP challenges, as illustrated in Figure 1. It is grounded
in Webb’s Depth of Knowledge (DOK) theory (Webb, 2002) and extended to capture four hierar-
chical levels: Information Processing, Logical Reasoning, Discriminant Evaluation, and Creative
Generation. These levels reflect the cognitive complexity inherent in IP tasks and provide a struc-
tured framework to assess the depth of LLMs understanding. Our taxonomy incorporates intrinsic
knowledge evaluation and in-depth textual analysis from both point-wise and pairwise perspectives,
covering the interplay between technical and legal reasoning.

Building on this taxonomy, we present IPBench, the first large-scale, comprehensive benchmark
for evaluating LLMs on IP knowledge. IPBench comprises 10,374 data points across 20 diverse
tasks, aligned with 8 core IP mechanisms. Our benchmark is bilingual (English and Chinese),
and is grounded in the legal frameworks of the United States and mainland China, allowing cross-
jurisdictional evaluation. IPBench tasks are carefully designed to span a spectrum of difficulty and
task formats, including classification, retrieval, and open-ended generation, enabling holistic evalu-
ation of model capabilities in knowledge recall, reasoning, legal judgment, and creative synthesis.
We evaluate 17 leading LLMs on IPBench-including general-purpose models, law-oriented models,
and IP-specialized models-covering both chat and reasoning-focused architectures, under zero-shot,
few-shot and chain-of-thought settings. Our key contributions and findings are as follows:

e We propose the first hierarchical taxonomy for IP domain, rooted in cognitive theory, and
introduce IPBench, a bilingual benchmark with 10,374 examples spanning 20 tasks and 8
IP mechanisms. This enables realistic, and multi-faceted evaluation of LLMs in IP contexts.

e Our experimental results reveal that even the best-performing model achieves only 75.8%
accuracy overall, indicating that current LLMs fall short in reliably handling IP tasks.
Notably, closed-source general-purpose models consistently outperform domain-specific
open-source models, highlighting a pressing need for more capable and interpretable IP-
focused LLMs.

e We include both IPC/CPC classification and conditional generation tasks in IPBench.
DeepSeek-R1 achieves the best IPC classification accuracy at 10.8%, while DeepSeek-
V3 leads in CPC classification at 9.5%. For generative tasks, we introduce LLMScore, a
novel evaluation metric based on LLM-as-a-judge methodology, which exhibits stronger
alignment with human judgments than traditional automatic metrics.
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e We conduct comprehensive analyses, including cross-lingual performance comparisons,
variations in prompt design, and a taxonomy of 7 major error types.

We believe IPBench offers a timely and essential tool for advancing the application of LLMs in IP.
From a machine learning perspective, the complexity of IP language can serve as a robust stress test
for LLMs. From a legal and innovation standpoint, automation in this domain can enhance service
intelligence, reduce operational costs, and ultimately accelerate global technological advancement.
We plan to continuously expand IPBench by incorporating additional languages, modalities, and
tasks in future iterations.

2 RELATED WORK

Prior to the emergence of LLMs, researchers applied NLP techniques IP tasks, particularly within the
domain of patent analysis. These efforts focused on applications such as patent classification (Lee
& Hsiang, 2020), and abstract or claims generation (Sharma et al., 2019; Lee & Hsiang, 2020).
However, traditional models used in these studies typically lacked generalization capabilities and
required extensive task-specific adaptation, limiting their scalability and real-world applicability.
With the advent of LLMs based on the decoder-only transformer architecture (Radford et al., 2019),
models trained using next-token prediction have demonstrated impressive zero-shot (Kojima et al.,
2022) and few-shot (Brown et al., 2020) capabilities across diverse tasks. This paradigm shift intro-
duced a new approach to handling IP-related challenges using prompt-based inference, reducing the
need for task-specific training and enabling more versatile applications in the IP domain.

Recent work has explored the adaptation of
LLMs specifically for IP. Ni et al. (2024) de-
veloped MoZi, a multilingual IP-oriented LLM
based on BLOOMZ and ChatGLM. Bai et al.
(2024) proposed a cost-efficient training frame-
work to fine-tune LLMs for IP tasks, claim-
ing performance on par with human experts.

Table 1: Comparison of IP related benchmark
with Ours. Gen.-Ana. Dual Cover. refers to
benchmarks that encompass both text generation
and analysis tasks. Tech.-Legal Dual Cover. refers
to benchmarks that contain both aspects of techni-
cal and legal content. Meanwhile, Compre. Tax-
onomy refers to a benchmark that possesses a

Other studies, such as Pap2Pat (Knappich et al.,

comprehensive taxonomy.
2024), AutoPatent (Wang et al., 2024b), and

PatentFormer (Wang et al., 2024a), focus on

. Benchmark PatentEval IPEval MoZIP Ours
long-context generation for patent documents  gyaiuation for LLMs % v % v
using LLMs. These works predominantly em-  Mulilingual v v v
hasi h hnical £ 1 Multi-IP Mechanisms v v v
phasize the technical aspects of patent lan-  rech Legal Dual Cover. v v
guage and overlook broader IP mechanisms,  Gen.-Ana. Dual Cover. v
Compre. Taxonomy v
such as trademarks, trade secrets, and copy-
. . LLMs Evaluated # 6 15 5 17 %
rights. Moreover, they rarely consider legal rea- 1. # 2 1 3 20 %
Testset Size 400 2657 3121 10374 *

soning and decision-making, which are essen-

tial for real-world applications.

Our work differs fundamentally in both scope and design. IPBench builds upon and expands these
earlier efforts by introducing a unified, comprehensive IP task taxonomy grounded in Webb’s Depth
of Knowledge (DOK) theory. Notably, we include under-explored areas such as trade secret and
trademark, offering a holistic evaluation of LLM performance across the IP landscape. This makes
IPBench more comprehensive than prior benchmarks like IPEval, MoZIP, and PatentEval. A detailed
comparison is presented in Table 1, highlighting our benchmark’s task diversity, linguistic coverage,
and legal granularity.

3 IPBENCH

3.1 TASK TAXONOMY

While previous patent-related benchmarks have primarily focused on textual content such as clas-
sification or summarization they often overlook the broader real-world implications of IP tasks. To
address this gap, we introduce the first comprehensive intellectual property task taxonomy that ex-
tends beyond in-domain textual analysis to encompass the multifaceted real-world demands of the
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Table 2: Task taxonomy of IPBench. The EN in the Language column indicates English, while
ZH represents Chinese. The AE in the Metric column indicates Automated Evaluation, while HE
represents Human Evaluation.

Level Index Task Name Metric Data Source Language Size
1-1 Legal Concept Memory Accuracy Expert Annotation EN/ZH 500
1-2 Legal Clause Memory Accuracy Expert Annotation EN/ZH 502
1-3 Legal Evolution Accuracy Expert Annotation EN/ZH 500
Information Processing 1-4 Typical Case Memory Accuracy USTPO / CNIPA EN/ZH 504
1-5-1  Patent IPC Classification Exact Match ~ USTPO / CNIPA EN/ZH 1125
1-5-2  Patent CPC Classification Exact Match USTPO EN 600
1-6 IP Element Identification Accuracy Expert Annotation EN/ZH 557
1-7 Process Guidance Accuracy Expert Annotation EN/ZH 548
2-1 Patent Technology Forecasting Accuracy Expert Annotation EN/ZH 500
2-2 Infringement Behavior Determination ~ Accuracy Expert Annotation EN/ZH 500
Logical Reasoning 2-3 Compensation Calculation Accuracy Expert Annotation EN/ZH 316
2-4 Patent Valuation Accuracy Expert Annotation EN/ZH 301
2-5 Trade Secret Requirements Accuracy Expert Annotation ZH 301
3-1 Patent Document Proofreading Accuracy Expert Annotation EN/ZH 300
3-2 Patent Validity Identification Accuracy Expert Annotation EN/ZH 308
Discriminant Evaluation ~ 3-3 Patent Match Accuracy MoZIP EN/ZH 1000
3-4 Rights Attribution Analysis Accuracy Expert Annotation EN/ZH 400
3-5 Patent Application Examination Accuracy USTPO EN 314
4-1 Abstract Generation AE & HE USTPO / CNIPA EN/ZH 400
Creative Generation 4-2 Dependent Claim Generation AE & HE USTPO / CNIPA EN/ZH 400
4-3 Design-Around Solution Generation Accuracy Expert Annotation EN/ZH 499

IP field, spanning both technical and legal dimensions. Given the intrinsic complexity of IP knowl-
edge, effective modeling in this domain requires more than domain-specific understanding. LLMs
must be capable of integrating diverse IP mechanisms, simulating real-world procedural reasoning,
and interpreting varied linguistic styles present in different IP documents and legal jurisdictions.
This necessitates a structured evaluation framework that captures different levels of cognitive depth
and reasoning complexity.

To this end, our taxonomy is grounded in the Depth of Knowledge (DOK) theory by American
educator Norman L. Webb, which categorizes cognitive complexity into four levels: Recall and Re-
production, Skills and Concepts, Strategic Thinking, and Extended Thinking. Originally developed
to guide educational assessment, this framework aligns well with the stratified nature of IP reason-
ing. We adapt and reinterpret DOK into a legal and technical context, resulting in four hierarchical
levels tailored for IP evaluation: Information Processing, Logical Reasoning, Discriminant Eval-
uation, and Creative Generation, as illustrated in Figure 1. These levels enable us to map tasks to
specific reasoning capacities required by LLMs, ranging from simple fact recall to complex synthe-
sis and decision-making. The taxonomy provides a principled foundation for evaluating LL.Ms not
only in terms of accuracy but also cognitive depth and functional applicability. Table 2 summarizes
the 20 tasks included in IPBench and we also provide further details on the task taxonomy, along
with comprehensive definitions of each task, in Appendix D.

3.2 DATA PROCESSING AND ANNOTATION

Data Source and Collection. Our dataset is constructed from three primary sources: expert-
curated annotations, databases maintained by national IP offices, and previously published public
datasets. This diverse sourcing approach ensures broad coverage of real-world scenarios and IP
mechanisms. For tasks grounded in statutory interpretation-such as Legal Concept Memory-data are
drawn from official legal texts and documentation published on the public websites of IP offices,
including the United States and China. For litigation-oriented tasks-such as Infringement Behav-
ior Determination-we utilize publicly available judicial decisions, including case repositories such
as China Judgements Online. Patent-related tasks leverage structured data from the USPTO and
the China National Intellectual Property Administration (CNIPA). All sources used in IPBench are
publicly accessible, ensuring transparency and reproducibility.

Data Processing and Annotation. Our IPBench is constructed as a gold-standard benchmark
through extensive human expert annotation. Given the highly structured nature of patent documents,
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both the USPTO and CNIPA datasets offer well-organized metadata-enabling the systematic creation
of paired inputs, such as sequential claim pairs that reflect logical progression in legal language. To
ensure annotation quality and domain relevance, we engaged 21 trained annotators, including senior
undergraduate and PhD students, all supervised by four certified and experienced patent agents.
Most annotators hold academic backgrounds in IP, equipping them with foundational knowledge
of both technical and legal aspects of IP. This subject matter expertise was critical to generating
high-fidelity annotations across legal, technical, and procedural tasks.

The annotation team is organized into four subgroups, each dedicated to one of the hierarchical lev-
els in our taxonomy. Each task underwent a rigorous two-stage workflow: one team conducted the
initial annotation while another team reviewed and validated the results. The roles were then rotated
to ensure objectivity and consistency across all data points. Following annotation, we perform au-
tomatic quality filtering using cosine similarity based on the BGE-M3 model (Chen et al., 2024).
This step eliminate semantically redundant examples and further enhanced the dataset’s diversity
and representativeness. Our complete annotation and examination protocol is in Appendix E.

3.3 FEATURE OF IPBENCH

IPBench consists of 10,374 expertly curated questions spanning 20 tasks. These tasks are systemat-
ically organized across 4 hierarchical levels and cover 8 IP mechanisms, including patents and trade
secrets, etc. The benchmark integrates both technical and legal domains and includes a mix of task
formats, ranging from classification and comprehension to open-ended generative reasoning. This
diverse coverage enables comprehensive evaluation of LLM capabilities, including factual recall,
legal reasoning, procedural understanding, and content synthesis. As shown in Table 1, IPBench
surpasses existing [P benchmarks across multiple dimensions, including task diversity, jurisdictional
representation, cognitive complexity, and linguistic variation.
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(a) Distribution of IPC and CPC sections. (b) Distribution of IP mechanisms.

Figure 2: Distributions across IPC/CPC sections and IP mechanisms.

Given the wide scope of IP mechanisms and technical domains represented, we provide detailed
statistical analysis of IPBench’s data characteristics. These include the distributions of International
Patent Classification (IPC) and Cooperative Patent Classification (CPC) codes, as shown in Fig-
ure 2a, and IP mechanisms, as shown in Figure 2b. More feature details of [PBench can be found
in Appendix F including the distributions of IPC/CPC classification codes, text lengths, and domain
coverage.

4 BENCHMARKING RESULTS

4.1 EVALUATION SETUP

Evaluated Models. We evaluate 17 language models covering a broad range of sizes, architec-
tures, and domain specializations, with details provided in Appendix I. Among them, 14 are general-
purpose large language models, 2 are law-oriented models specifically fine-tuned for legal tasks, and
one is an IP-oriented model developed for intellectual property applications.
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Table 3: Main results of IPBench. The best-performing model in each task is in darker red , and
the second best is in lighter red . The model DS-Qwen refers to DeepSeek-R1-Distill-Qwen.

Model | OA | 1.1 12 13 14 1-6 -7 | 221 22 23 24 25|31 32 33 34 35|43
GPT-40 753 1 96.0 920 822 837 o642 719|548 626 639 785 841|710 70.1 813 835 50.0 | 754
GPT-40-mini 726 | 944 875 802 821 588 675|502 640 595 767 834|673 750 81.6 785 440 | 663
DeepSeek-V3 75.8 | 96.6 902 | 884 828 661 699 | 568 642 66.1 767 841|720 750 789 835 44.6 | 78.8
Qwen3 70.6 | 944 831 750 76.6 609 668|514 668 604 751 827|697 744 705 780 440 | 67.9

Qwen2.5-72B-it | 74.7 | 96.0 904 842 835 613 692 | 544 666 63.0 804 821 | 717 734 799 80.7 433|753
Qwen2.5-7B-it 68.0 | 924 833 772 772 584 620|494 644 573 744 771|677 711 658 782 389 | 589
Llama3.1-70B-it | 70.5 | 93.8 853 77.6 79.8 593 67.0 | 53.0 648 535 748 81.1|703 744 67.1 780 452|713

Llama3.1-8B-it 61.7 | 904 759 682 713 530 604|476 575 446 714 757|600 61.7 506 772 41.7 | 523
Gemma-2-27B-it | 68.1 | 90.6 80.5 732 77.6 545 613|534 650 560 764 811|693 662 572 80.2 - 66.9
Gemma-2-9B-it | 649 | 91.6 783 730 61.5 588 593|512 63.6 468 704 804 | 660 669 519 760 - 62.1
Mistral-7B-it 547 | 79.6 639 60.6 60.1 405 540 |43.6 560 424 641 670|560 458 439 651 439|545
MoZi-qwen | 649 ] 938 833 77.0 66.1 582 642506 580 418 678 764 |68.0 643 561 79.0 439 | 57.1
DISC-LawLLM | 52.8 | 79.0 653 67.6 60.1 545 520|408 604 313 60.1 648|537 451 282 712 - 353
Hanfei 40.1 | 63.0 464 518 454 39.8 473|308 456 339 409 492|427 286 189 488 - 29.5
DeepSeek-R1 739 1 96.0 920 876 80.8 649 717|536 646 718 78.1 854633 782 672 820 475|743
DS-Qwen-7B 57.0 | 77.8 590 538 57.1 498 50.7 | 438 512 462 67.1 655|540 62.0 637 637 43.6 | 549
QwQ-32B 7351952 910 818 778 651 715|574 666 70.6 80.1 854|697 821 673 770 47.1 | 69.7

Experimental Settings. Inspired by previous benchmarks Team et al. (2025), we adopt five dis-
tinct evaluation settings for chat models: zero-shot, 1-shot, 2-shot, 3-shot, and Chain-of-Thought
(CoT). For reasoning models, we use only the zero-shot setting to ensure a fair comparison given
their limited prompt-handling flexibility. In few-shot settings, we randomly sample one to three
in-context examples (excluding the current test instance) using a fixed seed to ensure reproducibil-
ity. To ensure consistency and reproducibility, we set the temperature to 0.0 across all experiments.
The maximum input token limit is capped at 32k for reasoning models and 8k for chat models; for
models with shorter context windows, we use the maximum supported length. All the prompts used
are provided in Appendix G.

Metrics. We use accuracy as the primary evaluation metric for the most tasks. For IPC and CPC
classification tasks, we follow the evaluation strategy of HELM (Liang et al., 2022), using Ex-
act Match at different granularity levels: Section, Class, and Subclass. For generative tasks
such as abstract and claim generation, we evaluate model outputs using the F1 score of metrics:
BLEU (Papineni et al., 2002), ROUGE-L (Lin, 2004), and BERTScore (Zhang et al., 2019). Ad-
ditionally, inspired by the fine-grained error taxonomy in PatentEval, we propose LLMScore, a
multi-dimensional, automatic evaluation metric aligned with the LLM-as-a-judge paradigm (Liu
et al., 2023; Li et al., 2025a). LLMScore is used to assess the semantic and structural quality of
generated outputs, and we validate its consistency against human judgment. Details of metrics are
provided in Appendix H.

4.2 MAIN RESULTS

As shown in Table 3, 4, and 5, we present the main results under the zero-shot setting, while results
for the few-shot and CoT setting are provided in Figure 4a. More comprehensive results of IPBench
can be found in Appendix K.

4.3 ANALYSIS

Disparity between IP-oriented and general-purpose models. Surprisingly, general-purpose
models consistently outperform both law-oriented and IP-oriented models on IPBench. Although
MoZi-qwen, an IP-oriented model, outperforms the 2 law-oriented models DISC-LawLLM and
Hanfei, it still trails Qwen2.5-7B-it, by 3.1%. These results underscore a recurring issue in vertical
domain models: despite being optimized for specific applications, they tend to underperform on
domain-specific evaluations (Wang et al., 2024b; Hou et al., 2024; Li et al., 2024). This suggests
that domain-specific models must adopt improved strategies for learning domain knowledge without
sacrificing general-purpose capabilities.

Model performance across different languages. Model performance correlates strongly with
the primary training language of the model. Results across the Chinese and English subsets of IP-
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Table 4: Main results of IPC/CPC Classification tasks. The best-performing model is in
darker purple , and the second best is in lighter purple .

Model IPC Classification (1-5-1) | CPC Classification (1-5-2)
ode
Exact-Match Section Class Subclass | Exact-Match Section Class Subclass

GPT-40 4.8 81.6 71.3 55.1 33 82.7 69.7 62.0
GPT-40-mini 1.0 80.5 66.8 50.1 0.5 79.0 64.5 52.7
DeepSeek-V3 10.6 83.7 73.3 58.3 9.5 84.0 73.3 65.2
Qwen3 2.8 80.6 64.8 48.0 0.5 62.7 48.3 38.7
Qwen2.5-72B-it 4.9 82.4 70.4 55.2 2.5 81.5 69.5 60.7
Qwen?2.5-7B-it 1.9 76.8 63.0 46.6 0.2 65.5 44.8 34.8
Llama3.1-70B-it 35 80.4 65.6 50.0 1.0 79.5 64.3 52.7
Llama3.1-8B-it 0.9 71.8 56.2 35.8 0.0 63.8 45.0 30.7
Gemma-2-27B-it 1.2 72.9 57.4 41.5 0.2 70.5 56.7 44.3
Gemma-2-9B-it 0.3 73.7 55.6 37.2 0.2 56.2 39.0 26.7
Mistral-7B-it 0.1 67.2 42.8 26.8 0.0 39.0 21.5 10.3
MoZi-qwen 0.6 38.8 29.6 203 | 0.0 8.5 3.1 1.8
DISC-LawLLM 0.0 68.2 47.2 28.3 0.0 31.0 234 11.5
Hanfei 0.0 11.7 2.0 0.1 0.0 0.8 0.0 0.0
DeepSeek-R1 10.8 85.8 74.7 59.3 8.5 82.5 71.2 63.2
DS-Qwen-7B 0.0 20.5 6.9 1.4 0.0 5.1 0.5 0.2
QwQ-32B 2.9 83.8 70.4 53.8 0.5 76.0 62.3 51.3

Table 5: Main results of generation tasks. The best-performing model is in darker blue , and
the second best is in lighter blue . R-L refers to ROUGE-L, BS refers to BERTScore, Tokens #

denotes the average number of tokens in the generated text, and DC # indicates the average number
of generated dependent claims.

Model Abstract Generation (4-1) \ Dependent Claim Generation (4-2)
odel

BLEU R-LL BS LLMScore Tokens# | BLEU R-L BS LLMScore Tokens# DC#

(1-10) (148.5) (1-10) (437.6) (5.2)

GPT-40 177 31.1 893 8.42 271.4 189 265 88.8 6.63 647.8 6.5
GPT-40-mini 234 319 89.6 8.05 218.1 203 283 884 6.37 478.1 6.5
DeepSeek-V3 19.6 283 89.0 8.38 246.1 19.1 26.8 89.0 7.45 691.7 14.9
Qwen?2.5-72B-it 21.0 306 89.5 8.33 326.0 100  17.1 | 89.2 6.30 3790.9 69.1
Qwen2.5-7B-it 273 357 90.2 8.18 209.2 151 223  89.2 5.67 3511.3 45.7
Llama3.1-70B-it 31.0 382 904 7.98 226.5 16.0 238 88.1 5.67 2294.4 28.3
Llama3.1-8B-it 20.1 284 89.2 7.47 4573 8.1 139 884 3.86 6287.9 90.8
Gemma-2-27B-it 19.7 275 889 7.64 193.3 152 226 873 5.98 582.3 33
Gemma-2-9B-it 21.6 294 89.0 791 219.3 147 232 87.1 5.55 511.9 6.4
Mistral-7B-it 202 274 894 7.49 361.7 7.2 11.7 88.0 342 6543.1 96.3
MoZi-qwen 312 510 904 7.73 3164 | 163 [ 344 89.0 4.81 5121.5 47.7
DeepSeek-R1 138 278 875 7.72 642.3 16,6 293 714 7.18 1302.9 19.1
DS-Qwen-7B 9.7 229 836 7.58 802.5 11.7 324 69.0 4.16 6096.9 54.1
QwQ-32B 16.6 320 879 8.51 1126.6 126 258 719 7.10 4997.7 41.8

Bench are provided in Figure 3a. DeepSeek-V3 achieves the highest accuracy on the Chinese subset
(78.7%), while GPT-40 leads on the English subset (73.2%). These findings highlight the impact
of legal system discrepancies across jurisdictions and the need for language models to recognize
and adapt to structural and contextual differences during inference, consistent with the observations
reported in IPEval (Wang et al., 2024b).

Disparity between Chat Model and Reasoning Model. In addition to chat models, we evaluate
3 reasoning-focused models, notably DeepSeek-R1. While these models do not achieve the highest
overall scores, they demonstrate superior performance on logically intensive tasks. For example,
in Task 2-3 (compensation calculation), DeepSeek-R1 surpasses the best-performing chat model,
DeepSeek-V3, by 5.7%. This task requires not only domain knowledge but also strong arithmetic
and logical reasoning skills. These findings highlight the need for future models to integrate both
intuitive (System 1) and analytical (System 2) capabilities, particularly in high-stakes, knowledge-
intensive domains such as IP.
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Figure 3: Comparative results: (a) performance across languages; (b) evaluation across fine-grained
dimensions.

Disaster in IPC/CPC exact match performance. Performance on IPC/CPC classification tasks
remains particularly weak. DeepSeek-R1 achieves the highest Exact Match score at 10.8%, followed
by DeepSeek-V3 at 9.5%, while several models score as low as 0.0%. As the classification gran-
ularity increases -from Section to Class to Subclass to Exact Match -the difficulty also rises, given
the increasingly specific technical distinctions required. These results reveal substantial limitations
in current models’ abilities to perform fine-grained classification and highlight the complexity of
capturing structured taxonomies in patent law. Since IPC/CPC classification underpins many foun-
dational applications in patent management, this represents a critical area for model improvement.

Lack of fine-grained, interpretable automatic evaluation for IP-related generative tasks. For
these two generative tasks, there is a lack of fine-grained, interpretable automatic evaluation methods
to provide more reliable results. Traditional metrics such as BLEU, ROUGE-L, and BERTScore are
limited in their effectiveness and exhibit low consistency. To address this issue, we adopt an LLM-
as-a-judge approach with five fine-grained dimensions, inspired by PatentEval’s error taxonomy, and
introduce LLMScore for more reliable evaluation. As shown in Table 6, LLMScore demonstrates
significantly higher consistency with human judgments than other metrics, which is reflected in its
higher Kendall, Spearman, and Pearson correlation coefficients, and lower p-values. We present de-
tailed LLM-as-a-judge evaluations of generative tasks across five dimensions: Accuracy, Relevance,

Completeness, Consistency, and Language Style, as illustrated in Figure 3b. Detailed LLMScore
results are provided in Appendix K.4.

Table 6: Correlation of LLMScore with human judgments on Task 4-1 and Task 4-2 (p-value in
parentheses). 1 Correlation coefficients, | p-value.

Task 4-1 | Task 4-2
Metric
Kendall Pearson Spearman \ Kendall Pearson Spearman
LLMScore  0.22 (0.0005) 0.29 (0.0011) 0.32 (0.0003) | 0.40 (0.0000) 0.65 (0.0000) 0.58 (0.0000)
BLEU 0.17 (0.0042)  0.22 (0.0068) 0.23 (0.0046) | 0.40 (0.0000) 0.47 (0.0000) 0.54 (0.0000)

ROUGE-L  0.15(0.0123) 0.18(0.0317) 0.20 (0.0154) | 0.37 (0.0000) 0.51 (0.0000) 0.50 (0.0000)
BERTScore  0.10 (0.0746) 0.16 (0.0519)  0.14 (0.0847) | 0.05 (0.3680) 0.09 (0.2950)  0.08 (0.3494)

Results and analysis of few-shot prompting. As shown in Figure 4a, the performance of models
on IPBench generally improves as the number of shots increases, reflecting a positive correlation
between in-context learning and task performance -except for Llama3.1-8B, which does not exhibit
this trend. This observation is consistent with prior studies (Li et al., 2024; Wang et al., 2024b),
which show that the effectiveness of few-shot prompting varies significantly across model architec-
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tures. These findings suggest that few-shot learning may not be a universally effective strategy for
injecting domain-specific knowledge for complex domains.
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Figure 4: Few-shot performance and error distribution.

Results and analysis of CoT prompting. As shown in Figure 4a, all models experience a slight
decline in performance-ranging from 0.4% to 0.6%-when using CoT prompting. Upon deeper anal-
ysis of the error cases, we observe that models generate not only the final answer but also a reasoning
trajectory. This additional reasoning, while intended to aid logical flow, often introduces new sources
of error or distracts from more intuitive solutions. These results align with recent findings (Zheng
et al., 2025; Fan et al., 2025), which suggest that CoT prompting may conflict with the natural infer-
ential preferences of language models -especially in tasks relying more on memorization or domain
recall than on abstract reasoning. This is further reflected in the observation that reasoning models
do not outperform chat models on IPBench, despite conducting longer reasoning sequences during
inference.

4.4 ERROR ANALYSIS

To gain deeper insight into model limitations, we perform a qualitative error analysis. We randomly
selected 300 incorrect responses generated by GPT-4o0-mini under the CoT setting across all IPBench
tasks. These samples were manually reviewed and annotated by expert evaluators. As shown in
Figure 4b, the errors are categorized into seven types: Consistency Error, Hallucination Error,
Reasoning Error, Refusing Error, Priority Error, Mathematical Error, and Obsolescence Error.
Among these, Reasoning Error is the most frequent, accounting for 33% of the total. This error
analysis is crucial for gaining deeper insights into the model’s capabilities in the IP domain and for
revealing potential directions for future research. More details of error analysis and case study are
in Appendix L,M and N. We also provide more discuss and limitations in Appendix J, B.

5 CONCLUSION

We introduce the first comprehensive IP task taxonomy and present IPBench, a bilingual bench-
mark comprising 20 tasks and 10,374 test instances, covering both technical-legal and generation-
comprehension evaluations. Our experiments show that even the best-performing model, DeepSeek-
V3, achieves only a 75.8% score. We observe that current models, including IP-oriented ones, still
lag significantly behind powerful closed-source models, highlighting the need for improved domain-
specific learning approaches. Our extensive performance analysis, error analysis and case study
provide a comprehensive insight in models’ IP knowledge and capabilities. We are committed to
continuously expanding IPBench to foster advancements in both the IP domain and NLP research,
providing meaningful guidance for the integration of LLMs into specialized vertical fields.
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APPENDIX

A THE USE OF LARGE LANGUAGE MODELS (LLMS)

In accordance with the policy on the use of Large Language Models, we clarify that in this work
LLMs were employed exclusively for improving the presentation of the manuscript, such as cor-
recting grammatical errors, enhancing clarity, and refining writing. The research design, conceptual
development, and analytical contributions were made solely by the authors.

B LIMITATIONS

While IPBench represents a significant step forward in evaluating large language models for intel-
lectual property tasks, several limitations remain.

First, due to the jurisdiction-specific nature of intellectual property law, the current version of IP-
Bench focuses primarily on the legal frameworks of the United States and mainland China. This
restricts its global applicability, as key differences in legal definitions, procedural structures, and
enforcement standards exist across countries. Expanding the benchmark to include legal systems
from jurisdictions such as the European Union, Japan, and Korea would enhance its cross-cultural
robustness and relevance.

Second, resource constraints limited our evaluation to four reasoning models. While these include
some of the most advanced publicly available systems, we were unable to include proprietary models
such as OpenAl’s ol (Jaech et al., 2024) and 03 series due to prohibitive costs. As pricing structures
evolve and research access improves, future iterations of IPBench will aim to incorporate a wider
array of state-of-the-art reasoning models.

Third, intellectual property remains an underexplored vertical domain in large language model re-
search. Currently, MoZi is the only publicly available IP-specific model, and thus the only one
benchmarked in this study. The development and release of more open-source IP-oriented models
will be essential for driving progress in this field and enabling more comprehensive comparisons in
future studies.

Lastly, although we propose LLMScore, a fine-grained, interpretable, and high-consistency evalua-
tion metric grounded in the LLM-as-a-judge paradigm, there is still room for improvement. Future
work should focus on minimizing bias and improving the robustness of automatic evaluation meth-
ods across diverse model architectures, task types, and cultural contexts.

We view these limitations not only as constraints, but also as valuable directions for extending the
scope, depth, and impact of IPBench in future work.
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C DATA USAGE STATEMENT

In developing IPBench, all data are collected exclusively from open and publicly available sources.
We strictly adhered to all relevant copyright and licensing regulations. Any data originating from
websites or platforms that prohibit copying, redistribution, or automated crawling are explicitly
excluded from use. Furthermore, we confirm that all data are used solely for academic and research
purposes, and not for any commercial applications. We are committed to upholding responsible data
usage and transparency in our research practices. Future updates of [IPBench will continue to follow
the same principles and remain fully open to academic scrutiny and community feedback.

D TAXONOMY AND TASK DETAILS

D.1 TAXONOMY DETAILS

Information Processing. In the first level of the taxonomy, we replace Recall and Reproduction
with Information Processing, which encompasses the legal concepts, clauses, evolution, and typical
case knowledge of various IP mechanisms. It also includes real-world applications such as patent
classification, IP element identification, and process guidance, requiring models to memorize dif-
ferent concepts, along with the procedures executed in real-world scenarios. Our expert-annotated
memory-type tasks are inspired by those in LexEval (Li et al., 2024) but differ significantly from it
across various IP mechanisms, using accuracy as the evaluation metric. The IP element identification
task focuses on identifying key elements in a case, such as claim coverage in patent infringement.
Previous work has made significant progress in patent classification (Li et al., 2018; Lee & Hsiang,
2020; Fall et al., 2003), which has been adopted by IP offices in many countries. However, these
models are task-specific and lack the strong generalization ability of LLMs. Our patent classification
task consists of two types: International Patent Classification (IPC) and Cooperative Patent Classi-
fication (CPC). We aim to accomplish these tasks within a single model, enabling it to distinguish
both differences within the same classification system and across different classification systems.
We adopt the top-prediction scheme, following Fall et al. (Fall et al., 2003), to compare the top
predicted category with the label for an Exact Match (Liang et al., 2022) in the main IPC symbol,
and CPC. This setup increases the task difficulty for LLMs, requiring models to be familiar with
classification rules.

Logical Reasoning. At the second level of the taxonomy, we focus on examining a model’s ability
to apply memorized concepts and utilize logical reasoning to provide insights into both text analysis
and mathematical calculations. One of the important roles of IP is to protect inventors’ rights from
infringement. Therefore, we define the tasks of Infringement Behavior Determination and Compen-
sation Calculation. To complete these two tasks, models need to analyze the background of cases
to identify infringement behavior and apply relevant laws to determine the appropriate penalties.
Apart from the legal aspect, we introduce Patent Technology Forecasting, Patent Valuation, and Fact
Checking to evaluate models’ ability in information mining and conditional reasoning. As we men-
tioned, our IPBench consists of different [P mechanisms. We specifically introduce a novel task
called Trade Secret Requirements, which differs from Infringement Behavior Determination. This
task focuses on trade secret rights, requiring the model to determine whether a situation meets the
confidentiality requirements of trade secrets.

Discriminant Evaluation. At this level, we focus on evaluating models’ understanding of IP in-
domain texts, particularly patent documents, as well as their ability to perform discriminative tasks
such as rights attribution. AAs an important part of IP management activities, as mentioned before,
IP offices face a massive volume of patent applications. Determining the quality of an application
requires assessing its patentability based on four aspects outlined in the Manual of Patent Examining
Procedure (MPEP) (USTPO, 2024b; EPO, 1994): utility, non-obviousness, statutory subject matter,
and novelty. We aim to evaluate whether current LLMs can assist patent examiners in reducing time
costs within a single model. To achieve this, we introduce three tasks: Patent Document Proofread-
ing, Patent Validity Identification, and Patent Match. LLMs’ output mechanisms are not well-suited
for retrieval-based approaches, and Li et al. (2025b) introduced a novel perspective on matching
documents through a generative approach. Based on this insight, the Patent Match task draws in-
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spiration from the corresponding task in MoZIP (Ni et al., 2024). We sample 1000 datapoints from
MoZIP in both English and Chinese and require expert annotation for detailed examination.

Apart from the evaluation of in-domain text, we introduce one real-world common task for evalu-
ating models’ discrimination ability: Rights Attribution Analysis. The Rights Attribution Analysis
task requires the model to infer the legal rights holder of a specific intellectual property based on the
context of IP creation, legal agreements such as contract terms and confidentiality agreements, and
judicial precedents within the legal framework. At last, we extend HUPD’s (Suzgun et al., 2023)
Patent Acceptance Prediction task into a more comprehensive Patent Application Examination task,
leveraging the USPTO Office Action Dataset (Lu et al., 2017). In this task, the model is required
to determine whether a given patent application should be accepted or rejected. Additionally, we
provide stepwise examination actions for an interpretable examination process, which can be used
in future work to construct a reliable examination system.

Creative Generation. At the final level of our IPBench, we focus on evaluating the models’ abil-
ity to extract critical information, convert between different linguistic styles, and generate new con-
tent. Previous works such as BigPatent (Sharma et al., 2019), Patent-CR (Jiang et al., 2024), and
PatentEval (Zuo et al., 2024) focus on specific types of content for patent generation. We draw inspi-
ration from some of their tasks and extend their scope to include both Chinese and English. All the
data used in Abstract Generation, Claim Generation, Sequential Claim Generation are sourced from
the latest patents, ensuring no data leakage and distinguishing our dataset from existing ones. At
last, we introduce a novel task called Design-Around Solution Generation, which evaluates whether
models can generate innovative solutions that avoid duplication of existing ones. This capability is
crucial in strategic patent planning. Given the distinct characteristics of the tasks at this level, we
use accuracy as the metric for Language Simplification and Design-Around Solution Generation.
For the other three generative tasks, we note that PatentEval (Zuo et al., 2024) provides an LLM-
based evaluation method for claim generation. However, this approach relies on the assumption
that the employed LLMs are sufficiently capable. Moreover, for other types of content, no superior
evaluation method currently exists. We adopt a combination of automated evaluation and human
assessment. For automated evaluation, we use n-gram-based metrics such as BLEU (Papineni et al.,
2002) and ROUGE (Lin, 2004), along with the semantic metric BERTScore (Zhang et al., 2019), and
analyze their consistency with human evaluation to enhance result interpretation. We will explore
better evaluation methods in future work, especially for patent generation, which involves complex
technical and legal content.

It is important to note that the abstract generation evaluation in BigPatent (Sharma et al., 2019) is
based on converting only the first 400 words of a patent’s description into an abstract, a limitation
imposed by the context length of language models at the time. In our IPBench, we evaluate mod-
els on their ability to generate abstracts from the entire description, assessing their long-context
understanding and summarization capabilities for complex patent documents.

D.2 TASK DEFINITION

D.2.1 INFORMATION PROCESSING

Task 1-1: Legal Concept Memory Legal Concept Memory refers to the ability to precisely mem-
orize and recall foundational definitions within the intellectual property domain. These definitions,
such as those of patents, copyrights, trademarks, and trade secrets, are grounded in authoritative
legal frameworks and scholarly interpretations that constitute the foundation of intellectual prop-
erty law. When given a concept name or contextual description, LLMs must retrieve the precise
legal definition, scope, and jurisdictional boundaries as codified in statutes such as China’s Patent
Law and Copyright Law, as well as relevant international agreements, purely from their intrinsic
knowledge without relying on external databases or tools.

Task 1-2: Legal Clause Memory Legal Clause Memory requires the precise memorization and
retrieval of specific legal provisions, including their exact article numbers and textual content. These
clauses, drawn from authoritative legal codes such as China’s Criminal Law, Civil Code, and In-
tellectual Property Law, define rights, obligations, penalties, or procedural rules within statutory
frameworks. When provided with an article number (e.g., Article 217 of China’s Copyright Law) or
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a contextual description of a legal scenario, LLMs must accurately recall the verbatim wording and
scope of the corresponding clause.

Task 1-3: Legal Evolution Legal Evolution refers to the ability to accurately memorize and an-
alyze the revision history of legal texts, including the tracking of changes in specific clauses across
different versions of statutes, regulations, or international treaties. This capability requires models
to retain knowledge of amendments, such as updates to China’s Patent Law, and to systematically
compare the wording, scope, and intent of clauses before and after revisions.

Task 1-4: Typical Case Memory Typical Case Memory requires the memorization of landmark
intellectual property cases, including their judicial outcomes, factual details, and legal reasoning.
These cases, such as high-profile patent disputes, copyright infringement rulings, or trademark op-
position decisions, establish precedents that shape the interpretation and enforcement of IP law.
When provided with a case name, jurisdiction, or factual scenario, models must accurately recall
the judgment summary, key legal arguments, cited statutes, and contextual factors, without using an
external database or retrieval tool.

Task 1-5: Patent Classification Patent Classification involves the capability to automatically as-
sign International Patent Classification (IPC) or Cooperative Patent Classification (CPC) codes based
on the technical content of patent documents. This task requires models to analyze patent texts, in-
cluding titles and abstractsto identify the core inventions, technological domains, and functional
features, then map them to hierarchical classification codes.This task evaluates the model’s capabili-
ties across three hierarchical levels: Section, Class, and Subclass. A distribution table for the section
level as shown in Table 7.

Table 7: International Patent Classification (IPC) Sections

Section Content

Human Necessities

Performing Operations; Transporting
Chemistry; Metallurgy

Textiles; Paper

Fixed Constructions

Mechanical Engineering; Lighting;
Heating; Weapons; Blasting

Physics

Electricity

mTmo QW

T Q

Table 8: Cooperative Patent Classification (CPC) Sections

Section Content

Human Necessities

Operations and Transport

Chemistry and Metallurgy

Textiles and Paper

Fixed Constructions

Mechanical Engineering and Lighting
Physics

Electricity

Emerging Technologies

< TQmmoaQw»

Task 1-6: IP Element Identification IP Element Identification entails detecting and categorizing
intellectual property componentssuch as patent claims, trademark-protected assets, copyrighted ma-
terial, or trade secret identifierswithin legal disputes, technical specifications, or commercial con-
tracts. This task requires models to analyze textual data to identify legally protected innovations,
distinctive brand assets, and ownership claims, while ensuring alignment with statutory definitions.

Task 1-7: Process Guidance Process Guidance focuses on delivering structured knowledge of
intellectual property application procedures, covering legal requirements, technical documentation
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standards, and jurisdictional workflows. This task requires models to provide step-by-step guid-
ance on processes such as conducting patent or trademark searches, drafting application materials,
navigating submission procedures, and ensuring compliance with examination regulations.

D.2.2 LOGICAL REASONING

The Logical Reasoning level is designed to evaluate the capability of large language models (LLMs)
to perform multi-dimensional legal and technical reasoning within the complex framework of in-
tellectual property (IP) law and textual analysis. This layer tests the model’s ability to analyze,
interpret, and apply intersecting legal rules. It focuses on assessing whether models can synthesize
statutory provisions, case law precedents, and technical domain knowledge to reach legally sound
conclusions such as identifying infringement risks, resolving conflicts between overlapping rights,
or predicting litigation outcomes based on factual scenarios.

Task 2-1: Patent Technology Forecasting Patent Technology Forecasting involves analyzing the
technical features of patents such as claims, innovation summaries, and domain-specific terminol-
ogy to predict future technological trajectories and potential application areas. This task requires
models to identify emerging trends, interconnected technical fields, and latent innovation pathways
within patent datasets, enabling the projection of how core inventions might evolve or intersect with
adjacent industries.

Task 2-2: Infringement Behavior Determination Infringement Behavior Determination focuses
on identifying acts that constitute violations of intellectual property rights. It involves analyzing
the legally protected scope of patents, copyrights, trademarks, or other IP types, and comparing
them with suspected infringing products, services, or content to determine whether an intellectual
property infringement has occurred. This task requires models to evaluate technical equivalence,
trademark similarity, or substantial similarity in copyrighted works, while accurately applying the
relevant statutory criteria to determine whether an intellectual property infringement has occurred.

Task 2-3: Compensation Calculation Compensation Calculation focuses on determining statu-
tory damages for intellectual property infringement by analyzing the severity, scope, and economic
impact of the violation. This task requires models to perform mathematical reasoning and calcula-
tion, taking into account factors such as the rights holder’s actual losses, reasonable licensing fees,
and statutory limits. Additionally, models must incorporate contextual elements such as the dura-
tion of infringement, geographic scope, and the presence of malicious intent to arrive at a legally
grounded and quantitatively sound compensation estimate.

Task 2-4: Patent Valuation Patent Valuation entails evaluating the value trajectory of a patent by
synthesizing its technical merit, market viability, and legal robustness. This task requires models to
analyze technical claims, market analysis reports, and legal histories to project trends such as value
appreciation, obsolescence risks, or licensing potential.

Task 2-5: Trade Secret Requirements Trade Secret Requirements assesses whether a given sce-
nario satisfies the legal criteria for trade secret protection under statutory frameworks such as China’s
Anti-Unfair Competition Law and the U.S. Defend Trade Secrets Act (DTSA). This task requires
models to verify three core elements: the existence of secrecy, the presence of commercial value,
and the implementation of reasonable confidentiality measures.

D.2.3 DISCRIMINANT EVALUATION

Task 3-1: Patent Document Proofreading Patent Document Proofreading involves identifying
formatting deviations and logical inconsistencies within patent specifications, claims, and technical
descriptions to ensure compliance with statutory drafting standards. This task requires models to
detect issues such as mismatched section numbering, non-compliant claim dependencies, contradic-
tory technical descriptions, and deviations from jurisdiction-specific filing guidelines.

Task 3-2: Patent Validity Identification Patent Validity Identification involves assessing whether

a patent satisfies the statutory criteria of novelty, inventiveness (non-obviousness), and practical ap-
plicability (utility) by analyzing its technical disclosures in light of relevant prior art. This task
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requires models to evaluate patent texts, including claims and specifications, against existing tech-
nologies to determine if the invention is new, involves an inventive step, and has industrial applica-
bility.

Task 3-3: Patent Match Patent Match involves identifying the most relevant patents from a candi-
date pool based on technical, legal, and contextual alignment with a query patent. This task requires
models to analyze technical features and semantic similarity to rank patents by relevance. This task
is inspired by MoZIP (Ni et al., 2024).

Task 3-4: Rights Attribution Analysis Rights Attribution Analysis involves determining the le-
gitimate rights holder in intellectual property ownership disputes by analyzing legal documents,
contractual agreements, and contextual evidence. This task requires models to evaluate factors such
as invention ownership under employment relationships, joint authorship claims in copyright cases,
or trademark transfer agreements, while reconciling conflicting claims based on statutory frame-
works.

Task 3-5: Patent Application Examination Patent Application Examination involves conduct-
ing compliance reviews of patent documents to ensure adherence to statutory and administrative re-
quirements. This task requires models to verify the accuracy, completeness, and legal sufficiency of
patent applications, including claims, specifications, and drawings, against jurisdictional standards.
Key checks include clarity of technical disclosure, consistency between claims and descriptions,
proper support for embodiments, and alignment with formalities. The data for this task is sourced
from the USPTO Office Action Dataset (Lu et al., 2017).

D.2.4 CREATIVE GENERATION

Task 4-1: Abstract Generation Abstract Generation assesses a model’s ability to automatically
extract core elements from intellectual property (IP) texts, such as patent claims, and synthesize
them into concise, structured, and legally compliant summaries. This task requires models to distill
technical innovations, legal scopes, and critical details while adhering to jurisdictional formatting
rules and avoiding oversimplification that misrepresents legal or technical nuances.

Task 4-2: Dependent Claim Generation Dependent Claim Generation involves automatically
drafting legally compliant and technically precise dependent claims based on the core inventions
described in patent disclosures. This task requires models to analyze technical descriptions and
generate claims that refine or limit the scope of independent claims by incorporating additional
technical features, while ensuring logical dependency and alignment with jurisdictional formalities.
This task is inspired by PatentEval (Zuo et al., 2024).

Task 4-3: Design-Around Solution Generation Design-Around Solution Generation focuses on
creating non-infringing technical alternatives by analyzing existing patent claims and identifying
opportunities to circumvent key protected elements. This task requires models to deconstruct patent
claims and propose modifications that avoid literal or equivalent infringement, while maintaining
technical feasibility.

Table 9: Data language distribution of IPBench.

Language 1-1 12 13 14 151 152 16 17 21 22 23 24 25 31 32 33 34 35 41 42 43 Sum

Chinese 259 276 294 252 525 0 338 308 250 228 156 139 301 160 159 500 217 0 200 200 328 5090
English 241 226 206 252 600 600 219 240 250 272 160 162 0 140 149 500 183 314 200 199 171 5284
Total 500 502 500 504 1125 600 557 548 500 500 316 301 301 300 308 1000 400 314 400 399 499 10374

E DATA ANNOTATION AND EXAMINATION PROTOCOL

E.1 DATA COLLECTION
We list the primary websites from which we collected the raw data as follows:

e USTPO’s Open Data Portal: https://data.uspto.gov/home
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e CNIPA’s Official Website: https://www.cnipa.gov.cn/

e China Judgements Online: https://wenshu.court.gov.cn/

Ethical considerations. The data we collected come from open and public sources, and we con-
firm that they are not used for any commercial purposes. We strictly comply with all copyright and
licensing regulations. Data originating from sources that do not allow copying or redistribution are
deliberately excluded.

E.2 ANNOTATION AND EXAMINATION GUIDELINES

We provide detailed data annotation guidelines to ensure the quality, correctness, and difficulty
of our benchmark. Notably, most of our human expert annotators, who come from backgrounds in
intellectual property and public management, range from senior undergraduates to Ph.D. candidates.
They are included as co-authors of this paper as a non-monetary form of acknowledgment for their
efforts. They possess deep knowledge of intellectual property.

Preparation before annotation. We divide our 21 human expert annotators into four groups and
assign them to different tasks, including data annotation and annotation review. Each group is re-
quired to thoroughly understand their assigned task and formulate a comprehensive annotation plan
accordingly. This involves understanding the task definition, relevant legal concepts, and technical
terminologies related to intellectual property.

General principles and process of annotation. Firstly, all raw data or information must be col-
lected from official websites that are publicly accessible. For websites that prohibit copying, anno-
tators are instructed not to use them. Secondly, all annotators are required to ensure the accuracy of
their annotated questions and to ensure that the difficulty level is appropriate. For data containing
mathematical equations or special notations, we ask annotators to convert them into LaTeX format.
For other typographical errors, human expert annotators will correct them manually. Thirdly, all data
will be examined by switching roles between annotation teams to verify and ensure their quality. For
each datapoint, after the quality check, human expert annotators are required to label the language,
the type of IP mechanism, and the data source.

Specific principles of examination. To ensure data quality, we assign a different annotation team
to double-check and cross-validate the results. In cases where errors, inconsistencies, or misun-
derstandings are identified, human examiners must provide detailed explanations and determine
whether the data can be corrected and preserved. After the annotator corrects the question, the ex-
aminer will re-evaluate the data until it passes the review with mutual agreement. This strict process
ensures the reliability of our data, with each datapoint undergoing an average of three rounds of
review to form IPBench.

F MORE DETAILS ABOUT DATA STATICS

In this section, we provide additional details about the data. Further statistical information can be
found in Section F.

Our IPBench comprises 10,374 datapoints spanning 20 tasks, including multiple-choice questions,
classification tasks, and generation tasks. In this section, we provide additional data statistics, cover-
ing language distribution, IP mechanism distribution, IPC/CPC classification distribution, text length
distribution, and the distribution of option counts in multiple-choice questions.

F.1 DATA LANGUAGE DISTRIBUTION
Our IPBench is constrained to the legal frameworks of the United States and mainland China; there-

fore, the dataset includes both English and Chinese languages. We present the language distribution
for each task, as well as for the entire dataset, in Table 9.
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Table 10: Intellectual property mechanisms dis- e .

tribution of IPBench. 'IBDP Trgdemark, SC: Soft- Table 11: Dlstnbutlon of 1ptellectgal prop-
ware Copyright, TS: Trade Secret, PV: Plant Va- exty mechanisms in the English portion of IP-
riety, CR: Copyright, IC: Integrated Circuit, GM: Bench.

Geographical Mark.

Task Patent TD SC TS PV CR IC GM Total

-1 150 57 0 1 10 3 20 0 241
Task Patent TD SC TS PV CR IC GM Total 12 ) 52 0 0 0 8 0 0 26
-1 225 157 13 25 13 34 24 9 500 13 53 64 0 1 1 8 0 1 206
12 221 95 21 0 141 6 18 502 14 202 13 4 4 0 29 0 0 252
1.3 237 116 1 1 1 1430 1 500 151 0 600 0 0 0 0O 0 0 600
-4 325 37 12 33 29 58 8 2 504 152 600 0 0 0 0 0 0 0 600
151 525 600 0 0 0O 0 0 0 1125 1.6 65 54 8 26 0 66 0 0 219
152 600 0 0 0 0 0 0 0 600 17 58 182 0 0 0 0 0 0 240
1.6 159 103 22 107 1 157 1 7 557 21 170 21 4 22 9 24 0 0 250
17 190 358 0 0 0 0 0 0 548 22 101 58 4 29 0 8 0 0 272
21 320 21 9 77 39 24 10 0 500 23 52 45 6 2 0 55 0 0 160
22 183 105 16 49 3 144 0 0 500 24 162 0 0 0 0 0 0 0 162
23 101 9 11 10 0 100 0 0 316 25 0 0 0 0 0 0 0 0 0
24 31 0 0 0 0 0 0 0 301 31 140 0 0 0 0 0 0 0 140
25 0 031 0 0 0 0 301 30 149 0 0 0 0 0 0 0 149
31 30 0 0 0 0 0 0 0 300 33 500 0 0 0 0 0 0 0 500
32 38 0 0 0 0 0 0 0 308 34 175 0 0 4 0 4 0 0 183
33 1000 0 0 0 0 0 0 0 1000 35 314 0 0 0 0 0 0 0 314
34 353 0 8 13 18 5 3 0 400 41 200 0 0 0 0 0 0 0 200
35 314 0 0 0 0 0 0 0 314 42 199 0 0 0 0 0 0 0 19
41 400 0 0 0 0 0 0 0 400 43 169 1 0 1 0 0 0 0 171
j:§ igg (1) 8 (1) 8 8 8 8 igg Total 3551 1147 26 90 20 429 20 1 5284
Total 6958 1687 113 617 104 806 52 37 10374

F.2 INTELLECTUAL PROPERTY MECHANISMS DISTRIBUTION

Our IPBench covers eight intellectual property mechanisms, including Patent, Trademark, Software
Copyright, Trade Secret, New Plant Variety, Copyright, Integrated Circuit Layout Design, and Geo-
graphical Indication. We present a detailed distribution of these intellectual property mechanisms in
our benchmark, as shown in Table 10, Table 11 (English section), and Table 12 (Chinese section).

Table 12: Distribution of Intellectual Property Mechanisms in the Chinese Portion of IPBench.

Task Patent TD SC TS PV CR IC GM Total

1-1 75 100 13 24 3 31 4 9 259
1-2 129 43 21 0 O 59 6 18 276
1-3 184 52 1 0 0 57 0 0 2%
1-4 123 24 8 29 29 29 8 2 252
1-5-1 525 0 O O O O O O 525
1-52 0 o 0 0 o o0 0 O 0

1-6 94 49 14 8 1 91 1 7 338
1-7 132 176 0 0 0O O O O 308
2-1 150 0 5 55 30 0 10 0 250
2-2 82 47 12 20 3 64 0 O 228
2-3 49 49 5 8 0 45 0 0 156
2-4 39 0 0 0 0 O O O 139
2-5 0 0 0 301 0 0 O 0 301
3-1 160 0 O O O O O O 160
3-2 59 0 0 0 0 0 0 0 159
3-3 500 0 0 O O O O O 500
3-4 178 0 8 9 18 1 3 0 217
3-5 0 o 0 0 o o0 0 O 0

4-1 200 0 0 0O O O O O 200
4-2 200 0 0O O O O O O 200
4- 328 0 0 0O O O O O 328

Total 3407 540 87 527 84 377 32

(73]
=)
(9]
S
o
<

20



Under review as a conference paper at ICLR 2026

F.3 IPC AND CPC CLASSIFICATION DISTRIBUTION

We present the IPC Section classification distribution in Table 13a and the CPC Section classification
distribution in Table 13b.

Table 13: Distribution of IPC and CPC sections.

Section Count Percentage (%) Section Count Percentage (%)
A 72 6.5 A 90 15.0

B 249 22.1 B 90 15.0

C 29 2.6 C 48 8.0

D 6 0.5 D 17 2.8

E 63 5.6 E 71 11.9

F 64 5.7 F 189 31.5

G 113 10.0 G 44 7.3

H 529 47.0 H 51 8.5
All 1125 100 All 600 100

(a) Distribution of IPC sections (b) Distribution of CPC sections

Table 14: Text length statistics (in tokens) for each task across three dimensions: average, minimum,
and maximum length; each further split by language (EN/CH). Missing values are denoted by ”-”.

Task Avg-All Avg-EN Avg-CH | Min-All Min-EN Min-CH | Max-All Max-EN Max-CH

1-1 83.9 68.9 97.8 46 46 66 258 112 258
1-2 81.2 71.3 89.3 47 47 66 135 105 135
1-3 102.2 80.3 117.6 55 55 76 208 129 208
1-4 116.2 112.8 119.6 61 61 73 195 151 195
1-5-1  216.7 163.6 2774 49 49 110 305 305 455
1-5-2  165.1 165.1 - 50 50 - 337 337 -
1-6 89.4 71.0 97.5 55 55 70 146 146 128
1-7 41.7 - 74.2 40 40 53 107 101 107
2-1 161.6 103.1 220.1 66 66 177 310 140 310
2-2 109.4 97.4 123.6 59 59 71 211 189 211
2-3 122.8 107.9 138.1 70 70 80 263 171 263
2-4 99.8 88.1 113.5 66 66 87 144 125 144
2-5 112.1 - 112.1 51 - 51 302 - 302
3-1 158.2 145.8 169.1 - - - - - -
3-2 914 76.0 105.9 53 53 78 150 121 150
3-3 1239.5 1231.8 1247.3 575 581 575 1956 1845 1956
3-4 166.1 169.8 163.0 60 92 60 297 297 327
3-5 7460.4  7460.4 60.5 1428 1428 - 10219 10219 -
4-1 1636.7  2199.3 1074.0 - - 285 - 8064 5675
4-2 448.5 534.1 363.3 68 89 68 1861 1485 1861
4-3 121.2 111.8 126.1 56 56 84 218 183 218

Table 15: Aggregated text length statistics (in tokens) by task type. PE refers to Patent Examination
(Task 3-5), MCQA refers to Multiple-choice Question Answering.

Type Avg-All  Avg-EN  Avg-CH | Min-All Min-EN  Min-CH | Max-All Max-EN Max-CH
MCQA 181.0 181.6 194.7 90.7 96.2 111.1 326.7 272.5 3275
PE 7460.4  7460.4 60.5 1428.0 1428.0 - 10219.0  10219.0 -
Classification ~ 190.9 164.4 2774 49.5 49.5 110.0 321.0 321.0 455.0
Generation 1042.6 1366.7 718.7 68.0 89.0 176.5 1861.0 4774.5 3768.0

F.4 TEXT LENGTH DISTRIBUTION

We provide detailed statistics on the text length distribution for each task, across the three question
types, in both Chinese and English. In all text length computations presented in this paper, we
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Table 16: Distribution of answer choices by  Table 17: Distribution of English questions’ an-

task. swers by task.

Task A B C D Total Task A B C D Total
1-1 125 129 126 120 500 1-1 64 53 65 59 241
1-2 117 162 117 106 502 1-2 65 69 48 44 226
1-3 125 126 126 123 500 1-3 4 47 58 57 206
1-4 126 126 127 125 504 1-4 70 71 57 54 252
1-6 151 137 142 127 557 1-6 39 70 40 70 219
2-1 155 130 124 91 500

2-1 92 65 64 29 250
22 101 177 154 68 500

22 70 68 77 57 272
23 74 108 85 49 316

2-3 38 68 26 28 160
24 74 83 75 69 301 > s i 162
25 57 165 63 16 301 - 39 45 40 38 16
31 114 8 59 45 300 3-1 54 38 33 15 140
32 7 76 76 84 308 3-2 38 35 39 37 149
33 240 256 230 278 1000 3-3 120 126 115 139 500
3-4 76 141 128 55 400 3-4 4 64 50 25 183
4-3 170 144 111 74 499 4-3 4 65 42 20 171
Total 1909 2236 1867 1528 7536 Total 862 954 818 737 3371

adopt the tokenizer of GPT-40 for consistency and comparability. Table 14 and Table 15 present the
distribution of text lengths from different perspectives: the former provides statistics by task, while
the latter summarizes the data by question type.

F.5 MULTI-CHOICE QUESTION OPTION COUNT DISTRIBUTION.

In this section, we present the distribution of multiple-choice question option counts, as shown in
Table 16, Table 17, and Table 18, along with the examination option distribution for Task 3-5, as
shown in Table 19. For multiple-choice questions, each question has four options: A, B, C, and D.
In contrast, for Task 3-5, each question has two options: allowed and rejected.

Table 18: Distribution of Chinese questions’ answers by task.

Task A B C D Total

1-1 61 76 61 61 259
1-2 52 93 69 62 276
1-3 81 79 68 66 294
1-4 56 55 70 71 252
1-6 112 67 102 57 338
1-7 91 124 60 33 308
2-1 63 65 60 62 250
2-2 31 109 77 11 228
2-3 36 40 59 21 156
2-4 35 38 35 31 139
2-5 57 165 63 16 301
3-1 60 44 26 30 160
3-2 34 41 37 47 159
3-3 120 126 115 139 500
3-4 32 77 78 30 217
4-3 126 79 69 54 328
Total 1047 1278 1049 791 4165
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Table 19: Examination outcome distribution for Task 3-5.

Examination Outcome Count Percentage (%)

Allowed 138 43.95
Rejected 176 56.05
Total 314 100

G PRrROMPTS

G.1 ZERO-SHOT AND FEW-SHOT PROMPT

We adapt four types of zero-shot prompts and few-shot prompts for our experiment, corresponding
to different task types: choice questions, classification, examination, and generation, across both
English and Chinese languages. The Chinese version uses the same content as the English version.

Zero-shot Prompt for Choice Question Task

Please answer the following question thoughtfully and provide your final answer at the end in the
format ’Answer: **option**’

{ Question }

Zero-shot Prompt for IPC/CPC Classification Task (1-5)

Please answer the following question thoughtfully and provide your final answer at the end in the
format ’Answer: **corresponding IPC number**’

{Question}

Zero-shot Prompt for Generation Task (4-1, 4-2)

Abstract Generation based on Claims (4-1):

# Claims

{Claims Text}

Please generate the abstract of the patent based on the given claims.

Dependent Claim Generation (1-5-2):

# Independent Claim

{Claim Text}

Please generate all dependent claims corresponding to the given independent claim.

Zero-shot Prompt for Patent Application Examination Task (3-5)

Please examine the patents in # Patent Applications Awaiting Examination. Determine whether each
patent application should be allowed or rejected.
Return your decision in the following format:

Answer: allowed / rejected
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Few-shot Prompt for Choice Question Task

# There are k examples

## Example {1}

Question: {1-shot-question}
Answer:{1-shot-answer }

## Example {k}
Question: {k-shot-question}
Answer:{k-shot-answer }

Please answer the following question thoughtfully and provide your final answer at the end in
the format ’ Answer: **option**’

{ Question }

Few-shot Prompt for IPC/CPC Classification Task

# There are k examples

## Example {1}

Question: {1-shot-question}
Answer:{ 1-shot-answer }

## Example {k}
Question: {k-shot-question}
Answer:{k-shot-answer }

Please answer the following question thoughtfully and provide your final answer at the end in
the format *Answer: **corresponding IPC/CPC number**’

{Question}

G.2 CHAIN-OF-THOUGHT PROMPT

Chain-of-Thought Prompt for Choice Question Task

Please answer the following question thoughtfully and provide your final answer at the end in the
format ’Answer: **option**’

{ Question }

Let’s think step by step.

Chain-of-Thought Prompt for IPC/CPC Classification Task

Please answer the following question thoughtfully and provide your final answer at the end in the
format ’Answer: **corresponding IPC/CPC number**’

{Question}

Let’s think step by step.

H METRICS

In this section, we provide the details of the metrics used in our [PBench. The details of the multiple-
choice question metric are in Section H.1, the details of the classification task metric are in Sec-
tionH.2, and the details of the generation task are in Section H.3.
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Table 20: The overview of evaluated models. Max Context refers to the maximum context length of
the model without length extrapolation for all models.

Model Size Max Context Type Orientation Access
GPT-40 (Hurst et al., 2024) - 128k Chat Model General OpenAl API
GPT-40-mini (Hurst et al., 2024) - 128k Chat Model General OpenAl API
DeepSeek-V3 (DeepSeek-Al et al., 2024) 671B 128k Chat Model General  DeepSeek API
Qwen3 (Team, 2025a) 8B 32k Chat Model General Weights
Qwen2.5-Instruct (Yang et al., 2024) 7/72B 32k Chat Model General Weights
Llama3.1-Instruct (Dubey et al., 2024) 8/70B 32k Chat Model General Weights
Gemma-2-Instruct (Riviere et al., 2024) 9/27B 8k Chat Model General Weights
Mistral-7B-Instruct (Jiang, 2024) 7B 32k Chat Model General Weights
MoZi-qwen (Ni et al., 2024) 7B 32k Chat Model 1P Weights
DISC-LawLLM (Yue et al., 2023; 2024) 6B 2048 Chat Model Law Weights
HanFei (He et al., 2023) 7B 2048 Chat Model Law Weights
DeepSeek-R1 (DeepSeek-Al et al., 2025) 671B 128k Reasoning Model ~ General = DeepSeek API
Deepseek-R1-Distill-Qwen (DeepSeek-Al et al., 2025) 7B 32k Reasoning Model ~ General Weights
QwQ (Team, 2025b) 32B 32k Reasoning Model ~ General Weights

H.1 MULTI-CHOICE QUESTION METRIC

For multiple-choice questions, we use accurac’y as the metric due to the straightforward nature of
the judgment process. Each multiple-choice question has four options: A, B, C, and D. We use the
same extraction method for each model’s response, compare the selected answer with the ground-
truth option, and then compute the average accuracy. The average score ranges from 0 to 100, and
is computed as shown in the Equation 1.

Number of Correct Answers #
Total Number of Questions #

ey

Accuracy =

H.2 TIPC/CPC CLASSIFICATION TASK METRIC

For IPC/CPC classification task, we use exact-match as the metric. For example, in the IPC code
A01B00/66, ’A’ represents the Section, *01” the Class, and "B’ the Subclass. If the model predicts
’A’, it earns one point for the Section; if it predicts AO1’, it earns one point for the Class; and
if it predicts AO1B’, it earns one point for the Subclass. If the entire code is predicted correctly,
one point is awarded for the Exact Match. We evaluate all the test data to calculate the average
exact-match score across these four levels. The difficulty increases as the model is required to make
correct predictions at more levels.

H.3 GENERATION TASK METRIC

In this section, we provide the details of the LLM-as-a-judge approach used for LLMScore and
analyze its consistency with human evaluation.

We design five evaluation dimensions for LLM-as-a-judge: Accuracy, Relevance, Completeness,
Consistency, and Language-Style. The detailed definitions are provided in the prompts below. Each
dimension is scored on a scale from 1 to 10 points. We use DeepSeek-V3 as the judge model because
it achieves relatively better performance on the multiple-choice tasks, indicating solid knowledge in
the intellectual property domain. In addition to the LLM-as-a-judge evaluation, we further sam-
ple 50 responses each from GPT-40, DeepSeek-V3 and LLaMA3.1-8B-Instruct for the two tasks.
These responses are assessed by three human experts using the same criteria as the LLM-as-a-judge
framework. The results and the corresponding consistency between the LLM and human analysis
are presented in Table 6.

We provide a consistency analysis between different metrics and human evaluations, including
Kendall, Pearson, and Spearman coefficients. The higher the consistency coefficient, the better, in-
dicating stronger consistency; the smaller the p-value, the better, indicating statistical significance.
A smaller p-value, typically less than 0.05, indicates that the observed correlation is statistically
significant.
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LLMScore for Generation Task. For Task 4-1 and 4-2, we draw inspiration from the error tax-
onomy for abstract generation and dependent claims generation proposed in PatentEval (Zuo et al.,
2024), and used five dimensions to evaluate the quality of the generated abstract. The specific prompt
we use for LLM-as-a-judge in evaluating generation task are provided in code.

I DETAILS ABOUT EVALUATED MODELS

We provide details of the evaluated models, including their size, context length, type, and access
method, as shown in Table 20.

J MORE DISCUSSION

The growing integration of LLMs into high-stakes domains demands rigorous, domain-specific eval-
uation frameworks. Among these domains, IP presents unique challenges that remain largely unad-
dressed in existing NLP benchmarks. IP tasks operate at the intersection of technical innovation and
legal regulation, requiring precise reasoning over structured taxonomies (e.g., [IPC/CPC classifica-
tions), formal legal constructs (e.g., claim scope and infringement logic), and high-stakes decisions
(e.g., patentability, damages, licensing). Yet most LLM benchmarks either omit this domain or
reduce it to surface-level tasks like summarization or basic classification.

This oversight poses real risks. As LLMs begin to influence decision-making pipelines in patent
examination, IP analytics, or IP litigation support, the lack of tailored evaluation may lead to mis-
leading conclusions about model capabilities. Moreover, the complexity of IP, spanning multiple
jurisdictions, languages, legal doctrines, and technical fields, makes it an ideal stress test for mea-
suring LLMs’ reasoning, memory, and generation under constraint.

Our work addressed this critical gap by introducing IPBench, a bilingual, multi-dimensional bench-
mark grounded in real-world IP tasks. The benchmark is built on a four-level task taxonomy adapted
from Webb’s DoK theory, ranging from low-level recall to high-level creative synthesis. These lev-
els are aligned not just with educational psychology but with actual workflows in patent offices, IP
law firms, and technology transfer environments. Unlike prior benchmarks such as PatentEval (Zuo
et al., 2024), which focus narrowly on a few patent tasks, [PBench spans 20 tasks across 8 IP mech-
anisms and includes both comprehension-based and generative formats.

Our empirical findings revealed several important trends and limitations in current LLMs. First,
general-purpose models such as GPT-4o0 and DeepSeek-V3 consistently outperform law- and IP-
specific models. This may seem counterintuitive, as vertical models like MoZi-qwen are explicitly
trained on legal corpora. However, this underperformance likely results from a combination of
overfitting, insufficient general reasoning capabilities, and inadequate coverage of the procedural
and generative aspects of IP workflows. Vertical fine-tuning strategies may inadvertently narrow
the model’s inferential space or induce catastrophic forgetting, degrading performance on multi-step
reasoning tasks.

Second, our evaluation of reasoning-oriented models such as DeepSeek-R1 and QwQ-32B revealed
that while they do not top the overall leaderboard, they outperform chat-based models on specific
tasks requiring arithmetic logic, legal thresholds, or rule-based evaluation (e.g., compensation es-
timation or damages calculation). This supports the hypothesis that architecture matters: models
with symbolic reasoning capabilities have a structural advantage in tasks where correctness hinges
on numerical precision or multi-condition rule satisfaction.

Third, our analysis of prompting techniques showed mixed outcomes. Few-shot prompting improves
performance on some models and tasks, particularly in instruction-following or retrieval-based sce-
narios. However, models like Llama3.1-8B-it show no consistent improvement, suggesting sensitiv-
ity to prompt design or training data mismatches. The CoT prompting, often touted as a reasoning
enhancer, surprisingly leads to performance drops (0.40.6%) across models. Our error analysis
attributes this to the injection of spurious reasoning paths and overthinkinga phenomenon also ob-
served in prior work (Zheng et al., 2025; Fan et al., 2025). In domains like IP, where many tasks
hinge on memorized definitions or hierarchical rule structures, CoT may actually degrade perfor-
mance by introducing incorrect logic.
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Fourth, the performance on IPC/CPC classification is alarmingly low. Even the best model,
DeepSeek-R1, achieves only a 10.8% Exact Match rate. These classification systems are essential
for patent analytics, prior art search, and innovation tracking, and failure to resolve them accurately
reflects fundamental limitations in LLMs’ ability to represent domain hierarchies, align semantic
cues with technical structure, and disambiguate overlapping categories. These failures underscore
a broader issue in LLM design: current architectures are not optimized for structured symbolic
taxonomies or discrete label hierarchies that are common in regulatory domains.

We also introduced LLMScore, an automatic evaluation metric tailored to generative tasks in IP. Un-
like traditional metrics such as BLEU and ROUGE, which are inadequate for legal text due to their
lack of semantic granularity, LLMScore is based on the LLM-as-a-judge paradigm and evaluates
responses across four human-aligned dimensions. Empirical results demonstrate that LLMScore
correlates more strongly with human judgments and supports nuanced evaluation of claim and ab-
stract generation, which are central to both patent drafting and retrieval.

Collectively, these results highlight not only current limitations in model generalization and prompt-
ing strategies but also the inherent complexity of the IP domain. This complexity arises from its
hybrid nature: legal and technical, deterministic and interpretive, global and jurisdiction-specific.
Benchmarks like IPBench are thus essential not only for evaluation but for guiding the next phase
of model development.

Looking forward, we envision several extensions to [PBench and its applications. The current ver-
sion focuses on U.S. and Chinese legal frameworks; future iterations will incorporate additional
jurisdictions such as the EU and Japan, enabling cross-legal evaluation and comparative reason-
ing. Moreover, as more IP-specific models become available, IPBench can serve as a testbed for
fine-tuning strategies, prompt engineering, and hybrid symbolicneural architectures. More broadly,
IPBench offers a blueprint for evaluating LLMs in other complex verticalssuch as medicine, fi-
nance, or regulatory compliance, where task diversity, interpretability, and factual correctness are
non-negotiable. By operationalizing cognitive depth and legal realism in benchmark design, we
hope to catalyze the development of trustworthy, capable, and domain-aligned LLMs.

K MORE RESULTS

In Section Section K, we present additional results under various experimental settings, covering
both Chinese and English. Specifically, Section K.1 reports the overall results on IPBench, Sec-
tion K.2 presents the results for Chinese questions, Section K.3 covers the results for English ques-
tions, and Section K.4 provides detailed results of the LLM-as-a-judge evaluation along with its
consistency with human judgments.

K.1 OVERALL RESULTS

We provide the results of overall performance under the few-shot setting (1-shot, 2-shot, and 3-shot)
in Section K.1.1, and the results under the chain-of-thought setting in Section K.1.2.We provide a
model performance heatmap as shown in Figure 5, where models are sorted by their overall perfor-

mance. A redder color indicates that the model on the x-axis outperforms the corresponding model
on the y-axis.

K.1.1 FEW-SHOT RESULTS

The 1-shot results of IPBench are presented in Table 21 and Table 22, the 2-shot results in Table 23
and Table 24, and the 3-shot results in Table 25 and Table 26.

K.1.2 CHAIN-OF-THOUGHT RESULTS

The chain-of-thought results of IPBench are presented in Table 27 and Table 28.
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Table 21: Results of IPBench with 1-shot setting. The best-performing model in each task is in
darker red , and the second best is in lighter red .

Model |OA |11 12 1-3 14 16 17|21 22 23 24 25|31 32 33 34|43
GPT-40-mini  [73.993.8 86.3 78.6 79.8 61.1 66.6|51.6 62.6 61.4 77.1 81.4|69.3 76.9 81.1 79.8|70.3
Qwen2.5-7B-it [67.5|94.2 82.5 76.4 72.8 60.8 63.5|48.8 62.0 52.2 70.4 76.1|69.0 69.5 55.6 79.5|62.1
Llama3.1-8B-it |59.3(87.0 69.7 67.4 72.0 50.7 64.6|46.0 57.6 43.7 69.4 45.9(60.0 69.8 36.8 73.2|57.1
Gemma-2-9B-it [66.4|89.2 74.3 71.0 73.2 55.6 60.8|50.8 65.0 50.0 72.8 82.7|70.0 70.8 53.9 75.7|69.5
Mistral-7B-it ~ |54.8|79.0 61.6 63.4 59.9 43.4 52.9|44.6 574 36.4 61.8 62.1|60.3 48.4 394 67.2|57.1
MoZi-qwen |63.0195.2 81.5 762 66.9 59.9 64.4]472 62.6 40.2 72.1 77.4|69.0 58.8 36.6 71.8|57.9
DISC-LawLLM |47.7|78.8 66.9 66.4 65.5 45.0 52.2|40.0 54.6 32.0 51.8 70.8|58.7 39.6 - 67.3/30.7
Hanfei 28.0(37.0 29.3 28.8 31.2 33.9 43.6(26.6 37.2 35.8 299 24.6|37.0 224 - 31.0|30.1

Table 22: Results of Patent [PC/CPC Classification tasks (1-5-1 and 1-5-2) with 1-shot setting. The
best-performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

CPC Classification (1-5-2)

Model

ode Exact-Match Section Class Subclass|Exact-Match Section Class Subclass
GPT-40-mini 2.2 81.8 67.0 50.8 0.5 743  59.1 49.1
DeepSeek-V3 15.1 86.3 755 60.5 7.3 86.2 74.3 65.0
Qwen2.5-7B-it 2.2 73.8 579 42.2 0.3 67.5 488 37.2
Llama3.1-8B-it 0.7 64.1 49.7 33.7 0.0 452 352 22.2
MoZi-qwen 0.4 47.0 346 21.9 | 0.0 16.5 7.8 4.3

K.2 CHINESE QUESTIONS RESULTS

In Section Section K.2, we focus on the IPBench results for Chinese questions. We provide the zero-
shot results for the Chinese portion of IPBench in SectionK.2.1, the few-shot results in SectionK.2.2,
and the chain-of-thought results in Section K.2.3.
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Table 23: Results of IPBench with 2-shot setting. The best-performing model in each task is in
darker red , and the second best is in lighter red .

Model |OA |11 12 13 14 16 1721 22 23 24 25|31 32 33 34|43
GPT-4o-mini  |74:0]94.2 87.9 77.0 802 60.6 66.6|52.0 59.6 63.3 794 83.4|68.0 78:6 80.7 76.7 |72:5
Qwen2.5-7B-it |69.3[94.8 83.3 76.0 77.0 59.9 65.0(47.8 60.4 56.0 71.8 83.7|67.7 69.5 65.9 815|577
Llama3.1-8B-it [59.3|85.8 67.3 68.4 69.6 52.3 61.7|48.0 56.6 45.6 71.4 66.8|60.0 61.4 37.8 69.8(53.9
Gemma-2-9B-it |67.3 [89.0 76.3 71.4 722 563 61.1|51.4 [62:8 522 74.7 [84.7|66.7 724 57.4 78.0|70.3
Mistral-7B-it  |57.2|79.8 64.1 64.6 61.5 44.4 53.8|47.0 56.6 38.0 65.1 73.1|61.8 48.7 47.1 67.5/565
MoZi-qwen | 66.8 [96.0 84.1 77:2 75.0 (63.6 64.2|48.4 61.2 43.0 75.1 82.4|72.0 64.6 49.4 80.8]55.1
DISC-LawLLM |56.779.2 67.1 66.6 653 502 51.3[39.6 53.8 313 58.1 78.1|57.7 422 - 71.5|37.1
Hanfei 32.5(36.0 24.7 35.8 33.7 353 33.0(254 37.0 32.6 266 492|423 22.1 - 322|257

Table 24: Results of Patent IPC/CPC Classification tasks (1-5-1 and 1-5-2) with 2-shot setting. The
best-performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

CPC Classification (1-5-2)

Model

Exact-Match Section Class Subclass|Exact-Match Section Class Subclass
GPT-40-mini 2.3 822 68.0 51.5 0.2 76.3 61.6 51.6
DeepSeek-V3 15.1 86.7 76.1 60.6 7.2 86.5 733 65.7
Qwen2.5-7B-it 2.5 782 624 46.2 0.3 685 512 38.8
Llama3.1-8B-it 1.1 59.7 44.7 29.2 0.0 63.3 457 26.7
MoZi-qwen 0.6 56.6 41.7 26.8 | 0.2 323 173 9.3

Table 25: Results of IPBench with 3-shot setting. The best-performing model in each task is in
darker red , and the second best is in lighter red .

Model |OA |11 12 13 14 16 1-7|2-1 22 2-3 24 25|31 32 33 34|43
GPT-40-mini  |74.7|94.4 87.5 79.6 80.0 63.3 68.8|52.4 58.6 63.6 80.1 82.7|70.3 77.9 80.0 80.0|75.0
Qwen2.5-7B-it [70.6(94.2 83.3 73.6 76.0 62.2 68.2|50.8 62.2 51.3 74.8 84.7(70.7 72.4 68.5 82.2|60.3
Llama3.1-8B-it |59.4|87.4 67.0 66.4 69.8 52.7 63.7|45.6 554 43.0 66.4 75.4|61.0 62.7 36.7 70.5|56.3
Gemma-2-9B-it [67.4[89.4 76.1 70.6 70.6 56.6 62.5|51.2 62.2 51.6 76.4 85.1|68.3 69.5 58.7 76.3|70.7
Mistral-7B-it | 56.5|80.6 63.9 62.8 61.7 45.9 54.4|47.4 56.0 36.1 64.1 73.8|63.3 50.3 40.1 67.8|58.1
MoZi-qwen |65.3196.2 83.5 77.2 76.0 62.4 65.1|49.4 61.8 40.5 75.8 80.4|72.7 62.0 38.3 79.0|57.3
DISC-LawLLM |57.4|83.8 67.3 64.6 66.7 53.6 52.0|41.2 54.8 29.4 62.1 74.4|60.0 41.2 - 675|385
Hanfei 29.9(32.0 28.9 26.2 284 31.7 31.6(23.6 36.2 29.1 22.6 30.6|41.0 244 — 263|345

Table 26: Results of Patent [IPC/CPC Classification tasks (1-5-1 and 1-5-2) with 3-shot setting. The
best-performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

CPC Classification (1-5-2)

Model

Exact-Match Section Class Subclass|Exact-Match Section Class Subclass
GPT-40-mini 2.0 825 67.8 50.9 0.3 80.1 653 54.1
DeepSeek-V3 15.6 87.1 76.2 61.2 7.7 85.7 733 64.7
Qwen2.5-7B-it 2.3 78.8  62.7 46.8 0.5 68.3 50.8 38.8
Llama3.1-8B-it 1.2 65.6 48.9 32.8 0.0 64.8 458 29.8
MoZi-qwen 1.0 70.6 513 34.2 | 0.0 24.2 12.8 7.7

K.2.1 ZERO-SHOT RESULTS

The zero-shot results for the Chinese portion of IPBench are shown in Table 29, Table 30 and
Table 31. Since the Patent CPC Classification task (1-5-2) only includes English questions, Table 30

does not include it.
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Table 27: Results of IPBench with chain-of-thought setting. The best-performing model in each
task is in |darker red , and the second best is in lighter red .

Model OA 11 12 13 14 16 17|21 22 2-3 24 25|31 32 33 34 35|43

GPT-40-mini ~ 72.0 94.4 85.9 78.0 80.4 59.9 67.3|51.4 62.6 62.0 74.8 80.4|65.7 71.1 81.1 78.8 44.966.9
Qwen2.5-7B-it  67.6 89.0 82.9 75.2 76.2 57.3 63.0(48.0 64.2 58.2 73.8 79.7(66.7 70.1 65.1 78.5 44.3|58.9
Llama3.1-8B-it 61.3 84.1 69.5 67.6 70.2 53.6 59.5|49.4 60.6 459 66.4 71.8|62.3 59.4 54.8 73.0 43.6|54.1
Gemma-2-9B-it 61.7 87.0 72.3 654 66.3 54.1 55.7|51.0 64.8 47.8 71.1 76.4|66.3 67.9 57.9 73.5 - |65.1
Mistral-7B-it ~ 54.3 80.6 63.3 63.6 62.5 43.6 54.0|42.4 54.6 44.3 64.1 65.8|56.7 51.0 41.0 66.5 36.3|47.9

MoZi-qwen 60.2 93.0 79.9 72.0 653 50.2 61.9|45.2 52.4 452 66.8 72.4|58.3 62.7 49.2 71.0 43.9]44.1

DISC-LawLLM 37.3 654 57.4 48.6 39.3 42.8 41.4|254 34.8 259 322 62.8(26.7 25.7 17.5 39.0 - |30.5
Hanfei 29.9 42.0 28.5 324 34.1 30.6 26.8|28.8 29.6 21.5 259 24.3|34.3 26.6 24.6 31.7 - |353

Table 28: Results of Patent IPC/CPC Classification tasks (1-5-1 and 1-5-2) with chain-of-thought
setting. The best-performing model in each task is in darker purple , and the second best is in

lighter purple .
Model IPC Classification (1-5-1) | CPC Classification (1-5-2)
ode]
Exact-Match Section Class Subclass|Exact-Match Section Class Subclass
GPT-40-mini 0.2 80.4 674 51.6 0.0 76.8  63.0 52.5
DeepSeek-V3 1.3 82.3 72.0 574 1.0 833 70.7 63.0
Qwen2.5-7B-it 1.8 743  60.4 42.0 0.5 60.2  46.0 35.7
Llama3.1-8B-it 0.9 67.0 50.5 324 0.2 64.0 448 29.5
MoZi-qwen 0.3 224 172 126 | 0.0 7.7 2.8 1.8

Table 29: Chinese questions results of IPBench. The best-performing model in each task is in
darker red , and the second best is in lighter red . The model DS-Qwen refers to DeepSeek-R1-

Distill-Qwen, while the suffix if indicates the Instruct version of the model. OA denotes the overall
average accuracy on the choice tasks.

Model |OA |11 12 13 14 16 1-7|2-1 22 2-3 2-4 25|31 32 33 34|43

GPT-40 77.7195.0 92.4 82.0 80.6 73.1 73.7|50.8 73.7 67.3 70.0 84.1|/66.9 63.5 80.2 82.9|79.0
GPT-40-mini 742|919 86.2 76.9 80.6 65.1 66.6|44.4 66.2 57.7 66.9 83.4|58.8 80.5 82.2 77.9|72.6
DeepSeek-V3 78.7|97.3 90.2 87.1 83.0 76.3 72.1|48.0 74.1 65.4 70.5 84.1|67.5 71.1 78.2 83.9|84.8
Qwen3 7321954 855 759 79.8 68.3 68.2(43.6 74.1 55.8 65.5 82.7|62.5 73.0 67.4 78.3|77.4
Qwen2.5-72B-it [77.9/96.5 92.4 82.0 81.8 69.8 70.5|48.0 81.1 62.2 74.8 82.1|67.5 68.6 81.8 79.3|82.6
Qwen2.5-7B-it  [70.8|93.8 85.9 72.4 77.1 64.5 63.6|47.6 76.3 51.9 66.9 77.1|60.6 66.7 67.6 78.3|68.0
Llama3.1-70B-it | 70.8 [91.5 81.9 714 76.2 66.6 66.9|47.2 71.9 48.7 66.9 81.1]66.3 66.7 63.0 78.3|77.4
Llama3.1-8B-it |65.1[88.4 73.6 65.7 78.6 63.6 58.4|50.4 69.3 41.7 62.6 75.7|58.8 57.2 55.8 79.3|55.8
Gemma-2-27B-it [69.2 |88.8 78.3 66.0 75.4 60.4 60.1{47.2 77.2 53.2 66.2 81.1/66.3 61.6 62.8 80.2|76.8
Gemma-2-9B-it [65.5|91.5 754 68.4 63.5 67.5 57.5|452 73.7 45.5 59.7 80.4|62.5 57.9 51.4 73.7|68.9
Mistral-7B-it 54.1|74.1 58.3 55.4 58.7 44.1 51.6|45.6 60.5 40.4 48.2 67.0|53.1 29.6 47.4 60.1|59.5

MoZi-qwen |67.9]93.1 86.2 73.1 59.1 69.2 64.6|48.4 64.0 41.0 56.8 76.4|60.0 57.9 64.0 82.0|65.5

DISC-LawLLM |55.0(86.9 69.2 64.6 63.5 64.5 49.7|38.0 66.7 40.4 46.8 64.8|50.6 37.7 28.4 72.8|41.5
Hanfei 39.9/65.3 46.7 50.3 53.2 459 51.3|28.4 43.4 269 36.7 49.241.9 20.1 10.0 45.2|35.1

DeepSeek-R1 76.6195.8 91.3 84.4 79.4 74.0 73.1|44.8 76.8 66.0 67.6 85.4|59.4 78.6 64.8 84.3|82.9
DS-Qwen-7B 58.2179.2 59.1 50.7 63.9 51.2 49.4(44.0 53.5 38.5 49.6 65.5|/50.6 64.8 63.6 63.6|63.7
QwQ-32B 76.4194.6 193.1 79.3 79.876.9 73.7|50.0 77.2 66.7 74.8 85.4|64.4 80.5 65.6 77.4|75.0

K.2.2 FEW-SHOT RESULTS

The 1-shot results for the Chinese portion of IPBench are shown in Table 32 and Table 33, the 2-shot
results in Table 34 and Table 35 and the 3-shot results in Table 36 and Table 37.
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Table 30: Results of Chinese Patent IPC Classification task (1-5-1). The best-performing model in
each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

Model .
Exact-Match Section Class Subclass

GPT-40 8.0 76.4  70.5 62.1
GPT-40-mini 1.0 76.0 66.1 53.7
DeepSeek-V3 20.2 804 728 66.3
Qwen3 34 76.8 61.0 47.6
Qwen2.5-72B-it 8.0 79.8 71.0 62.3
Qwen2.5-7B-it 2.3 68.6 579 46.3
Llama3.1-70B-it 5.0 779 64.8 55.2
Llama3.1-8B-it 04 65.1 51.8 34.1
Gemma-2-27B-it 1.0 724 564 459
Gemma-2-9B-it 0.0 66.3 51.0 34.9
Mistral-7B-it 0.0 499 26.1 16.8
MoZi-qwen 0.4 343 255 16.8
DISC-LawLLM 0.0 51.2 309 15.5
Hanfei 0.0 17.2 4.2 0.2
DeepSeek-R1 19.6 832 754 67.6
DS-Qwen-7B 0.0 29.3 8.5 1.2
QwQ-32B 3.9 809 715 60.7

Table 31: Results of Chinese generation tasks (4-1 and 4-2). The best-performing model in each
task is in darker blue , and the second best is in lighter blue . R-L refers to ROUGE-L, BS refers
to BERTScore, LLMScore refers to GPT-4 judge score (1-10), Avg Tokens # denotes the average
number of tokens in the generated text, and Avg DC # indicates the average number of generated
dependent claims.

Model Abstract Generation (4-1) \ Dependent Claim Generation (4-2)
ode]
BLEU R-LL BS LLMScore Tokens # BLEU R-L. BS LLMScore Tokens # DC #
(1-10) (167.9) (1-10) 457.8) @4.1)
GPT-40 177 34.8 91.0 8.77 278.7 12.7 25.0 90.3 6.30 658.3 6.8
GPT-40-mini 17.9 35.2 90.9 8.51 224.9 15.0 28.6 90.3 6.09 4979 11.8
DeepSeek-V3 124 29.9 90.5 8.92 273.8 10.8 23.4 90.0 7.36 799.7 149
Qwen2.5-72B-it  13.7 30.8 90.8 8.50 379.6 9.6 20.3 90.6 6.60 13742 174
Qwen2.5-7B-it 20.5 36.8 91.1 8.29 190.4 11.0 21.5 90.6 5.64 34533 435
Llama3.1-70B-it 24.9 40.3 91.1 7.89 261.2 7.3 19.8 89.7 4.99 40452 430
Llama3.1-8B-it 11.9 26.7 90.2 7.16 554.9 4.7 13.1 90.1 3.09 49322  36.1
Gemma-2-27B-it 147 30.6 90.2 7.74 215.5 6.5 19.1 88.6 5.46 678.5 3.1
Gemma-2-9B-it  17.7 33.9 90.6 8.07 247.8 5.7 20.8 88.3 5.15 577.1 5.8
Mistral-7B-it 11.8 26.2 90.4 7.24 479.5 35 10.7 83.8 2.13 4968.3 44.0
MoZi-qwen 31.3 53.4 91.6 791 3359 | 7.7 28.6 90.3 4.28 8306.6 59.8
DeepSeek-R1 89 28.0 89.3 7.89 671.0 9.3 26.8 81.8 7.17 13742 15.8
DS-Qwen-7B 124 36.1 90.3 7.80 918.2 54 325 81.8 3.69 9878.2 89.8
QwQ-32B 11.1 33.6 90.2 8.84 1403.8 54 226 80.8 7.05 5360.0 37.8

K.2.3 CHAIN-OF-THOUGHT RESULTS

The chain-of-thought results for the Chinese portion of IPBench are presented in Table 38 and Ta-
ble 39.
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Table 32: Chinese questions results of IPBench with 1-shot setting. The best-performing model in
each task is in darker red , and the second best is in lighter red .

Model |OA |11 12 13 14 16 1721 22 23 24 25|31 32 33 34|43

GPT-40-mini  [73.1|91.5 859 72.5 76.6 67.2 65.9|43.6 68.9 53.2 66.9 81.4|63.1 74.2 79.2 77.0|76.5
Qwen2.5-7B-it |69.994.6 86.2 72.5 73.8 71.0 66.6|43.6 71.5 50.0 59.7 76.1|58.1 64.2 60.0 82.5|70.1
Llama3.1-8B-it |58.9|81.5 64.1 60.9 73.0 59.2 61.7|43.6 69.3 38.4 61.2 45.9|56.3 64.8 38.0 73.2|65.6
Gemma-2-9B-it [68.1|86.9 74.3 67.4 69.4 64.8 60.7|46.8 79.4 45.5 67.6 82.7|64.4 64.8 56.8 74.7|79.0
Mistral-7B-it ~ [53.7|71.0 56.2 58.5 59.5 47.0 52.3|38.8 66.2 42.3 432 62.1|53.8 35.2 41.4 65.4|61.6

MoZi-qwen |67.595.0 87.3 73.8 61.9 [71.01 63.0|44.8 71.9 39.4 64.0 77.4|63.1 60.4 482 80.7|71.7

DISC-LawLLM [55.7|79.2 68.8 62.9 69.1 51.5 44.8|38.8 56.6 359 46.0 70.8|55.6 384 - 75.1|31.1
Hanfei 31.6|34.0 23.9 23.1 33.7 33.1 49.0|24.0 49.1 359 29.5 24.6|38.1 189 - 33.6|274

Table 33: Results of Chinese Patent IPC Classification task (1-5-1) with 1-shot setting. The best-
performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

Model

Exact-Match Section Class Subclass
GPT-40-mini 3.6 76.8 67.1 54.9
DeepSeek-V3 30.2 82.4 75.4 68.9
Qwen2.5-7B-it 3.8 59.6 50.9 39.6
Llama3.1-8B-it 0.8 45.9 36.4 25.5
MoZi-qwen 0.0 11.6 8.2 3.6

Table 34: Chinese questions results of IPBench with 2-shot setting. The best-performing model in
each task is in 'darker red , and the second best is in lighter red .

Model |OA |11 1-2 13 14 16 17|21 22 23 24 25|31 32 33 34|43

GPT-40-mini  [73.5/91.9 87.3 69.1 76.2 66.3 67.2|44.8 64.5 58.3 69.8 83.4|60.0 73.0 81.0 73.7|78.7
Qwen2.5-7B-it [70.8|95.0 86.2 70.8 76.2 69.5 68.8|39.6 68.9 51.9 63.3 83.7|54.4 60.4 67.2 83.0|65.6
Llama3.1-8B-it [58.9|79.5 63.4 63.6 69.8 58.3 59.1|46.8 64.0 36.5 65.5 66.8|53.1 54.7 38.0 66.4|61.3
Gemma-2-9B-it | 68.7[86.5 76.1 66.7 70.6 65.4 60.4|46.8 75.9 46.8 68.4 84.7|61.3 63.5 58.6 77.9|79.6
Mistral-7B-it ~ |56.6|73.0 58.0 58.5 63.1 49.1 52.6|44.4 63.2 42.3 51.1 73.1|55.6 37.1 48.6 66.4|61.0

MoZi-qwen  |70.3[95.8 87.3 75.2 76.6 74.9 65.3 [47.6 71.1 43.6 67.6 82.4 [68.1 61.0 52.2 83:4]70.1

DISC-LawLLM |57.676.5 66.3 62.9 68.3 56.8 45.8|38.0 56.1 36.5 51.1 78.1|54.4 346 - 74.7|43.9
Hanfei 31.7|30.5 19.6 40.1 30.2 35.2 34.4|25.6 35.5 22.4 259 49.2|44.4 12.0 - 32.7|32.3

Table 35: Results of Chinese Patent IPC Classification task (1-5-1) with 2-shot setting. The best-
performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

Model

Exact-Match Section Class Subclass
GPT-40-mini 2.5 75.4 65.9 54.5
DeepSeek-V3 29.4 82.8 76.0 69.1
Qwen2.5-7B-it 3.6 70.5 60.0 47.6
Llama3.1-8B-it 1.0 34.9 28.4 18.9
MoZi-qwen 0.4 29.9 23.1 15.4
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Table 36: Chinese questions results of IPBench with 3-shot setting. The best-performing model in
each task is in darker red , and the second best is in lighter red .

Model |OA |11 12 13 14 16 1721 22 23 24 25|31 32 33 34|43
GPT-4o-mini  |74.7|91.5 87:3 73.5 77.0 70.1 67.9|47.2 64.0 59.6 719 82.7|62.5 73.6 80.6 79.3|793
Qwen2.5-7B-it |72.1[95.0 84.4 69.4 77.0 71.6 [69.:8(45.6 73.7 43.6 65.5 84.7|58.1 65.4 69.6 83.468.9
Llama3.1-8B-it [59.3|81.1 60.9 59.5 68.7 60.9 64.0[47.6 57.5 32.1 58.3 75.4(53.1 55.3 37.8 67.7|64.6
Gemma-2-9B-it | 68.7 [87.6 75.0 66.0 69.0 64.5 633 |47.6 7500 48.1 69.8 85.1|63.8 61.6 60.0 76.5|77.4
Mistral-7B-it | 56.3|72.2 59.8 56.8 65.1 512 53.6|45.6 62.3 41.0 52.5 73.8|58.1 39.0 43.4 65.4|60.7
MoZi-qwen  |69.2[95.8 87.0 745 75.8 2.5 65.3[51.2 70.6 37.8 68.4 80.4 [67.5 554 47.4 81.6]72.9
DISC-LawLLM |58.0 [81.9 69.2 60.9 70.6 61.0 47.4|40.4 53.5 359 532 74.4|58.1 340 - 67.7|43.9
Hanfei 30.1]27.8 22.8 28.9 25.8 343 34.7(27.2 41.7 244 209 30.6|43.1 220 - 272|399

Table 37: Results of Chinese Patent IPC Classification task (1-5-1) with 3-shot setting. The best-
performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

Model

Exact-Match Section Class Subclass
GPT-40-mini 2.3 76.4 66.3 55.6
DeepSeek-V3 294 83.8 76.9 70.8
Qwen2.5-7B-it 3.6 71.1 60.2 48.0
Llama3.1-8B-it 0.4 46.1 33.9 23.2
MoZi-qwen 0.6 59.4 42.1 31.4

Table 38: Chinese questions results of [PBench with chain-of-thought setting. The best-performing
model in each task is in darker red , and the second best is in

lighter red .

Model |OA |11 1-2 13 14 16 17|21 22 23 24 2-5[31 32 33 34|43
GPT-40-mini  [72.4|92.3 84.1 70.8 77.8 65.4 66.9|45.2 68.9 59.6 60.4 80.4|57.5 66.0 81.00 75.1|71.3
Qwen2.5-7B-it [70.9 |93.4 86.2 72.8 79.4 63.0 65.3|46.0 74.1 55.1 61.9 79.7|59.4 69.8 67.00 78.3|67.1
Llama3.1-8B-it [62.3|83.4 63.8 62.9 66.7 58.3 55.8|52.4 66.7 39.1 51.8 71.8|58.8 51.6 62.20 71.4|61.0
Gemma-2-9B-it [63.1|85.3 69.9 57.8 63.1 59.8 52.3|46.8 75.0 49.4 59.7 76.4|59.4 61.0 53.80 67.3(70.7
Mistral-7B-it | 54.5|76.1 55.8 57.8 60.3 48.8 50.0|45.6 59.7 45.5 51.1 65.8|56.9 39.6 44.80 61.8|54.3
MoZi-qwen |60.5]91.5 80.4 64.6 57.9 55.3 60.7|39.2 54.8 44.9 54.0 72.4]45.0 553 58.00 65.9|45.4
DISC-LawLLM |52.5|83.8 66.3 62.9 63.5 61.0 49.0|37.2 58.8 25.6 48.2 62.8|43.8 37.7 30.40 60.4(41.5
Hanfei 29.1]44.0 25.0 35.0 37.7 349 26.3|24.8 259 22.4 25.2 24.3|35.0 17.6 23.00 24.4|38.4

Table 39: Results of Chinese Patent IPC Classification task (1-5-1) with chain-of-thought set-
ting. The best-performing model in each task is in darker purple , and the second best is in

lighter purple .

IPC Classification (1-5-1)
Model -
Exact-Match Section Class Subclass

GPT-40-mini 0.4 75.4 67.6 56.0
DeepSeek-V3 2.5 77.1 70.9 64.2
Qwen2.5-7B-it 1.7 58.7 50.1 36.4
Llama3.1-8B-it 0.2 56.6 41.3 26.7
MoZi-qwen 0.0 3.6 2.9 2.1

K.3 ENGLISH QUESTIONS RESULTS

In Section Section K.3, we focus on the IPBench results for English questions. We provide the zero-
shot results for the English portion of IPBench in SectionK.3.1, the few-shot results in SectionK.3.2,
and the chain-of-thought results in Section K.3.3.
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K.3.1

ZERO-SHOT RESULTS

The zero-shot results for the English portion of IPBench are shown in Table 40, Table 41 and Ta-

ble 42.

Table 40: English questions results of IPBench. The best-performing model in each task is in
darker red , and the second best is in lighter red . The model DS-Qwen refers to DeepSeek-R1-

Distill-Qwen, while the suffix if indicates the Instruct version of the model. OA denotes the overall
average accuracy on the choice tasks.

Model [OA[1-1 12 13 14 1-6 17|21 22 23 24|31 32 33 34 35|43
GPT-40 73.2|97.1 91.6 82.5 869 50.7 69.6(58.8 53.3 60.6 85.8(75.7 77.2 82:4 842 50.0|68.4
GPT-4o-mini  |71.4|97.1 88.9 85.0 83.7 49.3 68.8/56.0 62.1 61.3 85.2(77.1 69.2 81.0 79.2 44.0|54.4
DeepSeck-V3  [72.9(95.9 90.3 90.3 82.5 50.7 67.1 [65:6 55.9 66.9 82.1|77.1 79.2 79.6 83.1 44.6|67.3
Qwen3 68.293.4 80.1 73.8 73.4 49.8 65.0(59.2 160.7 65.0 83.3|77.9 75.8 73.6 77.6 44.0(49.7
Qwen2.5-72B-it |71.6(95.4 88.1 87.4 853 48.4 67.5/60.8 544 63.8 85.2|76.4 78.5 78.0 825 43.361.4
Qwen2.5-7B-it  |65.2(90.9 80.1 840 77.4 493 60.0|51.2 544 62.5 80.9|75.7 75.8 64.0 78.1 389|415
Llama3.1-70B-it [70.3]96.3 89.4 86.4 83.3 48.4 67.1(58.8 58.8 58.1 81.5(75.0 82.6 712 77.6 45.2|59.7
Llama3.1-8B-it [58.292.5 78.8 71.8 64.0 37.0 62.9(44.8 47.6 47.5 79.0|61.4 66.4 454 749 41.7(45.6
Gemma-2-27B-it |67.0 [92.5 83.2 83.5 79.8 45.7 62.9|59.6 54.8 58.8 852|729 71.1 51.6 803 — |48.0
Gemma-2-9B-it |64.3[91.7 81.9 79.6 59.5 45.7 61.7|572 55.1 48.1 79.6|70.0 765 524 78.7 — |49.1
Mistral-7B-it  |55.4[85.5 70.8 68.0 61.5 352 57.1|41.6 522 44.4 77.8|59.3 63.1 40.4 71.0 43.945.0
MoZi-qwen  |61.8]94.6 79.6 82.5 73.0 41.6 63.8|52.8 52.9 42.5 77.2|77.1 71.1 482 75.4 43.9(40.9
DISC-LawLLM |50.2|70.5 60.6 71.8 56.8 39.3 55.0|43.6 552 225 71.6|57.1 53.0 28.0 69.4 — |23.4
Hanfei 40.3|60.6 46.0 53.9 37.7 30.6 42.1|33.2 47.4 40.6 44.4|43.6 37.6 27.8 53.0 — |187
DeepSeck-R1  |71.6]96.3 92:9 92:2 82.1 51.1 70.0|62.4 54.4 77.5 87.0|67.9 77.9 69.6 79.2 47.5(57.9
DS-Qwen-7B  |56.0|76.4 58.9 58.3 50.4 48.0 52.5|43.6 493 53.8 82.1|57.9 59.1 63.8 63.8 43.6/38.0
QwQ-32B 70.7|95.9 88.5 85.4 75.8 47.0 68.8|64.8 57.7 74.4 84.6|75.7 1839 69.0 76.5 47.1|59.7

Table 41: Results of English Patent IPC/CPC Classification tasks (1-5-1 and 1-5-2). The best-
performing model in each task is in darker purple , and the second best is in lighter purple .

IPC Classification (1-5-1)

CPC Classification (1-5-2)

Model Exact-Match Section Class Subclass | Exact-Match Section Class Subclass
GPT-40 2.0 86.2 72.0 49.0 33 82.7 69.7 62.0
GPT-40-mini 1.0 84.5 67.5 47.0 0.5 79.0 64.5 52.7
DeepSeek-V3 2.3 86.7 73.8 51.3 9.5 84.0 73.3 65.2
Qwen3 2.2 84.0 68.2 48.3 0.5 62.7 48.3 38.7
Qwen2.5-72B-it 2.2 84.7 69.8 49.0 2.5 81.5 69.5 60.7
Qwen?2.5-7B-it 1.5 84.0 67.5 46.8 0.2 65.5 44.8 34.8
Llama3.1-70B-it 2.2 82.7 66.3 45.3 1.0 79.5 64.3 52.7
Llama3.1-8B-it 1.3 77.7 60.0 37.3 0.0 63.8 45.0 30.7
Gemma-2-27B-it 1.3 73.3 58.3 37.7 0.2 70.5 56.7 44.3
Gemma-2-9B-it 0.5 80.2 59.7 39.2 0.2 56.2 39.0 26.7
Mistral-7B-it 0.2 82.3 57.3 35.5 0.0 39.0 21.5 10.3
MoZi-qwen 0.8 42.8 332 233 | 0.0 8.5 3.1 1.8
DISC-LawLLM 0.0 83.0 61.3 39.5 0.0 31.0 23.4 11.5
Hanfei 0.0 6.9 0.0 0.0 0.0 0.9 0.0 0.0
DeepSeek-R1 3.2 88.0 74.0 52.0 8.5 82.5 71.2 63.2
DS-Qwen-7B 0.0 12.9 5.5 1.7 0.0 5.1 0.5 0.2
QwQ-32B 2.0 86.3 69.5 47.7 0.5 76.0 62.3 51.3

K.3.2 FEW-SHOT RESULTS

The 1-shot results for the English portion of IPBench are shown in Table 43 and Table 44, the 2-shot
results in Table 45 and Table 46 and the 3-shot results in Table 47 and Table 48.
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Table 42: Results of English generation tasks (4-1 and 4-2). The best-performing model in each
task is in darker blue , and the second best is in lighter blue . R-L refers to ROUGE-L, BS refers

to BERTScore, LLMScore refers to GPT-4 judge score (1-10), Avg Tokens # denotes the average
number of generated tokens, and Avg DC # denotes the average number of generated dependent

claims.
Model Abstract Generation (4-1) \ Dependent Claim Generation (4-2)
ode BLEU R-L BS LLMScore Tokens #| BLEU R-L BS LLMScore Tokens # DC #
(1-10) (129.0) (1-10) 417.4) (13.1)
GPT-40 17.7 27.3 87.7 8.07 264.2 252 28.0 87.4 6.97 637.4 6.2
GPT-40-mini 28.8 28.6 88.4 7.59 211.3 25.5 28.0 86.5 6.66 4584 1.1
DeepSeek-V3 26.7 26.8 87.4 7.84 218.3 274 30.1 88.0 7.54 583.7 14.8
Qwen2.5-72B-it 283 30.4 83.3 8.17 272.5 10.3 13.9 87.8 6.01 6207.6 120.8
Qwen2.5-7B-it 342 34.6 89.3 8.07 227.9 19.2 23.1 87.8 5.71 3569.3 48.0
Llama3.1-70B-it = 37.1 36.1 89.7 8.07 191.8 24.8 27.8 86.5 6.36 543.6 13.6
Llama3.1-8B-it 28.4 30.1 83.1 7.79 359.7 114 14.6 86.7 4.64 7643.6 1454
Gemma-2-27B-it 24.7 24.4 87.6 7.54 171.2 23.8 26.1 86.0 6.49 486.1 34
Gemma-2-9B-it 255 249 874 7.76 190.7 23.8 25.6 86.0 5.95 446.7 7.0
Mistral-7B-it 28.6 28.6 88.4 7.75 243.9 109 12.8 87.3 4.72 8117.8 1485
MoZi-qwen 31.1 48.6 89.1 7.56 296.8 | 24.8 [40.3 87.7 5.34 1936.5 355
DeepSeek-R1 18.7 27.6 85.7 7.55 613.6 23.8 31.8 61.1 7.19 1231.6 224
DS-Qwen-7B 7.0 9.7 76.8 7.36 686.9 17.9 32.2 56.2 4.62 23157 18.4
QwQ-32B 22.2 304 85.6 8.17 849.5 19.8 29.1 63.1 7.14 4635.4 457

Table 43: English questions results of IPBench with 1-shot setting. The best-performing model in

each task is in darker red , and the second best is in lighter red .

Model |OA |11 1-2 1-3 14 16 17|21 22 23 24|31 32 33 34|43
GPT-40-mini |75.4|96.3 86.7 87.4 82.9 52.1 67.5(/59.6 57.4 69.4 85.8|63.1 79.9 83.0 83.1|58.5
Qwen2.5-7B-it [65.1(93.8 77.9 82.0 71.8 452 59.6|54.0 54.0 54.4 79.6|58.1 75.2 51.2 76.0|46.8
Llama3.1-8B-it {59.9/93.0 76.5 76.7 71.0 37.9 68.3|48.4 47.8 48.8 76.5|56.3 75.2 35.6 73.2|40.9
Gemma-2-9B-it | 64.6 [91.7 74.3 76.2 77.0 41.6 60.8|54.8 529 54.4 77.2|64.4 77.2 51.0 77.0|51.5
Mistral-7B-it 56.2|87.6 68.1 70.4 60.3 37.9 53.8|50.4 50.0 30.6 77.8|53.8 62.4 37.4 69.4|48.5
MoZi-qwen [57.6]95.4 744 79.6 71.8 42.9 66.3|49.6 54.8 39.4 79.0|63.1 57.1 25.0 61.2|31.6
DISC-LawLLM |54.1|78.4 64.6 71.4 61.9 352 61.7]41.2 529 28.1 56.8|55.6 409 - 57.9|29.8
Hanfei 32.9140.3 35.8 36.9 28.6 35.2 36.7|29.2 27.2 35.6 30.3|38.1 262 - 279|35.1

Table 44: Results of English Patent IPC/CPC Classification tasks (1-5-1 and 1-5-2) with 1-shot
setting. The best-performing model in each task is in darker purple , and the second best is in

lighter purple .
Model IPC Classification (1-5-1) \ CPC Classification (1-5-2)
ode
Exact-Match Section Class Subclass \ Exact-Match Section Class Subclass

GPT-40-mini 1.0 86.2 67.0 47.3 0.5 74.3 59.1 49.1
DeepSeek-V3 2.0 89.7 75.7 53.2 7.3 86.2 74.3 65.0
Qwen2.5-7B-it 0.8 86.2 64.0 44.5 0.3 67.5 48.8 37.2
Llama3.1-8B-it 0.6 80.0 61.3 40.8 0.0 45.2 352 222
MoZi-qwen 0.7 78.0 57.7 37.8 | 0.0 16.5 7.8 4.3

K.3.3 CHAIN-OF-THOUGHT RESULTS

The chain-of-thought results for the English portion of IPBench are presented in Table 49 and Ta-

ble 50.
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Table 45: English questions results of IPBench with 2-shot setting. The best-performing model in
each task is in darker red , and the second best is in lighter red .

Model |OA[1-1 12 1-3 14 1-6 17|21 22 23 24|31 32 3-3 3443

GPT-40-mini 75.2(96.7 88.5 88.4 84.1 52.1 65.8|59.2 55.5 68.1 87.7|77.1 84.6 80.4 80.3|60.8
Qwen2.5-7B-it |68.394.6 79.7 83.5 77.8 45.2 60.0|56.0 53.3 60.0 79.0|82.9 79.2 64.6 79.8|42.7
Llama3.1-8B-it |60.1[92.5 72.1 75.2 69.4 43.4 65.0[49.2 50.4 54.4 76.5|67.9 68.5 37.6 73.8|39.8
Gemma-2-9B-it |66.0[91.7 76.5 78.2 73.8 42.5 62.1|56.0 51.8 57.5 80.2|72.9 81.9 56.2 78.1|52.6
Mistral-7B-it 58.0(87.1 71.7 73.3 59.9 37.4 55.4|49.6 51.1 33.8 77.2|68.8 61.1 45.6 68.9|48.0

MoZi-qwen |62.7]196.3 80.1 80.1 73.4 46.6 62.9|49.2 52.9 42.5 81.5|76.4 68.5 46.6 77.6|26.3

DISC-LawLLM |55.8 |82.2 68.1 71.8 62.3 40.2 58.3|41.2 51.8 26.3 64.2|61.4 503 - 67.8]24.0
Hanfei 32.8141.9 31.0 29.6 37.3 35.6 31.3|25.2 38.2 42.5 27.2|40.0 329 - 31.7(129

Table 46: Results of English Patent IPC/CPC Classification tasks (1-5-1 and 1-5-2) with 2-shot
setting. The best-performing model in each task is in darker purple , and the second best is in

lighter purple .
Model IPC Classification (1-5-1) | CPC Classification (1-5-2)
ode
Exact-Match Section Class Subclass|Exact-Match Section Class Subclass

GPT-40-mini 2.17 882 69.8 48.8 0.2 76.3  61.6 51.6
DeepSeek-V3 2.67 90.2 76.2 53.2 7.2 86.5 73.3 65.7
Qwen2.5-7B-it 1.50 85.0 645 45.0 0.3 68.5 512 38.8
Llama3.1-8B-it 1.30 81.5 59.0 38.2 0.0 63.3 457 26.7
MoZi-qwen 0.83 80.0 58.0 36.7 | 0.2 323 173 9.3

Table 47: English questions results of IPBench with 3-shot setting. The best-performing model in
each task is in darker red , and the second best is in lighter red .

Model |OA |11 1-2 1-3 14 16 17|21 22 23 24|31 32 33 34|43

GPT-40-mini |74.7|97.5 87.6 88.4 82.9 53.0 70.0|57.6 54.0 67.5 87.0|79.3 82.6 79.4 80.9|66.7
Qwen2.5-7B-it [70.6|93.4 81.9 79.6 75.0 48.0 66.3|56.0 52.6 58.8 82.7|85.0 79.9 67.4 80.9 43.9
Llama3.1-8B-it [59.4|94.2 74.4 76.3 71.0 40.2 63.3|43.6 53.7 53.8 73.5|70.0 70.5 35.6 73.8|40.4
Gemma-2-9B-it |67.4|91.3 77.4 772 72.2 447 61.4|54.8 51.5 55.0 82.1|73.6 77.9 57.4 76.0|57.9
Mistral-7B-it  [56.5|89.6 69.0 71.4 58.3 37.9 55.4|49.2 50.7 31.3 74.1|69.3 62.4 36.8 70.5|53.2

MoZi-qwen |65.3196.7 79.2 81.1 762 47.0 65.047.6 54.4 43.1 82.1|78.6 69.1 29.1 76.0|27.5

DISC-LawLLM |56.6 |85.9 65.0 69.9 62.7 42.5 57.9/42.0 5§5.9 23.1 69.8|62.1 49.0 - 67.2(28.1
Hanfei 28.9136.5 36.3 22.3 31.0 27.9 27.5|20.0 31.6 33.8 24.1|38.6 269 - 25.1(24.0

Table 48: Results of English Patent [PC/CPC Classification tasks (1-5-1 and 1-5-2) with 3-shot
setting. The best-performing model in each task is in darker purple , and the second best is in

lighter purple .
Model IPC Classification (1-5-1) \ CPC Classification (1-5-2)
ode
Exact-Match Section Class Subclass \ Exact-Match Section Class Subclass
GPT-40-mini 1.8 87.8 69.2 46.8 0.3 80.1 65.3 54.1
DeepSeek-V3 3.5 90.0 75.7 52.8 7.7 85.7 73.3 64.7
Qwen?2.5-7B-it 1.2 85.7 64.8 45.7 0.5 68.3 50.8 38.8
Llama3.1-8B-it 1.8 82.7 62.0 41.2 0.0 64.8 45.8 29.8
MoZi-qwen 1.3 80.3 59.3 36.7 | 0.0 24.2 12.8 7.7
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Table 49: English questions results of IPBench with chain-of-thought setting. The best-performing
model in each task is in darker red , and the second best is in lighter red .

Model |OA |11 12 13 14 16 1721 22 23 24|31 32 33 34 35|43

GPT-40-mini 72.2196.7 88.1 88.4 82.9 51.6 67.9|57.6 57.4 64.4 87.0|75.0 76.5 81.2 83.1 44.9|58.5
Qwen2.5-7B-it | 64.4(84.2 78.8 78.6 73.0 48.9 60.0(50.0 559 61.3 84.0|75.0 70.5 63.2 78.8 44.3|43.3
Llama3.1-8B-it [60.4|84.9 76.6 74.3 73.8 46.6 64.2|46.4 55.5 52.5 79.0|66.4 67.8 47.4 749 43.6|40.9
Gemma-2-9B-it [60.3 |88.8 75.2 76.2 69.4 45.7 60.0|55.2 56.3 46.3 80.9|74.3 752 62.0 809 - |544
Mistral-7B-it  |54.1|85.5 72.6 71.8 64.7 35.6 59.2|39.2 50.4 43.1 75.3|56.4 63.1 37.2 72.1 36.3|35.7

MoZi-qwen |60.5/94.6 79.2 82.5 72.6 42.5 63.3|51.2 50.4 45.6 77.8|73.6 70.5 40.4 77.1 43.9|41.5

DISC-LawLLM [19.5|45.6 46.5 28.2 15.1 15.1 31.7|13.6 14.7 263 185| 7.1 12.8 13.6 46 - |94
Hanfei 30.5|39.8 32.7 28.6 30.6 24.2 27.5|32.8 32.7 20.6 26.5|33.6 36.2 26.2 404 - |29.2

Table 50: Results of English Patent IPC/CPC Classification tasks (1-5-1 and 1-5-2) with chain-of-
thought setting. The best-performing model in each task is in darker purple , and the second best

isin lighter purple .

Model IPC Classification (1-5-1) \ CPC Classification (1-5-2)
ode
Exact-Match Section Class Subclass \ Exact-Match Section Class Subclass

GPT-40-mini 0.0 84.8 67.3 47.8 0.0 76.8 63.0 52.5
DeepSeek-V3 0.3 86.8 73.0 51.5 1.0 83.3 70.7 63.0
Qwen2.5-7B-it 1.8 88.0 69.5 47.0 0.5 60.2 46.0 35.7
Llama3.1-8B-it 1.5 76.2 58.5 37.5 0.2 64.0 44.8 29.5
MoZi-qwen 0.5 38.8 29.8 21.8 | 0.0 7.7 2.8 1.8

K.4 LLM-AS-A-JUDGE RESULTS

We provide detailed results of the LL.M-as-a-judge evaluation for the overall, Chinese, and English
parts. The evaluation includes four dimensions and an overall score, as shown in Table 51, Table 52,
and Table 53. The definitions of these metrics are provided in Section H.3, with all scores ranging
from 1 to 10.

Table 51: Multi-dimension results of generation tasks (4-1 and 4-2) in LLM-as-a-judge. The best-
performing model in each task is in darker blue , and the second best is in lighter blue . Accuracy

(Acc.), Relevance (Rel.), Completeness (Comp.), Consistency (Cons.), L-S and LLMScore are gen-
eration quality metrics rated by an LLM-as-a-judge.

Model Abstract Generation (4-1) \ Dependent Claim Generation (4-2)
ode

Acc. Rel. Comp. Cons. L-S LLMScore|Acc. Rel. Comp. Cons. L-S LLMScore
GPT-40 845 824 868 927 7.8 8.42 745 628 622 6.58 7.17 6.63

GPT-40-mini 799 8.02 8.13 894 747 8.05 7.17 592 6.06 630 7.02 6.37
DeepSeek-V3 826 845 853 915 7.73 8.38 793 730 713 7.38 7.92 7.45
Qwen2.5-72B-it 8.40 8.18 870 ' 9.36 7.37 8.33 7.13 577 6.00 6.35 6.72 6.30
Qwen2.5-7B-it  8.17 8.14 8.19 9.08 7.61 8.18 6.59 547 5.09 568 596 5.67
Llama3.1-70B-it 7.98 8.03 7.94 896 7.31 7.98 6.57 538 5.16 5.69 6.21 5.67
Llama3.1-8B-it  7.52 741 7.71 857 6.54 7.47 470 395 3.18 391 4.15 3.86
Gemma-2-27B-it 7.63 7.78 7.46 8.40 7.32 7.64 6.51 556 571 5.84 6.54 5.98
Gemma-2-9B-it 7.89 8.03 7.82 876 7.43 791 6.21 523 520 551 6.12 5.55
Mistral-7B-it 7.47 738 7.86 8.62 6.40 7.49 4.19 330 3.07 3.38 3.71 3.42

MoZi-qwen 7.71 788 7.78 8.76 17.02 773 |5.82 470 4.00 483 5.17 4.81

DeepSeek-R1 7.70 7775 7.88 839 721 7.72 7.73 6.76 7.00 7.16 7.69 7.18
DS-Qwen-7B 7.58 750 7.78 843 6.90 7.58 4.67 4.02 397 4.01 4.60 4.16
QwQ-32B 8.48 839 8.80 927 7.74 8.51 7.63 6.61 697 7.13 7.61 7.10
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Table 52: Multi-dimension results of Chinese generation tasks (4-1 and 4-2) in LLM-as-a-judge.
The best-performing model in each task is in darker blue , and the second best is in lighter blue .

Model Abstract Generation (4-1) \ Dependent Claim Generation (4-2)
ode

Acc. Rel. Comp. Cons. L-S LLMScore|Acc. Rel. Comp. Cons. L-S LLMScore
GPT-4o 8.66 8.77 896 9.50 8.00 8.77 7.06 585 591 627 694 6.30

GPT-40-mini 839 859 846 9.24 8.00 8.51 6.93 559 5.69 6.10 6.85 6.09
DeepSeek-V3 8.80 9.05 9.08 ' 9.54 8.27 8.92 790 698 7.09 740 7.93 7.36
Qwen2.5-72B-it  8.53 8.55 8.86 9.47 7.56 8.50 733 6.14 636 6.61 7.12 6.60
Qwen2.5-7B-it  8.21 850 8.09 9.05 8.03 8.29 6.56 545 5.11 558 5.89 5.64
Llama3.1-70B-it 7.85 8.22 7.76 8.88 7.26 7.89 6.04 480 437 5.00 5.45 4.99
Llama3.1-8B-it 7.12 7.30 7.47 831 6.11 7.16 3.55 348 247 3.03 349 3.09
Gemma-2-27B-it 7.65 7.98 7.52 845 7.49 7.74 5.89 5.14 533 519 592 5.46
Gemma-2-9B-it 7.94 830 798 886 7.52 8.07 582 487 488 514 5.68 5.15
Mistral-7B-it 720 7.35 7.73 850 6.03 7.24 250 222 196 2.05 236 2.13

MoZi-qwen 7.79 840 7.60 875 7.47 791 |5.33 423 342 434 452 4.28

DeepSeek-R1 7.76 8.01 8.05 830 7.42 7.89 774 674 698 7.16 7.69 7.17
DS-Qwen-7B 7.68 7.84 8.08 8.10 6.97 7.80 426 371 330 447 4.00 3.69
QwQ-32B 871 882 9.10 9.09 8.09 8.84 7.70 6.55 692 7.13 7.58 7.05

Table 53: Multi-dimension results of English generation tasks (4-1 and 4-2) in LLM-as-a-judge.
The best-performing model in each task is in darker blue , and the second best is in lighter blue .

Model Abstract Generation (4-1) \ Dependent Claim Generation (4-2)
ode!

Acc. Rel. Comp. Cons. L-S LLMScore|Acc. Rel. Comp. Cons. L-S LLMScore
GPT-40 824 7.70 840 9.04 7.16 8.07 785 671 6.53 6.88 7.40 6.97

GPT-40-mini 759 745 781 8.64 694 7.59 742 626 643 649 7.20 6.66
DeepSeek-V3 772 786 799 876 7.20 7.84 7.96 7.63 7.17 736 7.92 7.54
Qwen2.5-72B-it ' 8.28 7.82 854 925 7.19 8.17 6.93 540 5.64 6.09 6.33 6.01
Qwen2.5-7B-it  8.12 7.78 830 9.10 7.20 8.07 6.63 548 5.07 5.78 6.03 5.71
Llama3.1-70B-it 8.12 7.84 8.12 9.03 7.36 8.07 7.10 596 595 638 697 6.36
Llama3.1-8B-it 793 751 7.96 8.82 6.98 7.79 5.84 443 3.89 479 4380 4.64
Gemma-2-27B-it 7.61 7.58 7.40 835 7.15 7.54 713 597 6.10 648 7.17 6.49
Gemma-2-9B-it 7.85 7.75 7.67 8.65 7.34 7.76 6.60 559 553 588 6.56 5.95
Mistral-7B-it 775 742 799 873 6.76 7.75 5.89 439 4.18 471 5.07 4.72

MoZi-qwen 7.63 737 797 877 6.57 756 632 5.18 459 532 583 5.34

DeepSeek-R1 7.63 748 770 847 6.99 7.55 771 677 7.02 7.16 7.68 7.19
DS-Qwen-7B 748 7.15 748 876 6.82 7.36 507 432 4.64 3.55 5.19 4.62
QwQ-32B 825 7.96 850 9.44 7.39 8.17 755 6.66 7.01 7.13 7.64 7.14
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L MORE DETAILS ABOUT ERROR ANALYSIS

Definition of Different Error Type. We classify the error into 7 types: Consistency error, Hallu-
cination error, Reasoning error, Refusing error, Priority error, Mathematical error and Obsolescence
error. The detailed definitions of each error type are as follows:

e Consistency error: The content in the model’s response is inherently flawed or internally
inconsistent, such as when the intermediate reasoning steps contradict the model’s final
answer.

e Hallucination error: The large language model’s responses sometimes introduce fabri-
cated legal information or include statements that sound plausible but are factually incor-
rectparticularly in Tasks 14, which require familiarity with typical legal cases.

e Reasoning error: This type refers to flaws in the logical process used by the model to arrive
at its answer. These errors may include invalid deductions, misinterpretation of conditions,
or incorrect application of domain-specific rules. In many cases, the model’s intermediate
reasoning steps fail to logically support its final conclusion, even if the answer appears
superficially plausible. Such issues are particularly critical in the second-level tasks of
IPBench, which demand accurate multi-step and conditional reasoning within legal and
technical contexts.

e Refusing error: This error typically occurs in Tasks 14, which require the model to recall
specific factual or legal cases. In these instances, some models respond by asking the
user for additional information or by explicitly refusing to provide an answer. While such
refusals may be more cautious or aligned with reliability principles, they still indicate a
limitation in the model’s ability to engage with the task as expected.

e Priority error: Priority Error refers to the model’s failure to identify and prioritize the most
critical factor(s) when multiple elements jointly influence the outcome. Instead of focusing
on the decisive issue, the model may weigh secondary or irrelevant aspects equally, leading
to incorrect or misleading conclusions.

e Mathematical error: This error type refers to issues related to a lack of precision in com-
plex calculations, often resulting in incorrect outcomes. These errors can arise from miscal-
culations, rounding mistakes, or failure to properly apply mathematical operations, leading
to significant discrepancies in the final result. This is particularly evident in Tasks 23,
Compensation Calculation, where both IP law knowledge and an understanding of the case
background are necessary to perform accurate calculations.

e Obsolescence error: Obsolescence Error refers to the model’s failure to account for differ-
ences between current and outdated versions of legal documents or frameworks. This error
occurs when the generated answer overlooks changes in the law, leading to outdated or
inaccurate information. This is especially relevant in Tasks 13, Legal Evolution, where the
model must retain knowledge of both current and past laws and understand the differences
between them. However, some models do not update their memory, resulting in the use of
obsolete information.

The most common error type is reasoning error, accounting for 33%. This is consistent with the
performance decrease observed in models using the Chain-of-Thought setting. This highlights the
importance of developing an IP-oriented model that balances both System 1 and System 2 capabili-
ties.

Case Study for Each Error Type. We provide two examples, one in Chinese and one in English,
for each error type, as shown from Figure 6 to Figure 12. More extensive case studies for each task
can be found in Appendix N.

M DATA EXAMPLES

We provide extensive data examples for each task in this section, as shown from Figure 13 to Fig-
ure 33. These examples include both English and Chinese datapoints, serving as representative
samples for each corresponding task and helping to better illustrate the task definitions.
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Question: The invention integrates a Bluetooth module with a

mechanical lock body to enable app-controlled unlocking. In the prior

art, D1 is an electronic lock with GPS, and D2 discloses Bluetooth-

controlled door locks. How should the assess its in: i w

AREOEYE, FE KA TIERE

A. Inventive, as it is the first application in shared bicycles.

BAE A, W RR A R

B. Not i ive, as Bl h ication is

CHA, RV M A

C. Inventive, as it solves vehicle anti-theft challenges.

D.AEA, D24 R AR R

D.Not inventive, as D2 provides clear technical inspiration.

knowledge.

Question: A lab-grown seafood patent expires in 3 years, but Congress
proposes banning "cell-cultured" labeling. What drives its value erosion?

A. Loss of consumer branding clarity.
B. Accelerated obsolescence from regulatory bans.
C. Shift to B2B industrial ingredient patents.

D.Protected by USDA Bioengineered labels.

gpt-40-mini:
D AR, D24 i E AR A R

D.Not inventive, as D2 provides clear technical inspiration.

gpt-4o-mini:
A. Loss of consumer branding clarity.

Error Category: Consistency Error
Error Reason: Option A mentions "the first application in shared bicycles,"

but the question does not provide sufficient information to support this claim,
making it ambiguous. Option B argues
> Since D2

already discloses Bluetooth-controlled door locks, this rationale is valid.
Option C claims inventiveness by addressing vehicle anti-theft challenges,
but it fails to directly compare with the prior art or provide sufficient

evidence. Option D

asserts a lack of inventiveness because D2 provides clear
technical teachings, 5

Error Category: Consistency Error
Error Reason: If Congress bans "cell-cultured" labeling, it could confuse
consumers about what they are buying. This could lead to a decrease in

consumer trust and interest in lab-grown seafood, _
~ (Option C): This option implies that the market is moving

towards business-to-business applications rather than consumer products.
However, it does no

if the labelini is banned, this iriifction may

.(Option D): However,

Figure 6: Consistency error case study.

0 o

Reasoning Error ]

AL SR RS S i A D 4 &, AR R AR L0 o0 DIATFRI
77 %, D2CHINIMETF 5L, %7 R T4 ?

Question: By combining surface codes with topological encoding, the
logical error rate is reduced to 10°°. D1 discloses a surface code scheme,
and D2 documents topological quantum computing. How should the

in of this solution be eval d?

AREA, b E Ee T

A. Not inventive, as the code combination is theoretical research.

B.A &, SEBLSE AL R

B. Inventive, as it achieves practical breakthroughs.

CARA, DRt Iy 1

C. Not inventive, as D2 suggests improvement directions for encoding.
D4, R TR AR

D.Inventive, as it addresses quantum decoherence.

Question: In the case of “Mattel Inc. v. MGA Entertainment Inc.”, What
was one of the key legal issues addressed in the appeal by Mattel Inc.?

A. Whether MGA's Bratz dolls were substantially similar to Mattel's
Barbie dolls.

B. Whether the jury's verdict was supported by sufficient evidence.
C. Whether MGA''s advertising was false or misleading.

D.Whether Mattel had a valid copyright claim over the Bratz dolls'
design.

gpt-40-mini:
B, SEBLSEH LR

B. Inventive, as it achieves practical breakthroughs.

gpt-40-mini:
A. Whether MGA's Bratz dolls were substantially similar to Mattel's
Barbie dolls.

Error Category: Reasoning Error

Error Reason: The combination in this scheme is not only theoretical
significant but also in
quantum computing. Both Options ﬁﬂld @

. While Option D mentions
addressing quantum decoherence, itﬁthe practical
breakthrough. Option B, however, directly emphasizes the scheme’s potential
i el practclimplementtion reakhrought T hsstr. St

comprehensive consideration, the most appropriate answer is B.

Error Category: Reasoning Error

Error Reason: A. This option directly addregses the core of the dispute, as
ARG s porenia T

infringement.B. While this is a relevant legal issue in appeals,

*C. This is a separate issue related to adyertising practices and not
the primary focus of the Hhemselves.D. This option
is also relevant, but it is more specific to cgpyright law rather than the
broader ﬂGiven this analysis, the most

ﬁsténem legal issue that was addressed in the appeal by Mattel Inc. -

Figure 7: Reasoninig error case study.
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O Com |

Refusing Error

J

TR AL BB PR RS 7 PR AR, e N RIEBEA
RN (R ARG REL?

Question: In the case of the "Air Conditioner-Specific Microprocessor
Control Chip" development contract, did the Supreme People's Court
determine that TaiM Microelectronics (Shanghai) Co., Ltd. breached the
contract?

AT E

A. Cannot be determined.

B H B2

B. Partially breached the contract.

CA K2

C. Did not breach the contract.

DL

D.Breached the contract.

Question: What limits claims covering "all sensory feedback systems
integrating thalamocortical oscillations' after the inventor discloses only
rodent models in the specification?

A.§112 bl for cr P!

pplicability.

B. Written description requirement under Amgen for human
neurophysiology.

C. § 101 abstract idea exclusion.

D.Obviousness-type double patenting.

gpt-40-mini:
A. Cannot be determined.

gpt-4o-mini:
A.§112

pp ility.

for cross-sp

Error Category: Refusing Error
Error Reason: If TaiM Microelectronics’ actions indeed violated the
contract terms but were minor in severity, they might be deemed a partial

breach; if they substantially impaired contract performapge, they could
constitute a material breach. d it is impossible to
conclusively assess whether TaiM breached the contract or to what extent.
Thus, H&mnm be determined.

Error Category: Refusing Error

Error Reason: This section of the patent law requires that the patent
application must enable a person skilled in the art to make and use the
invention Hlf the inventor only discloses
rodent models, it may not be sufficient to enable claims that apply to humans
or other species, as the physiological differences could lead to different

rodent models is likely related to the

outcomes.Given this analysis, the most relevant limitation regarding the
i oo "l sensory fsdback systens negrting thalamocortical
enablement

Figure 8: Refusing error case study.

D

i L AL T20104F (PR NRICAIEZEERUEY 5 202044240 fiAs b
H T R TR AHIE R E ?

Question: Compared to the 2010 "Copyright Law of the People's
Republic of China," which new provision on evidentiary rules for
infringement was added in the 2020 revised version?

AP 6 AR E SUE

A. Online platforms bear presumed-fault liability.
B.HARSE i GAERIE ST B

B. Inversion of the burden of proof for the legality of technical measures.
CAR Uil it Bt e LY

C. Pr ption rule for the q
D.IERE AT 7 & B SEBEIK ¥k

D.Courts may order infringers to provide accounting records.

of infringing reproductions.

Question: How did 35 U.S.C. § 131 change examiner interview rules in
December 2022 compared to the May 2015 version?

A. Limited interviews to once per application.
B. Required public disclosure of interview summaries.
C. Mandated examiner approval for all amendments.

D.Allowed virtual interviews by default.

gpt-40-mini:
BT G V24 IE B 5] L

B. Inversion of the burden of proof for the legality of technical measures.

gpt-40-mini:
D.Allowed virtual interviews by default.

Error Category: Obsolescence Error

Error Reason: Option A’s mention of "online platforms bggring presumed-
fault liability" clariﬁe—a Option B’s

"inversion of the burden of proof for the legality of technical measures"

refers to situations where copyrigh holders
ﬂ instead, the infringing party must
demonstrate the legality of their actions. Option C’s "presumption rule for the
quantity of infringing reproductions" “5 Option D’s "courts

may order infringers to provide accounting records" expands judicial
authority 5

Error Category: Obsolescence Error
Error Reason: B. **Required public disclosure of interview summaries.**

This option implies that there is now a requirement for interview summaries
H This aligns with the trend towards transparency in patent
examination processes, but We need (0 Confirm if this Was indeed a change
H‘[l), **Allowed virtual interviews by default.**
This option indicates a shift towards accepting virtual interviews as the
“Given the context of the pandemic and the ipgreasing

reliance on virtual communicationﬂ

Figure 9: Obsolescence error case study.

41




2214
2215
2216
2217
2218
2219
2220
2221
2222
2223
2224
2225
2226
2227
2228
2229
2230
2231
2232
2233
2234
2235
2236
2237
2238
2239
2240
2241
2242
2243
2244
2245
2246
2247
2248
2249
2250
2251
2252
2253
2254
2255
2256
2257
2258
2259
2260
2261
2262
2263
2264
2265
2266
2267

Under review as a conference paper at ICLR 2026

O Com |

Priority Error

}

i1 L : 16k 2 P 2 FIION202588024680HTT 11 Fi- A VA @I B, AR
FUBR B OBIE K D EAR1£0. Inmy AHIFIAES £0. 5n/s. AIH
BE=5MW/m?, ELIRRARKR <10%. A REREHRA?

Question: Compared to the 2010 ""Copyright Law of the People's
Republic of China," which new provision on evidentiary rules for
infringement was added in the 2020 revised version?
ATJFRBIF R G hdA HE & RS

A. Online platforms bear presumed-fault liability.
B.ARAGEIETEARKS 7K 77 LA IR ZE0. 8mm

B. Inversion of the burden of proof for the legality of technical measures.
C RGO AL TH A N2

(€ 17 ption rule for the
DA [ IR PR k£ 1 R4 P e

D.Courts may order infringers to provide accounting records.

of infringing reproductions.

Question: A space solar patent (US 36,789,012AA) claims "ultralight
perovskite solar films <0.5 g/W with >28% efficiency after 10° proton
irradiation cycles at 1 MeV equivalent fluence" which modification
constitutes non-infringement?

A. Developing GalnP cells with 0.6 g/W and 30% efficiency.

B. Using radiation-hardened QD heterojunctions.

C. Optimizing encapsulation for 1.1x10° cycles.

D. Adding deployable concentrator mirrors.

gpt-40-mini:
DI 136 L I 45

D.Courts may order infringers to provide accounting records.

gpt-4o-mini:
B. Using radiation-h

dened QD heteroj

Error Category: Priority Error

Error Reason: A. This option involves a different cooling method byt,does
not directly address and
flow velocity requirements.B. While this option mentions optimizing the
hydraulic diameter, reducing it to 0.8 mm would fall optside the claimed
range of 1 & 0.1 mm, .C. Nanofluids can
improve cooling efficiency but do not directly resolve the pressure drop loss
issue.D. This option directly addresses the pressure drop loss problem by
regulating flow through adaptive valves, ensuring complignce with the
requirement of pressure b

Error Category: Priority Error
Error Reason: A. Developing GalnP cells with 0.6 g/W and 30%
efficiency: This option involves a different type of solar cell (GaInP) and

does not meet the weight requirement of <0.5 . Therefore, this
modification H Using radiation-hardened
QD heterojunctions: This option suggests a different technology (quantum
dot heterojunctions) that may not fall under the perovskite solar films

sieciﬁed in the iatent If tliFtechnology is sufficiently different, -

Figure 10: Priority error case study.

D

R L : F R A RINPCXT il A B ) S 4], 208 RIATIR BLAS A B0
ZHRGN . AR CEARRUERSEIER B 5135, Wh—TURR K ?
Question: Game Company A’s NPC dial tree features a unique
branching logic. Company B’s AI chatbot imitates this logical structure.
According to Article 13 of the Implementing Regulations of the
Copyright Law, which statement is correct?

ANREL, FZEAZRY

A. Not infringing, as logic is unprotected.

B, a5 RIS B

B. Infringement occurs if the structural expression demonstrates
originality.

C. XA AT 42 57

C. Requires comparing differences in lines of code.

D75 L vl A S A FRU AL

Question: In the case of "Funk Brothers Seed Co. v. Kalo Inoculant Co.",
‘Which of the following is a potential remedy for trademark infringement?

A. Monetary damages.
B. Criminal penalties.
C. Injunctions.

D. All of the above.

D.No infri; if Comp: B ch character names.

gpt-40-mini: s
5 t-40- B

AT, FIZHA R e

A. Not infringing, as logic is unprotected.

C. Injunctions.

Error Category: Hallucination Error
Error Reason: According to Article 13 of the Implementing Regulations of

the Copyright Law,
; methods, or logic. While Company A’s NPC dialogue

tree features unique branching logic, the logic itself is not protected by

copyright.Option A states that "logic is unprotected," which {g correct
w or

methodologies.Option B claims infringement "if the structural expression

demonstrates oriiinalii." This could hold true ﬁF]ly if Company B -

1
1
1
1
1
1
1
1
1
1
1
1
1
1
I
I
I
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Error Category: Hallucination Error
Error Reason: C. **Injunctions**: This is a frequent remedy in trademark

cases. An injunction can prevent the infringin; from continuing to use
the trademark, D, **All

of the above**: This option suggests that all the previous remedies are
applicable.Given the analysis, while monetary damages and injunctions are

standard remedies for trademark infringement,
‘a remedy in civil cases. Therefore, the most accurate answer would
that are commonly applied.

Figure 11: Hallucination error case study.
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o

[ Mathematical Error ] English

)RR PR A A — TR AR, Ao SRR R i b LATRIRE VR
W, PRI B T S A AR R AR AR AR R, SECR A
AR N A E R G AR BUT D IR 10001, REPFRRE I
FIEN507C. LA RS RBURE20000F, RHEIREEFIFIE 307,
MR (FbRIE) , A BRI AU 2 02

Question: Due to B’s infringement, Company A sold 1,000 fewer clothing
items, with a profit of ¥50 per item. Company B sold 2,000 infringing
clothing items, earning a profit of ¥30 per item. According to China’s
Trademark Law, what amount should Company A be awarded in
damages?

A.50, 00075

A. ¥50,000.

B.60, 0007C

B. ¥60,000.

C.100,0007C

C. ¥100,000.

D.200, 0007T

D.¥200,000.

gpt-40-mini:
B.60, 0007C
B. ¥60,000.

Error Category: Mathematical Error
Error Reason: Due to Company B’s infringement, Company A sold 1,000
fewer clothing items, with a profit of **¥50 per item**. Therefore, Compa

A’s actual losses from the infringement are:1,000 items X 50 ¥/item=50,000 ¥.

Company B sold 2,000 infringing clothing items, with a profit of **¥30 per
item**. Thus, Company Bs illicit profits from the infringement are:2,000
items X 30 ¥/item=60,000 ¥.Under China’s Trademark Law (Article 63), the
damages awarded to the rights holder (Company A) are generally the higher
of:The rights holder’s actual losses (¥50,000), The infringer’s illicit profits
(¥60,000).The compensation amount is **¥60,000*°x

Question: Company A is the copyright owner of a professional drawing
software, and Company B copies and sells the software without
permission. As a result, the court found that Company A had lost
100,000 copies sold at a price of 199 per copy, resulting in an actual loss
of $19.9 million. At the same time, Company A spent 120,000 yuan in
notary fees for obtaining evidence. How much should Company B
compensate?

A. $19.9 million.
B. $20.02 million.
C. $20.12 million.

D. $30 million.

gpt-4o-mini:
A. $19.9 million.

Error Category: Mathematical Error

Error Reason: Company A lost 100,000 copies sold at a price of $199 per
copy.Actual loss = 100,000 copies * $199/copy = $19,900,000 (or $19.9
milliorf)*Company A incurred 120,000 yuan in notary fees. To include this in
the compensation, we need to convert yuan to dollars. However, the problem
does not provide a conversion rate. For the sake of this calculation, let's
assume that 120,000 yuan is approximately $17,000 (this is a rough estimate,
as the actual conversion rate can vary). Total compensation = Actual loss +
Additional costs.

Total compensation = $19.9 million + $17,000 = $19,9I7,0(%.

Figure 12: Mathematical error case study.

Task1-1: Legal Concept Menory

[ER&:

Question:

tBiE (PEARTHNEERX) , THIMRET "SRk

B"REN?

According to the Patent Law of the People's Republic of
China, which of the following items falls under the

definition of a "utility model"?
IR
Options:

AR, BRIESSIRLOMGT

A.A new design concerning the shape, pattern, or

combination thereof of a product

Question:

What is "dilution" under the
Trademark Dilution Revision
Act (TDRA)?

Options: @ %

B3P~ mAIRR. MBS RESIREASEAMRALE
B. A practical new technical solution relating to the shape,
structure, or combination thereof of a product

C.HFH AN AR AR AT R

C. A new technical solution proposed for a method or its
improvement

D. 3RS R IR A A R

D. A technical application based on a scientific discovery
EX: B

Answer: B

A.Weakening a famous mark’s
uniqueness through
unauthorized use

B.Creating consumer confusion
about a mark’s source

C.Using a descriptive term
without secondary meaning
D.Failing to renew a registration
on time

Answer: A

HIRFEE: €7

Intellectual Property Type: Patent

Intellectual Property Type:
Trademark

Figure 13: Data example of task 1-1.
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Task1-2: Legal Clause Memory

[

Question:

1B (FREARSAIERBITEQR019FEE)) 8105,
THMRERI LA E o RStREFE?

According to Article 10 of the Trademark Law of the
People's Republic of China (2019 Amendment), which of
the following signs may be used as a trademark?

EIR:

Options:

A SH\EIFERIRURIERZ

A.Signs that are similar to the military flags of foreign
countries

B. R RIRISIRIERIF

B. Text or symbols with ethnic discrimination

C.EEL BTkt ZEREE S XA

C. Names of administrative divisions at or above the
county level that have other meanings

D.5"{+F" &rtARKTE

D. Signs identical to the name 'Red Cross'

R C

Answer: C

Question:
Under 17 U.S.C. § 110(1), what is
allowed in classroom teaching?

o

Options:
A.Public performance of a full
movie

B.Display of copyrighted materials
during face-to-face instruction
C.Unlicensed distribution of
textbooks

D.Broadcasting a play to the
public

Answer: B

FHAFNAE: iR

Intellectual Property Type: Trademark

Intellectual Property Type:
Copyright

Figure 14: Data example of task 1-2.

Task1-3: Legal Evolution

[BRR

Question:

1BE:F 20084 (FPEARIHEEFE) , 2020217
hRASHIE T MR F o mEFIHARAMERTHIEE?
Compared to the 2008 Patent Law of the People's Republic
of China, what new pharmaceutical patent term extension
system was introduced in the 2020 amended version?
IR :

Options:

A ST EFIHABRIEIRZ= 204 LA |

A.Permits the extension of patent terms beyond 20 years
B 33{hHIZ5 Lita FEFIsARM

B. Provides a patent exemption period for generic drug
marketing approval

C.ERGREFIWHTHIREIC

C. Requires mandatory term registration for
pharmaceutical patents

DX BUFETEFIE FRASS FRIHABRIME

D. Grants a maximum S-year term extension for innovative
drug patents

E=: D

Answer: D

Question:

Compared to 2015, what
adjustment was made to patent
term extension under 35 U.S.C. §
154(b)(1)(B) in 2022?

Options:
A.Added compensation for PTAB
appeal delays

B.Excluded delays caused by
PTAB reviews

C.Limited extensions to
biotechnology patents
D.Reduced the maximum
extension to 3 years
Answer: A

FHAFEINSE: €F
Intellectual Property Type: Patent

Intellectual Property Type:
Patent

Figure 15: Data example of task 1-3.
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Task1-4: Typical Case Memory

[FRE:
Question:

"FMEHS TSI R EEYMEMIRMAER" B, I
R AEERNTRRMNA?
In the case of Zhengzhou Research Institute v. Chen
regarding infringement of new plant variety rights
dispute,What are the acts of infringement that Chen was
found to have committed?
MEIA:
Options:
A REFTER "REL" ARHmTEIEAE
A.Propagation of reproductive materials of the new
pomegranate variety 'Angel Red' without authorization
BAHERE "KL GI#IRE
B. Sale of counterfeit fruits of the 'Angel Red'
pomegranate variety
CREZWTNER "KEL" BtR
C. Unauthorized use of the 'Angel Red' trademark
D. K3 {ImidiFaIZEM
D. Non-payment of variety licensing fees
EE: A

Answer: A

Question:

In the case of "Kewanee Oil Co. v.
Bicron Corp.", what was the
Supreme Court's decision
regarding the preemption of state
trade secret law by federal patent

law? a

v

o -
Options:

A.The Court did not address the
issue of preemption

B.The Court ruled that preemption
applied only in specific cases
C.State trade secret law was
preempted by federal patent law
D.State trade secret law was not
preempted by federal patent law
Answer: D

FHAFEINSER: EYHmi

Intellectual Property Type: New Plant Variety

Intellectual Property Type:
Trade Secret

Figure 16: Data example of task 1-4.

Task1-5-1: Patent IPC Classification

[RE:

Question:

158 BFBRMAHFEERHRETENRS
Title: IoT-based Digital Twin Urban Traffic Light Control
System

HE: FRBPAFTEFMBRMINHMFEERHETE
HRR, CREEERNHRATE, SEREER, OF
ERAEEIESR, TEIBRTETMER, SRIERIIEER,
HEBREAMRINE, SETHELY, TETR
FFAEErRAdIAIER, BITERE, ISR ETNE
S5iBfrEEHEREHTIR, IUTE—RIE, HHEUS
—BEIXR, FRIPEITERENNSITZERS. BEF
EENIER, UREEEANREZRNTN, RARER
RBITIESE, MSERERLEESITAEHIRE, Bl
ARBIEHE AR O, SESRRNERS
R, IRIMFERAREE SEEMRERE, BRI
gwﬁmEﬁﬁﬁﬂﬁﬂ%ﬁ%ﬁim&ﬁﬁﬁﬂ%*%
Abstract: The present invention discloses an IoT-based
digital twin urban traffic signal control system...(Omit)
%3=: G08G1/08

Answer: G08G1/08

Question:

Title:System and method for
migrating agents between mobile
devices

Abstract:Mobile agents can be
deployed to location aware mobile
devices within specific regions of
interest to achieve specific goals in
respect of events occurring in the
region of interest. In order to
ensure that the agent can persist
within the region of interest until
the agent goals are achieved, the
agent is configured to locate other
devices within the region of interest
and to propagate itself, by moving
or copying itself, to those other
devices. When a device hosting the
agent exits the region of interest,
the agent is terminated, thereby
freeing device resources.

Answer: A01D34/43

FHAFEINSEE: €F
Intellectual Property Type: Patent

Intellectual Property Type:
Patent

Figure 17: Data example of task 1-5-1.
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Task1-5-2: Patent CPC Classification

Title:
Multipurpose machine for cultivating trees
% S\
[ —
2 (%)
YA
Abstract:

A multipurpose machine for cultivating trees, comprising an
inverted U-shape structure that enables the machine to pass
over existing trees to carry out pruning, disinfection or fruit
picking tasks, provided at the bottom with wheels, driven by
at least one motor that autonomously facilitates the
movement thereof, and respective upper frames that
telescopically couple to each other, being driven by respective
cylinders to move the portion of the structure on the right
with respect to the one on the left in order to vary the width
of the machine. Likewise, the machine has the ability to raise
or lower the upper structure of the same to adapt it to the
height of the trees to be cultivated.s.

Answer: A01D46/30

Intellectual Property Type:

Patent
Figure 18: Data example of task 1-5-2.
Task1-6: IP Element Identifcation
[ERR: Question:
Question: Please select the correct answer

FIREUEIEMASEHIR (ISEMES) , FEUFE | fromA, B, C, and D.
RIBLEIRTRIIDHITERE. BPUAEREET(H4? | Alab engineers synthetic DNA

What is the key to determining infringement when a sequences encoding Shakespearean
restaurant chain registers a sound trademark (a specific sonnets. Competitors replicate
call), and its competitor uses a similar rhythm but them. What governs?

different lyrics for promotion?

IR ;@)
Options: ) e
A. BiFEEMIRGHIE A

A. Time of obtaining distinctiveness of the trademark

B. EEITMRETILAE @
Options:

B. Determination of Confusion Potential of Sound

Trademarks

C. MR ERIEX A. Myriad gene patent ban

C. Legitimacy of Descriptive Use B. Copyright in non-functional
D. 3t Z ASIRES SARIP expression

D. Cross class protection of well-known trademarks C. Plant Variety Protection Act
%=: B D. Biologics exclusivity
Answer: B Answer: A

FRFEIRE: §F Intellectual Property Type:
Intellectual Property Type: Patent Patent

Figure 19: Data example of task 1-6.
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Task1-7: Process Guidance

[

Question:

EiREMERIEATLAEEH ABRR (PEARLHE
FItESERERG) MERIRIE?

How can trademark registration applicants submit
applications as stipulated in the Implementing Regulations
of the Trademark Law of the People's Republic of China?

IR :
Options:
A. REEETHERER

A. Can only be done in paper form

B. QpeiBdmF AN

B Can only be done through electronic means

C. LB RREBFH

C. Can be done through paper or electronic means
D. REEEid HUIENIgIREE

D Can only be submitted through an agency

ER: C

Answer: C

Question:

Please select the correct answer
from A, B, C, and D.Who makes
the decision that the international
application is considered

withdrawn? .
. @ ¥ Q/,
soe b
Options:

A. International Bureau
B. Receiving Office

C. International Searching
Authority

D. Chinese

Answer: B

FHAFNAE: iR

Intellectual Property Type:Trademark

Intellectual Property Type:
Patent

Figure 20: Data example of task 1-7.

Task2-1: Patent Technology Forecasting

[
Question:

“HBINEE" BAWEFRD, HENISSNEIRERZ
—RIRAHIBMEINSIEEE. A THHEIHSHRaERR
RBRREBPRER?

In the trade secret licensing case involving "flat knitting
machines", one of the key innovation directions for such

equipment is enhancing adaptability and multifunctionality.

Among the following innovation approaches, which one
would best meet the diverse needs of different users?
IR :

Options:

%g%iﬁﬁﬂ?t&ﬁ“ﬁﬁiﬁﬂgﬁmiﬁﬁ. EREEISAA=RP

A.Develop flat knitting machines engineered for extreme
environments to expand their applications in specialized
scenarios.

B.ARISATARRYABMRNIRS, SSERENR
ACIMREERE

B. Develop flat knitting machines suitable for different
fabric types , and combine intelligent adaptation technology
to achieve rapid deployment

ER: B

Answer: B

Question:
Please select the correct answer
from A, B, C, and D.A synthetic
biology patent (US20259246819)
engineers nitrogen-fixing cereal
crops via chloroplast-targeted nif
gene clusters with 95% ammonia
production efficiency under 21%
O:. Which agricultural subsidy
reform drives adoption?

[

Options:

A. USDA Precision Agronomy
Grants

B. Farm Bill Conservation Reserve
Expansion

C. EPA CAFO Emission Trading
System

D. UNFCCC Climate-Smart
Agriculture

Answer: A

FHAFEINSE: €F
Intellectual Property Type:Patent

Intellectual Property Type:
Patent

Figure 21: Data example of task 2-1.
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Task2-2: Infringement Behavior Determination

[RR:

Question:

FERERMBTIISGARE, ZAREN LRRIEH
"EIRHE, RIE (EEBGEEERA) $215%, H—IR
EXTh9?

Artist A's works are used to train AI models, while
Company B generates "Van Gogh stylized" images for
sale. According to Article 21 of Regulation for the
Implementation of the Copyright Law, which one is
correct?

IR :

Options:

ARG, BRIERZHRP

A. Not infringing, style is not protected

B.AREEIN, HlSGHREESFREER

B. If the training data contains unauthorized works, it
constitutes infringement

C.ELERISERARIE

C. The similarity of brushstrokes needs to be compared
D. &SR ALSHRNBUE " MIARIRAR

D. If it is declared as "Al-assisted creation", there is no
infringement

EE: B

Answer: B

Question:

A company uses a logo that has a
similar color scheme and general
shape to another company's logo
but different lettering. Is this
trademark infringement?

S

NG
Options: —

A. Yes, if the overall similarity can
lead to consumer confusion

B. No, because of the different
lettering

C. Only if the other company's logo
is very new

D. Only if the company uses the
logo on a large number of products
Answer: A

FMAFENSEE: FHER
Intellectual Property Type: Copyright

Intellectual Property Type:
Trademark

Figure 22: Data example of task 2-2.

Task2-3:

Compensation Calculation

(AR

Question:

ik ASEUERAERIGT, ERIAE: RRIAF
A HEIRIRITSATT; BINERIRIT200E; @INEEA
A10057T (FUiE%E60%) . WBESTRA?

A game company infringed upon others' art designs. The
court ruled that the licensing fee for each design was
50,000 yuan. Twenty infringing designs were used; The
monthly revenue of infringing games is 1 million yuan
(with a profit margin of 60%). What should be the amount
of compensation?

&R

Options:

A.20x5F73=10073

A. 20x 50,000 =1 million

B. 100/5x60%x12H=720F5

B. 1 million x60% %12 months = 7.2 million
C.max(10073,720%3)=72073

C. max(1 million, 7.2 million)= 7.2 million

D. 50073 7tLAT (4150073)

D. Less than 5 million yuan (e.g. 5 million)

EE: A

Answer: A

Question:

The defendant's misappropriation
of trade secrets resulted in a loss of
$500,000 in the plaintiff's income
and a profit of $300,000 for the
defendant. The court awarded
damages on the basis of "unjust
enrichment'". What is the
maximum number of damages a
plaintiff can receive under Section
3(b)(1) of the Uniform Trade
Secrets Act (UTSA)?

eo
Sla

Options:

A. 300,000
B. 500,000
C. 800,000
D. 1,500,000
Answer: B

FHAFEINSEEL: F{EI
Intellectual Property Type: Copyright

Intellectual Property Type:
Trade secret

Figure 23: Data example of task 2-3.
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Task2-4: Patent Valuation

EIEE! Question:
uestion: Tesla’s electri hicle chargi
EREHEANSHMRRIPHSE, EMETA12(ZT. | paents (0g. 1.5, 20170171460,

Eﬁ%@gg?gﬁ%s&ai@ﬁim?ﬁGO%' H were licensed to Rivian under a

The remaining patent protection period of a certain anti- fixed-fee model. Why m.lght _ﬂ"s
cancer drug compound is five years, with an annual sales structure reduce valuation risk for
volume reaching 1.2 billion yuan. If the drug is included in | Tesla?
the national medical insurance centralized procurement
list, resulting in a 60% drop-in unit price, what is the
trend of its patent value?

KR

Options:

A BEEESRIEEIS

A. Because the sales volume has doubled sharply

B.EFiHEGREKIRNZ(E N

B. It depreciated significantly due to the compression of Options:

rofits A. Fixed fees guarantee upfront

p

CHHRANEGIEE cash flow

C. It increases in value after being converted into a B. Avoids dependency on
technical secret fluctuating royalty rates
DEH%‘%’Fﬁﬁzzﬁ . X C. Eliminates litigation risks
D. It remains unchanged due to policy protection D. Both A and B

E%: B A;IS er: D

Answer: B wer:
SMRFERER: &R Intellectual Property Type:
Intellectual Property Type: Patent Patent

Figure 24: Data example of task 2-4.

Task2-5: Trade Secret Requirements
B :

Question:
B (RAEHRFZE) , THBRAEFrEHE
FRE?

According to the Anti-Unfair Competition Law, which of
the following is not a constituent element of trade secrets?

A 9 =

115 :
Options:

AFRALRERFIE:

A. Unknown to the public

B.B&mRIfi{E

B. Have commercial value

C.RFIAERENSIEREENE
C. The right holder has taken reasonable confidentiality
measures

D.BE{THHXEICHERE

D. It has been registered and filed with the administrative
authority

BX8: D
Answer: D

FHAFIRRE: Pk

Intellectual Property Type: Trade secret

Figure 25: Data example of task 2-5.
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Task3-1: Patent Document Proofreading

[JRE:

Question:

ST AicE: “ZIRRYFSHREY10-20GPa” |
HREREERA. ... (=)

The priority text states that ""the axial elastic modulus of
the bracket is 10-20GPa", and the Chinese application is
modified to ...(Omit)

HELR:

Options:

ASRiESESEERENMEENRRE

A. The physical dimensions of axial modulus and radial
stiffness are different.
B.{ESeAU R IR MBI i £

B. The priority document does not provide radial stiffness
test data.

C.15GPa BB SRIGSEHEETEEIMXR

C.There is no direct correlation between...(Omit)
D.RikEBi 75 iEAD Rt

D.The boundary conditions for the test method are not
specified.

gE=:C

Answer: C

Question:

Priority doc shows "battery
capacity retention >80% after
500 cycles at 1C." Continuation
claims: ">90% retention after
300 cycles at 2C." Spec only tests
1C cycling. Core deception?

¢TI
Options: ’

A.C-rate doubling accelerates
degradation nonlinearly.

B. Cycle count reduction
invalidates long-term
performance.

C. Capacity retention depends on
voltage cutoff.

D.No data supports 2C rate
performance.

Answer: D

FHHAFERAE: €7

Intellectual Property Type: Patent

Intellectual Property Type:
Patent

Figure 26: Data example of task 3-1.

Task3-2: Patent Validity ldentifcation

AR :

Question:

EERRTEHNSEIE, SEak 15EmERE
gfﬁ': CRERIEEF) MEHICREE—H. ZEFR
The alloy ratio of an orthopedic screw patent is exactly
the same as the formula record of a customer's
customized product (not patented) from a smelter 15
years ago. What is missing from this patent?

b [l [ |
Options: Y
ATRBOFHF

A. Full disclosure

B.3LFM

B.Practicability

C.elisiE

C. Creativeness

D3Rz E

D.Novelty

E%: D B

Answer: D

Question:

An Al startup patented a neural
network architecture in 2022.
Evidence shows the same
architecture was fully
implemented in an open-source
GitHub repository with 500+
stars 14 months pre-filing. What
invalidates the patent?

o °°
o ih To

Options:
A.Novelty

B. Non-obviousness
C. Utility

D. Enablement
Answer: A

FHAFEINSE: €F
Intellectual Property Type: Patent

Intellectual Property Type:
Patent

Figure 27: Data example of task 3-2.
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Task3-3: Patent Match

(R

Question:

#5MA, B,C, DINMEIPiEH S TR SRS ETIRF
5, ZFSE?...... (iE8)

Please select the patent number that is most similar to the
following patent from the four options A, B, C and D.
What is the number? ...(Omit)

IR

Options:

A —HMZIEEBEN. ... (i5H)

A. A multi-functional facial cleanser...(Omit)

Bi,:;g)ﬁﬁﬂ&ﬂlﬁ&ﬂﬁ%ﬂgﬁm%ﬁﬂﬁﬁﬁmﬁiﬁ ......
Gl

B. A pet brush with hair absorption function and its use
method...(Omit)

C.—HRKRIk, BE...... (BHE)
C.A water-absorbing brush head, including...(Omit)
D.ARIBAF T —FSINEEMALRL...... (FEHE)

D.The invention discloses a multi-functional makeup
brush...(Omit)

gE: C

Answer: C

Question:

Provided is an adipose tissue
preservation solution, comprising:
polyethylene glycol 400, human
albumin, norfloxacin, low
molecular dextran, and Ac-
DEVD-CHO...(Omit)

Options:

A.Provided in the present
invention are a mesenchymal
stem cell injection...(Omit)
B. The present invention
provides a mesenchymal stem
cell injection...(Omit)

C. Provided in the present
invention is a cell freezing
medium for clinical use...(Omit)
D. The present invention
provides a mesenchymal stem
cell injection...(Omit)
Answer: D

FHAFERAE: €7

Intellectual Property Type: Patent

Intellectual Property Type:
Patent

Figure 28: Data example of task 3-3.

Task3-4: Rights Attribution Analysis

[R&:

Question:

ARERARIKE, RFRIIEZR, FIRLREE.
BITWSHEE "HEEETR ... (=)

Question:Zhang, a technician of Company C, developed a
""new welding tool" by himself using spare time and
materials purchased by himself after completing his own
work...(Omit)

IR :

Options:

ARBRE, ERERATRT.

A. Company C, because...(Omit)

B.KE, EdFERSSRIBEE.

B.Zhang, because it is not an invention made in the course
of his duties.

CRBEHE, ERERTSHRKER.

C.The two parties share the same identity due to Zhang's
employee status.

D.JHIBIRT, BXENEURR.

D.Return to the local government...(Omit)

E=: B

Answer: B

Question:

A biotechnology researcher
invents a novel gene-editing tool
while employed at University X,
using university lab equipment
and government grant funds.
The researcher’s employment
contract states, “All inventions
arising from university-funded
projects belong to the institution.”
‘Who owns the patent?

Options:

A. The researcher individually.
B. University X.

C. The government funding
agency.

D.Shared between the researcher
and University X.

Answer: B

FHAFEINSEE: €F
Intellectual Property Type: Patent

Intellectual Property Type:
Patent

Figure 29: Data example of task 3-4.
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Task3-5: Patent Application Examination

Question:

MOBILE TELEPHONE
Abstract:

network is included...(Omit)

Options:
A. Allowed
B. Refuse

Answer: A

METHOD FOR PREVENTING OVERLOAD IN
MOBILE TELEPHONE NETWORKS BY USING
'ALWAYS-ON' IN THE CASE OF A CALL FROM A

The invention relates to a method for preventing overload
in telecommunications networks with IMS by always-on
for a call generated by a user, in which process said user
makes a PDP Context request and a GGSN of said network
provides a free IP address to him or her and the PDP
Context becomes active; and wherein an S-CSCF of the
network creates a record in which an association between
said IP address and a characteristic identity of the IMS

G

-

Intellectual Property Type:

Patent
Figure 30: Data example of task 3-5.
Task4-1: Abstract Generation
[BR: Question:
Question: # Claims
#HFIER 1. A method comprising:
#Claims obtaining circulating white blood

1.—HMuk BRI, SIFESIR (1) | RS
(11) | FithFR (12) . WaDEF (13) . KB
(14) FNHIRTD (15) , FHRFSIZR (1) SITENM
&R, FRAESIR (1) BFERE (11) #i7E
Eeeeee (;5R8)
1. A paddy field mixing and leveling machine, comprising
a traction frame (1), a mudguard cover (11), a leveling
scraper (12), a driving device (13), a mixing shaft (14), and
a mixing blade (15), wherein the traction frame (1) is
connected to a walking machinery, and the traction frame
(1) is used to fix the mudguard cover (11)... (Omitted later)
application based on a scientific discovery...(Omit)
BFE: FRBER—HMUKEBERTEN, FEEESS]
IR, HiRE...... (F588)
Answer: The present invention relates to a paddy field
mixing and leveling machine, which mainly includes
components such as a traction frame, a mud blocking
cover...(Omit)

cells from a subject; treating the
white blood cells with a DNA
damaging agent; performing a
flow cytometry based functional
variant analysis (FVA)...(Omit)

? > \,gk?\

Do

@

Answer: +
The present invention relates to a
method for assessing the
functional status of DNA double
strand break (DSB) repair
pathway genes in circulating
white blood cells obtained from a
subject...(Omit)

FHAFERAE: €7

Intellectual Property Type: Patent

Intellectual Property Type:
Trademark

Figure 31: Data example of task 4-1.
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Task4-2: Dependent Claim Generation

(AR :

Question:

H#IITINFIERIR

#Independent claims

1. E=FHSH, BISEHET, SETIEERE, FRRE
AR E ELRIEREE, (=)

1. An automatic mahjong machine, characterized by
comprising a circular card pushing device, wherein the
circular card pushing device comprises a card pushing
groove....(Omit)

TSHRIRLA E R I RN E A E I RIRIFRE MBI
FER,

Please generate all dependent claims corresponding to the
given independent claims.

BE: RBETHIERFMRBRMAST, FISHET,
PR B RSB E LS BIRES, B
FIREERE PRI RFIS S B RSN ... (F5H8)
Answer: The automatic mahjong machine according to
claim 1, characterized in that a driving device is provided
on the base of the pushing slot of the circular pushing
device, for driving the mahjong tiles in the pushing slot to
move along the pushing slot ...(Omit)

Question:
# Independent Claim
1. An information processing device
comprising: a processor; and a

y storing, mov t
information relating to movement
of a vehicle that is not occupied by
a user the movement of the vehicle
including movement to change a
parking position of the vehicle...
Answer:
Dependent Claims
The information processing device
of claim 1, wherein the processor is
further configured to receive the
instruction from the external
device via a wireless
communication protocol.\n\n3. The
information processing device of
claim 1, wherein the memory
further stores historical movement
information of the vehicle...(Omit)

HIERFIRE: &7
Intellectual Property Type: Patent

Intellectual Property Type:
Trademark

Figure 32: Data example of task 4-2.

Task4-3: Design-Around Solution Generation

(R

Question:

#EMA, B, C, DIUMEIFRE LRI B R RAY & ZE,
CRCRARRNIEREEKERR, TIIMFHE
BERLEHRAN?

In the case of Zhengzhou Research Institute v. Chen
regarding infringement of new plant variety rights
dispute,What are the acts of infringement that Chen was
found to have committed?

&R

Options:

A. FKiBE RIS Tmm

A.Reduce the wall thickness of the waterway by Imm
B.igitHHA SRz 532 7KiE

B. Design a tree like fractal branch waterway
CIBNKIERERAKIRE

C. Add nano coating inside the waterway
D.INEEKELEDIETRKT

D. Install water temperature LED indicator light
&EE: B

Answer: B

Question:
A synthetic biology patent (US
19,876,543) claims "CRISPRa
activation system with dCas9-
VPR fusion protein and modified
sgRNA containing MS2
aptamers." Which redesign
escapes infringement? <

Options:
A. Replacing VPR with p300
activation domain

B. Using PP7 aptamers instead of
MS2

C. Implementing zinc finger
proteins instead of dCas9

D. Adding nuclear localization
signals to sgRNA

Answer: C

FHAFEINSE: €F
Intellectual Property Type: Patent

Intellectual Property Type:
Trademark

Figure 33: Data example of task 4-3.
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N CASE STUDY

We provide extensive case studies for each task, including both correct and erroneous responses in
both Chinese and English, as shown from Figure 34 to Figure 75. These case studies offer deeper
insight into the scope of the model’s capabilities in the field of intellectual property.

[ Task 1-1: Correct Case ] English

R AR (P NRSERIEEFIE) , LU “ LRI g
A HARGAE” 2

Question: According to the ""Patent Law of the People's Republic of
China," which of the following refers to the "existing technology
defense" in patent infringement disputes?

AP S AE T A A

A. The accused infringer ates that the y i
belongs to existing technology.

B. A& FIBNGE AR RA it

B. The patent holder proves that their technology has creativity.
C.ZURIL AL PRE R AR

C. Requires the submission of an international search report.
DU I 7 5 E WA

D.Must be confirmed through judicial appraisal.

gpt-40-mini

AP ERNIE R SHEAHAE TIAHAR

A. The accused infringer d ates that the technology impl d
belongs to existing technology.

According to the Patent Law of the People's Republic of China, the prior
art defense in patent infringement disputes refers to the defense that the
accused infringer can raise by proving that the technology implemented
belongs to the prior art. This means that if the technology accused of
infringement already existed before the patent application, the accused
infringer can claim that it does not constitute infringement. Therefore,
the correct option is: A

Question: Under the Lanham Act, what is the "Official Gazette"?
A.A government database of abandoned marks.

B. A guide for drafting trademark applications.

C. A publication where proposed trademarks are listed for opposition.

D.The number of each party and their representatives participating in
the oral hearing of a reexamination case shall not exceed four.

gpt-40-mi

C. A publication where proposed trademarks are listed for opposition.
To determine the correct answer regarding the "Official Gazette" under
the Lanham Act, we need to analyze the options provided:

A. A government database of abandoned marks - This option does not
accurately describe the Official Gazette, as it is not specifically focused
on abandoned marks.

B. A guide for drafting trademark applications - This option is also
incorrect, as the Official Gazette does not serve as a guide for drafting
applications.

C. A publication where proposed trademarks are listed for opposition -
This option aligns with the purpose of the Official Gazette. The Official
Gazette is indeed a publication where trademarks that have been
applied for are published, allowing third parties to oppose the
registration of those marks.

D. A journal for patent filings - This option is incorrect because the
Official Gazette is specifically related to trademarks, not patents.

Figure 34: Correct case of task 1-1.

[ mtemrcee |

English

AR (P N RIEAE L) shod T “H IRl i TR e U ?
Question: What is the definition of the "crime of selling infringing
reproductions” in the Criminal Law of the People's Republic of China?
ALUVERIE B, G IR AN (AU S8 i, BORR
A. Selling, for profit, a relati large i ions that
one clearly knows infringe copyright.

B.LUERIAE I, SRR RILE BRI H G, & ™ R
B. Selling, for profit, reproductions that one clearly knows infringe
copyright, resulting in serious consequences.

C.LUEF N H A, 898 ) S AR 3 AR LA S0 o 67407 FL A

C. Selling, for profit, reproductions that one clearly knows infringe
copyright, where the circumstances are serious.

D.LUEFIE B, EIMRICEER b, SRR E R
D.Selling, for profit, reproductions that one clearly knows infringe
copyright, where the illegal gains are of a huge amount.

of repr

Question: According to the United States Code, Title 35 - Patents, what
is the definition of "patent"?

A. A temporary monopoly granted by the government to an inventor.
B. A trademark or service mark used in commerce.

C. A legal document granting the inventor exclusive rights to their
invention for a limited time

D.A copyright protecting artistic works.

gpt-do-mini: )

C.UVEFINE K, #98 MR RINE ERE S, ™ ER
C. Selling, for profit, reproductions that one clearly knows infringe
copyright, where the circumstances are serious.

gpt-40-mini: 3
D.A copyright protecting artistic works.

Error Category: Reasoning error

Error Reason: According to the Criminal Law of the People's Republic of
China, the definition of the "crime of selling infringing reproductionsb

is "selling, for profit, reproductions that one clearly knows infringe
copyright, where the circumstances are serious."** Therefore, the correct
answer is Option C.

Error Category: Consistency Error

Error Reason: A patent is indeed a legal document that grants the inventor
exclusive rights to their invention for a limited gime, typically 20 years from
the filing date. This definition aligns with option'D.Option A describes a
patent as a temporary monopoly, which is somewhat accurate but not as
precise as option C. Option B refers to trads , and option D penain&
copyrights, neither of which are relevant to the definition of a patent.

Figure 35: Error case of task 1-1.
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Q [ Task 1-2: Correct Case ] English

)RR (P N RGN % ik (20204F421E) ) 55656 M, R
RGO RRIBAEA AT ?

Question: According to Article 65 of the Patent Law of the People's
Republic of China (2020 A ), which of the ing is NOT a

r P for patent infril ?
AGH N

A. Negotiation between the parties.

B.Ii] A BGLBE YR

B. Filing a lawsuit with a people's court.
CLR 737 WA 1T

C. Requesting market regulatory authorities to impose fines.
D REFHLEF) AR K1 A HE

D.Requesting the patent inistration department to handle the

dispute.

gpt-40-mini:

CAFRTT ATk

C. Requesting market regulatory authorities to impose fines.

According to Article 65 of the Patent Law of the People's Republic of
China (Revised in 2020), the main ways to resolve patent infringement
di include negotiation b the parties, filing a lawsuit with the
people's court, and requesting the department responsible for managing
patent work to handle them. However, requesting fines from market
regulatory authorities is not one of the ways to resolve patent
infringement disputes. Therefore, the correct answer is: Answer: C

Question: How does 35 U.S.C. § 112(d) govern multiple dependent
claims?

A.Prohibits bini iple d d

B. Allows referencing preceding claims in alternative form.

C. Requires separate filing fees.

gpt-40-mini:

B. Allows referencing preceding claims in alternative form.

To understand how 35 U.S.C. § 112(d) governs multiple dependent
claims, we need to analyze what multiple dependent claims are and how
they are treated under U.S. patent law.

1. Multiple Dependent Claims: These are claims that depend on more
than one preceding claim. For example, a claim might state that it
depends on both Claim 1 and Claim 2.

2. Prohibition on C dencies: Option A states that it
prohibits bini iple d d This is not accurate because

§ 112(d) allows for multiple dependent claims, but it does impose certain
restrictions.

3. Referencing Preceding Claims: Option B suggests that it allows
referencing preceding claims in alternative form. This is indeed correct.
Multiple dependent claims can refer back to more than one claim, but
they must do so in a way that is clear and does not create

ambiguity...(omit)

Figure 36: Correct case of task 1-2.

) [ermron ]

R ot N RIS %3 (20204FB1E) ) 5525%%, ARERET
LRI ?

Question: According to Article 25 of the Patent Law of the People's
Republic of China (2020 Amendment), which of the following is not
patentable?

A% I7i%

A. A method for preparing a new drug.

BRI ISH 3

B. Diagnostic instruments for diseases.

CAMN SR 07

C. Methods for producing plant varieties.

D.it SEHUEE AL

D.Rules of computer programs.

Question: Under 35 U.S.C. § 102(b), which scenario would NOT bar
patentability?

A. The invention was on sale in Canada 13 months before filing.
B. A U.S. journal article describes the invention 14 months before filing.

C. The inventor publicly uses the invention in the U.S. 11 months before
filing.

D.A third party files a foreign patent application 16 months before the
U.S. filing.

gpt-4o0-mini: *
CAHERN A = 77
C. Methods for producing plant varieties.

gpt-do-mini: X
C. The inventor publicly uses the invention in the U.S. 11 months before
filing.

Error Category: Staleness Error
Error Reason: According to Anié 25 of the Patent Law of the People's
Republig of China ), the fullow@ are excluded from
patentalitity: methods for and

. Therefore, the correct answer is Option C.

Error Category: Consistency Error
Error Reason: A. This scenario would bar patentabil

because fhesale!

. and it happened

outside the U.S.B. This scenario would also bar patentability because the
defcre the U.S. filing date.C. This
scenario would NOT bar patentability becaus,

-D. This scenario Id bar

patentability becaus before
the U.S. filing date.

Figure 37: Error case of task 1-2.
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@ (i comeone

5 A T 200048 (it NIRIERIE L AIE) o 20085 AT ARAHY
TR T B BRI AL E ?

Question: Compared to the 2000 Patent Law of the People's Republic of
China, which of the following explicit provisions regarding the "prior
art defense" was newly added in the 2008 Amendment?

AR BNR T A AR TR

A. Allowing the alleged infringer to invoke prior art to claim non-
infringement.

B.ERIUAT B AR U BN E A SR TF H R

B. Requiring prior art to be limited to publicly available publications
domestically or abroad.

CHUEIAT BRI 286 AR A

C. Stating that prior art defenses must be confirmed by the patent office.
D.JRGEBA AT OEH T R Y%L A

D.Restricting prior art defenses only to invention patents.

gpt-40-mini:

ARVFHVFRBIR G BUA HAR ETRA R

A. Allowing the alleged infringer to invoke prior art to claim non-
infringement.

According to the revised Patent Law of the People's Republic of China
in 2008, a clear provision on the defense of prior art has been added,
allowing the accused infringer to claim non infringement by citing prior
art. Therefore, the correct answer is: Answer: A

Question: What change was made to the citation format of Public Law
112-29 in the April 2013 revision of 35 U.S.C. §5 compared to the
January 2013 version?

A.The statute number was changed from 112-29 to 112-30.

B. The effective date was removed entirely.

C.A ining the

date was added.

D.The effective date was moved into parentheses following the statute
number.

gpt-40-mini:

D.The effective date was moved into parentheses following the statute
number.

To determine the correct answer regarding the change made to the
citation format of Public Law 112-29 in the April 2013 revision of 35
U.S.C. §5 compared to the January 2013 version, we need to analyze the
options provided:

A. The statute number was changed from 112-29 to 112-30 - This option
suggests a change in the statute number, which is not typically the case
in revisions unless there is a new law enacted.

B. The effective date was removed entirely - This option implies that the
effective date was completely omitted, which is unlikely as effective dates
are important in legal citations.

C. A fc ex the effective date was ...(omit)

Figure 38: Correct case of task 1-3.

) [rmmron ]

i R AR T20004F (it NRIEAIE L FITL) , 20084 AE T RRAHT
TSRS T AL R R S A S A

Question: Compared to the 2000 Patent Law of the People's Republic of
China, which of the following substantive requirements for design patent
applications was newly added in the 2008 Amendment?
AERMU B T 06 AR AT W S8 X 3

A. The design must be clearly distinguishable.

BN A FI () Q3 MR vE

B. The introduction of a "aesthetic appeal" creative standard.

CHE A5 b NTE S AU R

C. A requirement that the design must not conflict with prior legal rights
of others.

DRI ST

D.Submission of six-side orthographic views of the product.

Question: Compared to the 2015 U.S. Patent Act (35 U.S.C.), what key
change was made to disclosure requirements in the 2022 revision?

A. Removed specific format requirements for "written description"
under Section 112.

B. Added y discl e obli;
under Section 114.

for genetic resource origins

C. Amended Section 101 to exclude patentability of software algorithms.

D.Extended electronic filing deadlines for patent applications under
Section 111.

gpt-40-mini:
BN A A () Q3 bR
B. The introduction of a "aesthetic appeal" creative standard.

gpt-4o0-mini: }{
C. The inventor publicly uses the invention in the U.S. 11 months before
filing.

Error Category: Obsolescence Error

Error Reason: According to the 2008 Amended Patent Law of the People's
Republic of China, a was added for design patent

applications: the design must
Therefore, the correct answer is

Error Category: Consistency Error

Error Reason: A. This option suggests ange in the requirements for
. This optign implies a new
requirement for disclosing d.o. This option

suggests a fundamental change in what can be patented, specifically targeting
software algorithms,

.D. This option pertains to filing deadlines rather than!
“After evaluating these options, the most relevant

change to disclosure requirements in the ﬁirﬁ revision appears to be related
to th -

Figure 39: Error case of task 1-3.
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° (i commecan |

T “FFFRA05%5 " FRAH A AL, Bl iR AR 2
A AEE AT I EAE UL R ?

Question: In the "Danyu 405" Corn New Plant Variety Infringement
Case, what alleged infringements were committed by Linghai City Nong
Mou Seed Technology Co., Ltd.?

ARGEAUVER “FEE4055 " FRFIF

A. Unauthorized production of "Danyu 405" corn seeds.

B.LUL A AR AR B <P E405°5 7 FORF T

B. Repackaging and selling ""Danyu 405" corn seeds under another
variety name.
C.ZRIHERMZRL, HZEL
@

acts of r ing infri and repeated violations.

D.BAE# 2
D. All of the above.

gpt-4o-mini:

D.LA E#

In the infringement case of the "Danyu 405" corn plant new variety,
Linghai Agricultural Technology Company was accused of infringement,
including: A. Unauthorized production of "Danyu 405" corn seeds - this
is a clear infri; as horized producti i an
infringement of intellectual property rights. B. Selling "Danyu 405" corn
seeds under other variety names is also an infringement...(omit)

Question:In the case of “Mattel Inc. v. MGA Entertainment Inc.”, What
was the primary reason for the lawsuit filed by Mattel Inc. against MGA
Entertainment Inc.?

A. MGA's production of Bratz dolls allegedly infringed on Mattel's
copyrights.

B. MGA's advertising i were misleadi h

C. MGA failed to pay licensing fees to Mattel.

D. MGA used Mattel's trade secrets to develop its products.

gpt-40-mini:

A.MGA's production of Bratz dolls allegedly infringed on Mattel's
copyrights.

In the case of “Mattel Inc. v. MGA Entertainment Inc.”, the primary
reason for the lawsuit filed by Mattel Inc. against MGA Entertainment
Inc. was that MGA's production of Bratz dolls allegedly infringed on
Mattel's copyrights. Mattel claimed that the Bratz dolls were developed
by a former Mattel employee who had used Mattel's intellectual
property in the process.

Answer: A

Figure 40: Correct case of task 1-4.

[ Task 1-4: Error Case ] English

R VARG A E L P CRIED FIRAFS TR RS A R A
AR ERIAEAE LR UL R h, PR AR RER (hED
AR T SRR YR A Y 3 B R A

Question: In the case , what were the main reasons for Xi Mou Co., Ltd.
and Xi Mou (China) Co., Ltd. to file the lawsuit?

ATPR A RA R REFAUER “TEI1T" Fibs

A. Ningbo Qi Mou Electric Appliance Co., Ltd. used the Siemens
trademark without authorization.

BT AR AR A R < BT TR A RA R fF 4
b8

B. Ningbo Qi Mou Electric Appliance Co., Ltd. used Shanghai Siemens
Electric Appliance Co., Ltd. as its corporate name.

C.T AR LA IRA TR SBRBUHE “PITT” i

C. Ningbo Qi Mou Electric Appliance Co., Ltd. sold Siemens products
without authorization.

DT AT AL AT PR A FIFE ™ S AMLRE B W AR TE B AL R T
HRAIRAT 45

D. Ningbo Qi Mou Electric Appliance Co., Ltd. used the name Shanghai
Siemens Electric A Co., Ltd. on product packaging

Question:In the case of “S. Victor Whitmill v. Warner Bros.
Entertainment Inc.”, What was the primary defense argument presented
by Warner Bros. Entertainment Inc. in response to the copyright
infringement claim?

A. The tattoo design was not original.

B. The use of the tattoo design was fair use.

C. The tattoo design was in the public domain.

D. The use of the tattoo design was authorized by Mike Tyson.

gpt-do-mini: )

AT PRI A R REFBUER “PErT" Fits

A. Ningbo Qi Mou Electric Appliance Co., Ltd. used the Siemens
trademark without authorization

gpt-4o0-mini: x
B. The use of the tattoo design was fair use.

Error Category: Priority Error

WB This may
ut does not directly relate to trademark

rights.C. This also constitutes trademark infringement.D. This similarl

i unfair petition.Both Options A and C d

infringement.Option A, however, more directly Addresses the core issuts
of Hmaking it the primary reason for filing

the lawsuit.

Error Category: Consistency Error

Error Reason: In the case of “S. Victor Whitmill v. Warner Bros.
Entertainment Inc.”, Warner Bros. Entertaginment Inc. primarily argued
that the use of the tattoo design H‘

: They contended that th,
depiction of the ta?o on the character in the film d

and on Whitmill's copyright.

Figure 41: Error case of task 1-4.
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o e

R AR L A bR ARG 2L, 2t O R PR B R 02K 5
Question: Please provide the corresponding International Patent
Classification (IPC) code based on the patent's title and abstract.

FRA: — PR AR XU B PR

Title: A Double-Sided Grinding Machine for Ferrite Cores

THE: AR ATET — R EARE U B PR, 5 B0 B H
THRGUR, CUFRHERL, MERL SRR 0 107 [ SR AR,
TE SRR AR b3 3l e B AT (IR, e 10 5 — i sl
IS, (REFER N — RN R A R B2 [, 7E 2240~
T BEEARE ;A B B A% i b (PRI o

Abstract: The utility model discloses a double-sided grinding machine
for ferrite cores, which pertains to the technical field of double-sided
grinding processing. The machine comprises a frame. A docking plate is
fixed above one end of the mounting plate of the frame, and a | peed

Q i lease provide the corresponding Internati Patent
Classification (IPC) code based on the patent's title and abstract.

Title: Device for stimulating the clitoris using a variable pressure field
and method for generating a variable pressure field
Abstract: An le device for sti a clitoris includes a
housing; a drive device configured to provide a drive movement; a
pressure chamber at least partially surrounded by a chamber wall; a
chamber wall portion forming a portion of the chamber wall, the drive
device to cause the chamber wall portion to repeatedly move between
different wall positions to cause a chamber volume of the pressure
hamber to r increase and decrease to generate a variable

turntable is r ly i on the plate and the docking
plate. The other end of the plateisr ly dtoa
grinding disc. One side of the low-speed turntable is inserted between an
upper grinding disc and a lower grinding disc.

pressure field; a housing opening fluidly connected to the pressure
chamber, the variable pressure field to be output via the housing
opening in the form of negative and positive pressures.

gpt-40-mini:
Based on the title and abstract of the patent, this invention pertains to a
device for double-sided grinding processing, especially for a grinding
machine for ferrite magnetic cores. According to its functions and

hnical field, the corr ding International Patent Classification
Number (IPC) can be inferred. In the International Patent
Classification, technologies related to grinding machines and grinding
processing are usually classified under B24 (grinding, polishing, buffing
or similar processing), and for specific technologies related to double-
sided grinding machines, they may be further subdivided. Therefore,
considering the content of this patent, the most appropriate
Internati Patent Cl ion Number is B24B (double-sided
grinding).
Answer: **B24B7V17**

gpt-40-mini:

The title and abstract indicate that the device is specifically designed for
stimulating the clitoris through a variable pressure field. This suggests
that the invention falls under the category of sexual aids or devices
designed for sexual stimulation. The mention of a pressure chamber and
the generation of a variable pressure field further indicates that the
device may involve k hanical p Based
on the IPC system, the relevant sections for this type of invention would
likely fall under A61H: This section covers therapeutic appliances for
medical or surgical purposes, which includes devices for stimulating
sexual organs.A61F: This section includes devices for sexual stimulation.
Answer: **A61K31/4162%*

1 or electr

Figure 42: Correct case of task 1-5-1.

o [Crstonrone |

T L VAR R bR AR 22, 4ty FO0S A TR B 1) 20 2K 5
Question:Please provide the corresponding International Patent
Classification (IPC) code based on the patent's title and abstract.

B A SRR ) B KR B

Title: A Port Channel Sludge Separation and Dewatering Device

TE: ASTRURTRS R — A DO IR 2 B UK E, R TR e
HARGHK, BIFENA. BN, SMA, NUER . . HRE, Bt
VB, e A L S BB LA B FLAE bR T R i, i Bl
ST R A DA PN D TR A 3 PR, il b B B IR, $%
R TR P AT T B P LA, AN e P B e A FR Y
KRS, Bk T e A Hk

Abstract:The utility model relates to a port channel sludge separation
and dewatering device, belonging to the technical field of sludge
treatment. The device comprises a frame, a sealed cover plate, an outer
cylinder, an inner filter cylinder, a rotating shaft, a bearing sleeve, and a
sludge inlet pipe. A control shaft is arranged in the inner hole of the
rotating shaft, which rotates with the shaft and can move vertically.

lease provide the corr ding Inter Patent
Classification (IPC) based on the patent’s title and abstract.

Title:Video monitoring system

Abstract:An asset tracking system includes a camera adapted to capture
images and output signals representative of the images. The camera may
include one or more depth sensors that detect distances between the
depth sensor and objects positioned within the field of view of the one or
more cameras. A computer device processes the image signals and or
depth signals from cameras and determines any one or more of the
following: (a) whether a patient care protocol has been properly followed;
(b) what condition a patient is in; (c) whether an infection control
protocol has been properly followed; and (d) whether steps have been
taken to reduce the risk of a patient from falling. Alerts may be issued if
any conditions of importance are detected.

gpt-40-mini: b 4
BO1D

gpt-4o-mini:
AG61B

Error Category: Reasoning Error
Error Reason: Based on the patent's title and abstract, the

corresponding Intgrnational Patent Classification (IPC) code,is likely related
to ﬂ’ludge treatment, or * According to

the IPC system, potential classification codes include:B0O1D: Separation
BOS% pparatus for separating solids from solids using wet techniques;

“Water or wastewater treatment.Given the device’s specific functj
and application, the most appropriate classification is b

Error Category: Reasoning Error

Error Reason: Based on this informatjon, the relevant IPC classes can be
identiﬁedzdor generation, which includes image
analysis and processing techniques;—; surgery; identification
of persons; devices for transferring or applying fluids to the body, which is
relevant due to the healthcare context of monitoring patient conditions.GOSBI

> which could relate to the alerting aspect of the
system.Given the focus on video monitoring in a healthcare context, the most

relevant IPC classification would likely fall !inder AG61B, as it pertains to

Figure 43: Error case of task 1-5-1.
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o

Please provide the corresponding Cooperative Patent Classification
(CPC) based on the patent’s title and abstract.

Task 1-5-2: Correct Case ]

Title:Fishing bait, a position for ing the
fishing bait, a method for manufacturing the fishing bait and a use of the

mouldable composition

Abstract:The present invention relates to a fishing bait, a mouldable
composition for manufacturing the fishing bait, a method for
manufacturing the fishing bait and a use of the mouldable composition.
The mouldable composition comprises a basic solution comprising water,
a gelling agent and a ici The p further
comprises at least one cross-linking agent in the volume of the basic
solution.

gpt-40-mini
To determine the appropriate Cooperative Patent Classification (CPC)
for the provided patent title and abstract, we need to analyze the key
components of the invention.
1. Fishing Bait: This indi that the i
used in fishing, specifically bait.
2. Mouldable Composition: This suggests a focus on materials science,
particularly formulations that can be shaped or formed.
3. Manufacturing Method: This implies that the invention includes a
process for creating the fishing bait.
4. Composition Components: The mention of a basic solution, gelling
agent, and cross-linking agent indi a ical
composition aspect.
Given these points, the CPC classification would likely fall under
categories related to fishing and bait, as well as materials and

used in their f: e.The relevant CPC classes for
fishing bait and related compositions typically include:- A01K: This
class covers " Animal husbandry" and includes fishing bait.- **A01K
85V/00: This subclass specifically relates to "Baits for fishing".
Considering the focus on the composition and method of manufacturing,
the classification may also touch on aspects of chemical compositions,
but the primary focus remains on fishing bait.
Thus, the most appropriate CPC classification for this patent would
be:Answer: AO1K 8500

is related to pi

Figure 44: Correct case of task 1-5-2.

Task 1-5-2: Error Case ]

]

Question: Please provide the corresponding Cooperative Patent
Classification (CPC) based on the patent’s title and abstract.

Title:Multipurpose machine for cultivating trees.

Abstract:A ipurpose hine for ing trees, comprising an
inverted U-shape structure that enables the machine to pass over
existing trees to carry out pruning, disinfection or fruit picking tasks,
provided at the bottom with wheels, driven by at least one motor that
autonomously facilitates the thereof, and resp upper
frames that telescopically couple to each other, being driven by
respective cylinders to move the portion of the structure on the right
with respect to the one on the left in order to vary the width of the
machine. Likewise, the machine has the ability to raise or lower the
upper structure of the same to adapt it to the height of the trees to be
cultivated.

gpt-4o0-mini:
A01B 79V/00

Error Category: Reasoning Error

Error Reason: It features a unique structure that allows it to navigate
around existing trees and adjust its width and height.The relevant CPC
classifications for this type of agricultural machinery typically fall under the
following sections:1. - This section covers "Soil working in
agriculture or forestry; Cultivating; Planting" which includes machines and
implements for cultivating trees.2. J‘This section pertains to
\"Harvesting\" and includes machines for picking fruits and other agricultural
products.Given the multifunctional nature of the machine, particularly its

capabilities for both cultivation and harvesting, he most appropriate CPC
classification would likely be- - This classification

specifically covers "Machines or apparatus for cultivating or working the soil,
il adapid o s o Sl

Figure 45: Error case of task 1-5-2.

o

[ Task 1-6: Correct Case ]

TEMA, B, C, DPYASZEIR i i H X R 5

TARIHTE LA A TF F 2 BALH S SOl B R T R sk, BRI K
AL PURBOL I BT 4 ?

Please refer to A, B. Choose the answer corresponding to the question
from the four options C and D.The engi improves the i
solution and implements it during the period from the patent disclosure

date to the authorization date, and the patent owner claims infringement.

What is the key to establishing a defense?

A SEHIBURSLZA

A. Requirements for the Establishment of First Use Rights
B. I CReP IR

B. Effectiveness of temporary protection period

C. SERAEA A5

C. Experimental use exception

D. BRI R

D. Principle of exhaustion of rights

gpt-40-mini:

In patent law, the impr and i ion of
solutions by the patentee between the date of patent publication and the
date of authorization involve the effectiveness of the temporary
protection period. According to relevant laws and regulations, after a
patent ication is published, the enjoys a certain temporary
protection period, and others are not allowed to implement the technical
solution during this period. Therefore, the key to the establishment of
the defense lies in the effectiveness of the temporary protection period.
Answer: B

Please select the correct answer from A, B, C, and D.

An Al company trains a neural network to design nanobots but only
publishes input output examples in its patent. Competitors decode the
model. What invalidates the patent?

A. Lack of enablement per In re AI Models Corp.

B. Algorithmic abstraction as prior art

C. Trade secret protection for training data

D. Fair use of published research

gpt-40-mini:

To determine which option invalidates the patent, we need to analyze
each choice in the context of patent law and the situation described.

A. Lack of enablement per In re Al Models Corp. - This option suggests
that the patent does not provide sufficient detail for someone skilled in
the art to replicate the invention. If the patent only includes input output
examples without a clear methodology or sufficient detail on how to
create the nanobots, it could indeed be considered lacking in enablement.
B. Algorithmic abstraction as prior art - This option implies that the
methods or algorithms used in the neural network are already known
and thus cannot be patented. However, the scenario does not indicate
that the competitors are using prior art; they are decoding the model
based on the examples provided.

C. Trade secret protection for training data - This option suggests that
the training data used to develop the neural network is protected as a
trade secret. However, the question focuses on the patent's validity
rather than the protection of trade secrets.

D. Fair use of published research - This option refers to the ability of
competitors to use published research without infringing on the patent.
However, the competitors are decoding the model based on the patent's
input output examples, which may not fall under fair use.

Given these analyses, the most relevant option that directly addresses the
potential invalidation ...(omit)

Figure 46: Correct case of task 1-6.
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1

6 L - 32 ) it R AR “QUICKF LT B JU0 A% A5 PR 4 585 = 07 £ {gk B APP4Fisk
M. GrilR R At A

Question: The sports brand trademark "QUICKFIT" was registered by
a third party in the fitness app domain due to prolonged non-use. What
does the dispute focus on?

AFIbRIE LA E

A. Determination of trademark genericide.

B AR

B. Scope of cross-class protection.

C.H A B FRINE

C. Determination of a well-known trademark.

DRI P

D.Trademark coexistence agreement.

Question: A startup trains AI on luxury brand logos to generate "anti-
brand" designs. Luxury brands sue. What doctrine applies?

A. Nominative fair use under New Kids.
B. Parody defense under Rogers v. Koons.
C. First Amendment artistic expression.

D. Trademark tarnishment.

gpt-40-mini:
B.ESRARY

B. Scope of cross-class protection.

gpt-4o0-mini:
B. Parody defense under Rogers v. Koons.

Error Category: Consistency Error
Error Reason: Among the options:A. Determination of trademark
ricide: Refers to a trademar]

c K becoming a generic term due to widespread
, which likely does not apply here.B. Scope of cross-class protection:
Retes o R . '
relevant.C. Determination of a well-known trademark: Generally involves a
trademark’s fame and broader protection, byt-here, since the trademark was
not actively used, d; Trademark coexistence
agreement: Usually inygives agreements between trademark holders, which
is ﬂhe most relevant option is B, as the dispute centers
on the use and protection of the trademark in a different category (e.g.,
fitness apps). Cross-class protection would determine whether the original

trademark owner can block third-party registration in unrelated fields, even if
the trademark was not actively used.

Error Category: Consistency Error

Error Reason: A. This doctrine allows for the use of a trademark to refer to
the trademarked goods or services, but it typically applies when the use is
necessary tQidentify the product and&
iAB. This doctrine allows for the use of a trademark in a way that
is transformative and serves as a parody, which could be gglevant if the

designs are intended to .C. This could
apply if the designs are considered a form of artistic expression, but it may

not provigy a strong defense if the use of the logos is
.D. This doctrine applies when a trademark is used in a way that

harms its reputation, which could concern for luxury brands if the anti-
brand designs B

Figure 47: Error case of task 1-6.

o (o comecan |

WHMA, B, C, DIYANZEI i H B H % R 5
RIS TR 5 R i IR 2

Please refer to A, B. Choose the answer corresponding to the question
from the four options C and D.Which of the following does not fall
under the category of a service invention or creation?

A GRARJE10 A PS8R IR TAERH R ¥R 9

A.Complete inventions related to the original job within 10 months after
retirement

B. FFIAN A B e 9

B. Inventions made using personal devices

C. JBAT BT 16 IRAL 55 56 PRI K )

C. Inventions completed by fulfilling temporary tasks assigned by the
unit

D. 5 B S LA DA 1 R 5 SRR DX P 52 P

D. Inventions related to the original position made within one year after
being transferred from the original unit

gpt-4o0-mini:
Service inventions and creations refer to inventions and creations
completed within the scope of duties. According to relevant laws and
regulations, service inventions usually include inventions completed
during work, utilizing unit resources, or under tasks assigned by the unit.
Analysis options:
A. Inventions related to the original job completed within 10 months
after retirement - this falls under the category of service inventions, as
they are related to the original job even after retirement.
B. Inventions made using personal devices - this does not belong to
service inventions, as it is made using personal devices rather than
organizati resources. leted by fulfilling temporary
tasks assigned by the unit - This is a service invention because it was
completed under the unit's assignment.
D. Inventions made within one year after being transferred from the
original unit that are related to the original position may also be

ed as service i , but are usually no longer considered as
service inventions after the transfer. \In summary, option B is the least
suitable situation for service inventions and creations. Answer: ** B**

T
I
1
1
1
1
I
1
I
1
I
1
I
1
I
1
I
1
I
1
1
1
1
1
1
I
1
I
1
I
1
I
1
I
1
I
1

Please select the correct answer from A, B, C, and D.

Question: Which entities can be designated as International Searching
Authorities?

A. Any national office

B. Only intergover or

C. National offices or intergover or

D. Non-governmental organizations

gpt-40-mini:

International Searching Authorities (ISAs) are designated entities that
conduct international searches for patent applications under the Patent
Cooperation Treaty (PCT). According to the PCT regulations, ISAs can
be either national patent offices or intergover 1 or izations that
have been authorized to perform this function.

Given this information, the correct answer is: C. National offices or
intergover 1 organizati

Answer: C

Figure 48: Correct case of task 1-7.
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Task 1-7: Error Case

5L SR ISAS R T 55 5 Bt 6 2

Question:Which of the following is not a case of an invention made in
the course of employment?
AGBRJE10 A A 78S SR AR R IR o

A.Complete inventions related to the original job within 10 months after
retirement.

B AN N8 58 ¥ R B -

B. Inventions made with personal devices.
C.JBEAT BT i N FERIRAE 55 78 KT o
C.Invention ished by a unit assi;
performing unit.

D. 8 B8 J5 B L4 P B 5 SRR S B

D. Inventions related to the original position made within one year after
leaving the original unit.

a temporary task by the

Question:What triggers a 'Notice to File Missing Parts'?
A. Missing essential filing requirements.

B. Non-payment of maintenance fees.

C. Errors in patent claims.

D. Incomplete prior art search.

gpt-40-mini:
B AN N B 78 A R W o

B. Inventions made with personal devices.

gpt-40-mini:
A. Missing essential filing requirements.

Error Category: Reasoning error

Error Reason:

A service invention refers to an invention completed within the scope of

one's duties. According to relevant laws and regulations, service inventions

typically include those made during working hours, using company resources,

or under tasks assigned by the company. Analysis options:

A. An invention related to the original job completed within 10 months after

retirement-This falls under the category of a service invention because, [
Ithough it was leted after reti it is still related to the original job.

B. An invention made using personal equipmerftThis does not qualify as a

service invention because it was made using personal equipment rather than

company resources.

C. An invention made while performing a temporary task assigned by the

company-This is considered a seaice invention because it was completed

under the company's assignment

D. An invention related to the original position made within 1 year after

leaving the original company-This may also be regarded as a service

invention, but it usually ceases to be considered such after the transfer.

Error Category: Hallucination error

Error Reason:

A 'Notice to File Missing Parts' is typically triggered by the absence of
essential filing requirements in a patent application. This notice is issued by
the patent office when the submitted application does not meet the necessary
criteria for completeness, which can include missing documents, forms, or
fees that are required for the application, tp be processed.

A. Missing essential filing requirements’= This directly aligns with the
definition of what triggers a 'Notice to File Missing Parts'.

B. Non-payment of maintenance fees - This is related to maintaining a patent
after it has been granted, not the initial filing process:

C. Errors in patent claims - While errors can lead to issues, they do not
specifically trigger a 'Notice to File Missing Parts'. V]

D. Incomplete prior art search - This is not a requirement for filing and
would not trigger such a notice.

Figure 49: Error case of task 1-7.

o (s camercon |

TR : T RT3 B R BRI T, T REHT S R BN E 3k
BAE TR AEIE I T3 5. BB RHREARPLAE A 1737 i Dy
A, DU A& (R R 30 R B R THEA R Ml A v 3 2
Question:With the rapid growth of the orthopedic surgical robot market,
which collaboration model would best drive technological upgrades and
commercialization of the device?
A SBURFBI ARSI, 10T RER BEBe th 5 AR, FRAR &R
I, PR GLEREEOARSTREAE IR 5
A. Partner with government medical institutions to launch a cost-
effective version for grassroots hospitals, lower procurement barriers,
and provide remote technical support and training.
B. S5BJT A MR a1, TFRENEERS TR, AERERER
AR TRERE, ISR OLE T R S5
B. Collaborate with medical device distributors to develop customized
fter-sales service pacl ptimize device performance based on
postoperative patient feedback, and offer regular upgrades.
CH5BARFARVBAN HEME, TPRESRMED, FEREENRAT
RAGHFHALTLAT, IFGERAR TR 55 AR b SEint v 5 o U R T e
C. Partner with orthopedic surgical robot manufacturers to develop
modular interfaces, integrate the device as a standardized accessory for
robotic surgery systems, and combine preoperative planning with
intraoperative real-time adjustment capabilities.
D. 5MRBET MO, TERIET RUTARN SRSk, JHRRE
BUATREE S, B ER 5 RES B /BT IR 55
D.Work with imaging equipment manufacturers to develop intelligent
bending algorithms based on preoperative imaging.

Question: A quantum sensor patent (US202536789012C3) claims

h d d ion of ic fields (10" T
r ion) using nitrogen-vacancy centers in 3D-printed diamond
waveguides. Which industry would face disruptive competition?

A. Cardiac arrhythmia diagnostics.
B. Neuromarketing analytics.
C. Oil reservoir mapping.

D. Semiconductor lithography.

gpt-40-mini:

‘When considering the technological upgrade and commercialization of
the Kirschler needle bending device, we need to analyze the potential
impact and feasibility of each option.

A. Cooperate with government medical institutions to launch an
economical version and lower the threshold for equipment procurement.
This cooperation model can help the device enter the primary hospital
market, but it may have limited driving force in terms of technological
upgrading because the main focus is on cost rather than technological
innovation...(Omit)

Answer: C

gpt-40-mini

Understanding the Technology:

The patent describes a quantum sensor that utilizes entanglement to detect
extremely small ic fields (10'* T ) using nitroge 'y
centers in di guides. This is particularly sensitive to
magnetic fields at the nanoscale.\n\n2.

Analyzing the Options:

A. Cardiac arrhythmia diagnostics: This field primarily focuses on electrical
signals and heart rhythms rather than magnetic fields. While there may be
some magnetic field applications in medical diagnostics, this is not the primary
focus.

B. Neuromarketing analytics: This industry studies consumer behavior and
brain activity, often using techniques like fMRI or EEG, which are not directly
related to ic field ion at the

C. Oil reservoir mapping: This industry often uses magnetic field
measurements to locate oil reserves and understand subsurface geology. The
ability to detect ic fields could si; enhance the
precision of mapping and exploration in this field.

D. Semiconductor lithography: This industry involves the patterning of
semiconductor materials, which can be influenced by magnetic fields, but the
primary focus is on light and electron beams rather than magnetic field
detection.

Conclusion:

The most relevant industry that would face disruptive competition from the
quantum sensor technology is **C. Oil reservoir mapping**.

Figure 50: Correct case of task 2-1.
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Task 2-1: Error Case

WA, B, C, DPYASZEI 13k i A X2 25 5

‘e MTEshdesk, “Hmu” MTEshs 6 —-Einhi. 2
B RR AL ?
Please refer to A, B. Choose the answer corresponding to the question
from the four options C and D. Nike is used for sports equipment, while
Nike is used for sportswear, both of which have a certain market share.
Does it constitute trademark infringement?

A T B RRRIC S0 44 BEARN G 7

A. Need to consider the brand's visibility and influence

B. S, PRI AL E R S AR

B. Yes, because the labels are similar and the products are the same
C. #, B “Bw” HEHSRE

C. No, because 'Nike' has its own characteristics

D. &, {EZRREM %5t

D. Yes, but exempt from liability for indicative use

gpt-do-mini: 3
A i FE AR IR 5 44 SE AN

A. Need to consider the brand's visibility and influence

Error Category: Reasoning Error
Error Reason: When analyzing the situation of the "Nike" and "Nike"
trademarks, we need to consider several key factors. Firstly, the popularity and
influence of a trademark are important criteria for determining trademark

infii If Nike is a well-k brand, its trademark protection will be
stronger. Secondly, the similarity of identification and the similarity of goods are
also important criteria for determining infringement. If "Nike" and "Nike" are
visually or phonetically similar and belong to the same product category, the
likelihood of infringement will increase. Option A mentions the need to. consideﬂ
the brand's visibility and influence, which is an important legal factor to consider.
Option B directly states that infringement is caused bﬂimilar labeling and
identical products, which is also a reasonable judgment. Option C believes that
"Nike" has its own characteristics and therefore does not constitute infringement,
which may be valid in certain circumstances, but if "Nike" is too similar to "Nike",
it may still constitute infringement. Option D mentions the indicative use
exemption, which usually applies in cases of reasonable use, but whether it applies
in this context requires specific gnalysis. Taking all these factors into consideration,
the most reasonable answer is A, because the popularity and influence of a
trademark are the basis for determining whether it i

Please select the correct answer from A, B, C, and D.

A toy manufacturer makes a toy that has a similar shape to a patented
toy and also uses a character from a copyrighted cartoon on it. What
infringements occur?

A. Only patent infringement.

B. Only copyright infringement.

C. Both patent and copyright infringement.

D. It's okay as long as the toys are sold at a low price.

gpt-40-mini: 3¢
C. Both patent and copyright infringement.

Error Category: Reasoning Error

Error Reason: To determine the correct answer, we need to analyze the
situation regarding the toy manufacturer and the potential infringements
involved.

1. Patent Infringement: A patent protects inventions and designs. If the
toy has a similar shape to a patented toy, it could potentially infringe on
that patent, depending on the specifics of the design and the claims of
the patent.

2. Copyright Infringement: Copyright protects original works of
authorship, including characters from cartoons. If the toy uses a
character from a copyrighted cartoon, this would likely constitute
copyright infringement, as the character is protected under copyright
law.

3. Combining Both: Since the toy manufacturer is infringing on both
the patent (by making a toy similar in shape to a patented toy) and
copyright (by using a character from a copyrighted cartoon), both types
of infringement are present.

4. Price Consideration: The option stating that it's okay as long as the
toys are sold at a low price is not relevant to the legal considerations of
patent and copyright infri occurs lless of
the price at which the toys are sold.Based on this analysis, the correct
answer is:Answer: C

Tnfi
Infr

Figure 51: Error case of task 2-1.
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Question: A song titled "The Melody of Love" has a unique melody and
lyrics, while the accused work, "The Symphony of Love," has a similar
melody but different lyrics. Some critics believe the melody is borrowed.
Does this constitute copyright infringement?

AL, REBAHERARL

A. Yes, because some melodies are similar.

B.15, BHEAARR

B. No, because the lyrics are different.

C.A, AZHCHEM %5t

C. Yes, but disclaimer for educational use.

D 75 AU 2 75 PR 5 AL

D. It is necessary to determine whether the similar parts constitute
substantial similarity.

gpt-40-mini: (2

To determine whether there is copyright infringement, the key lies in
the existence of substantial similarity. Although "The Melody of Love"
and "The Symphony of Love" have some similarities in melody, the
different lyrics may affect the judgment of infringement. Just having
some melody similarity doesn't necessarily mean infringement, so option
A is not conclusive. And the difference in lyrics alone doesn't rule out
the possibility of melody - related copyright infringement, so option B is
incorrect. Option C's mention of educational use disclaimer is not
relevant to the core issue here, which is mainly about determining
similarity.Therefore, a detailed analysis of the similar parts is required
to determine whether they constitute substantial similarity.

Answer: D. It is necessary to determine whether the similar parts
constitute substantial similarity.

Question: An intern at Company H takes a draft of a new product
design home without permission. Is this an infringement of trade secrets?

A. No, as long as the intern doesn't show it to anyone.
B. Only if the intern intends to use it for personal gain.
C. Yes, because they took the confidential draft without permission.

D. Only if the new product is a revolutionary one.

gpt-d4o-mini: [

Analysis:

1. A. This option is incorrect. The act of taking the draft out of the
workplace without permission already violates the confidentiality of the
trade secret.

2. B. This is also wrong. The company has the right to keep its product -
design information private, and the intern's action of taking it home
without consent breaches that right, regardless of the motive for
personal gain.

3. C. This is the correct answer. By taking the confidential draft of the
new product design home without permission, the intern has directly
violated the company's protection of its trade secrets. Unauthorized
access and removal of such information are key elements in determining
trade - secret infringement.

4. D. This option is incorrect. The revolutionary nature of the product
has no bearing on whether the act of taking the draft is an infringement.
Trade - secret protection applies to any confidential business
information that gives the company a competitive edge, not just to
revolutionary products.

Answer: C. Yes, because they took the confidential draft without
permission.

Figure 52: Correct case of task 2-2.
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[ Task 2-2: Error Case ]

15 - 3 [ S A A — TR T BT B R L Ao o [ D9 fll A 7 £
BT B AE AR ISR b 5 56 [ O 7] LU= Rl R, BAESM I it BT
KZEFko WARIE L FITERARRRG], F5E PG Aol 76 B R BAE T+
Question: A certain American company holds a patent for an invention
related to medical devices. The medical devices produced by Chinese
company C are identical in terms of working principles to the American
company's patented product, but they differ significantly in terms of
appearance design. According to U.S. patent law and relevant case law,
the key factor in determining whether company C has infringed is:
ACTAR BRI A AL, ARSI 5

A. If the working principles are the same, it constitutes infringement,
regardless of the differences in appearance.

BAMLZE SRR T FEG K LA

BWhether the differences in appearance lead to substantial differences
in the products.

C.PAAMET i B 27 AL AR T 56 [ 24 =] 7 i

C. Is the production cost of the products of Enterprise C lower than that
of the products of the American company.

D5 [ 24 7] L A e I 1)

D. The application time for patents of American companies.

gpt-40-mini: x

ATAESEAR RS B AL, ARs L2 57

A. If the working principles are the same, it constitutes infringement,
regardless of the differences in appearance.

Error Category: C error and ing error
Error Reason: According to U.S. patent law, the key factor in determining
infringement is the claims of the patent and the substantial differences
between the products. Although identical working principles may raise
concerns about infringement, the more important consideration is whether
the differences in appearance design result in substantial differences in the
function or effect of the products. Therefore, the correct answer is: Answer:
wBH.

Question: A toy manufacturer makes a toy that has a similar shape to a
patented toy and also uses a character from a copyrighted cartoon on it.
‘What infringements occur?

A. Only patent infringement.

B. Only copyright infringement.

C. Both patent and copyright infringement.

D. It's okay as long as the toys are sold at a low price.

gpt-4o-mini: 2
D. It's okay as long as the toys are sold at a low price.

Error Category: Consistency error

Error Reason: The explanation clearly states that both patent infringement
and copyright infringement are occurring due to the actions of the toy
manufacturer. However, the selected answer D claims that it's okay as long
as the toys are sold at a low price, which is inconsistent with the reasoning in
the There is a diction between the answer chosen and the
reasonigg provided to support it.

Figure 53: Error case of task 2-2.

i SRR PR AR, RBEINSE s BRI NAIE B AR5 50765
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Question: In a case of ive trademark infril the court
ruled that the certification fee for the right holder was 50 yuan per
product. The infringer sold 20,000 uncertified products. What should be
the amount of compensation?

A. 277 X 5076 X 35=300 /7

A. 20,000 x50 yuan x3 times =3 million.

B. 275 X5076=100/3

B. 20,000 x50 yuan =1 million.

C. 277 X 5076 X 2f#5=20077

C. 20,000 x50 yuan x2 times =2 million.

D.iEREEIES0 /5 7T

D. The court determined 500,000 yuan at its discretion.

Question: Company B sued Company A for patent infringement, and
the court ordered Company A to compensate Company B for the actual
losses of US$600,000 and bear the reasonable attorney's fees of
US$150,000 for Company B. How much compensation does Company A
have to pay in total under U.S. law?

A. $600,000.

B. $750,000.

C. $1.200,000.

D. $1,800,000.

gpt-40-mini
Information Analysis:
Certification fee per product for the right - holder: 50 yuan.Number of
uncertified products sold by the infringer: 20,000.
Calculation Method
The total certification fee for uncertified products is calculated as
follows: Number of products x Certification fee per product = 20,000 x
50 yuan = 1 million yuan.
Analysis:
A. This option applies a 3 - fold compensation. However, there is no
indication in the question that a 3 - fold compensation should be used.
B. This option calculates the compensation based on the actual loss,
which is the total certification fee for the uncertified products. In the
absence of other information about applying multiple - fold

ion, thisis ar i
C. This option applies a 2 - fold compensation. But without specific
instructions in the question regarding the use of a 2 - fold multiplier,
this calculation is not justified.
D. This amount is lower than the actual loss calculated based on the
certification fee and the number of products. It is not a reasonable
choice as it does not adequately compensate for the loss.

Answer: B. 20,000 x 50 yuan = 1 million

gpt-40-mi
Information Extraction:
Actual losses that Company A needs to compensate Company B for:
US$600,000.Reasonable attorney's fees that Company A needs to bear
for Company B: US$150,000.

Calculation Process:

Substituting the given values: Total compensation = US$600,000 +
US$150,000 = US$750,000.

Analysis:

A. This option only includes the actual losses and ignores the attorney's
fees, so it is incorrect.

B. This option correctly sums up the actual losses and the attorney's fees,
which is in line with the legal requirements for compensation in this case.
C. This amount has no basis in the calculation according to the given
information and is incorrect.

D. This amount is also not related to the
of actual losses and attorney's fees, so it i

rrect calculation of the sum
ncorrect.

Answer: B. $750,000

Figure 54: Correct case of task 2-3.
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Question: A tea merchant falsely used the "West Lake Longjing"
geographical indi with sales ing to 3 million yuan and a
profit of 500,000 yuan. What should be the basis for calculating the
compensation?

ABFINGFRHR (FRAAE) B, EABUERFIS07576C. HH &4130075 78
D. TEEME£50075 76

A. Actual loss of the rights holder (evidence required).
B.AUHA50 75 76

B. Infringer's profit of 500,000 yuan.

C A £ 4130073 70

C. Sales amount of 3 million yuan.

DI Wi £2500 75 78

D. Statutory compensation of 5 million yuan.

gpt-40-mini: X
D.Z IS A0 Sk E A7 25 A AR A SO 3 1Y

D.The number of each party and their representatives participating in
the oral hearing of a r case shall not exceed four.

Error Category: Reasoning error and Consistency error

Error Reason: A. Actual loss of the fZhts holder (evidence required) - The
rights holder needs to provide evidence, which may be difficult. B.
Infringer's profit of 500,000 yuan - Directly reflects the economic benefit of
the infringement."C. Sales amount of 3 million yuan - May be too high and
may not reflect the actual loss. D. Statutory compensatiof4f 5 million yuan -
Needs to be based on legal provisions and may not apply. Considering all
factors, the most appropriate basis for calculating compensation is the
infringer's profit of 500,000 yuan. Answer: B

Question: Company A's patent was infringed by Company B, and the
court found that Company A's profit loss was US$800,000, and
Company B's profit from infringement was US$1.2 million, with a
technology contribution rate of 50%. What is the amount of damages to
be awarded by the court?

A. $800,000.

B. $1,200,000.

C. $600,000.

D. $400,000.

gpt-40-mi
C. $600,000.

Error Category: error and Ci error

Error Reason: In this scenario, we need to determine the appropriate (4
amount of damages to be awarded to Company A for the patent infringement
by Company B. The court found that Company A suffered a profit loss of
$800,000 due to the infringement. Additionally, Company B made a profit of
$1.2 million from the infringement, and the technology contribution rate is
50%. To calculate the damages, we can consider the following: Company
A‘s Profit Loss: This is directly stated as $800,000. Company B’s Profit
from Infringement: This is $1.2 million. Technology Contribution Rate: This
indicates that 50% of the profits made by Company B can be attributed to the
technology that was infringed. To find the damages based on Company B'‘s
profits, we calculate 50% of $1.2 million:0.5 times 1,200,000 = 600,000.%
Now, we have two potential figures for damages:- Company A's profit loss:
$800,000- 50% of Company B's profit: $600,000Typically, the damages
awarded would be the greater of the two amounts, which in this case is
Company A's profit loss of $800,000.Thus, the amount of damages to be
awarded by the court is: Answer AX

Figure 55: Error case of task 2-3.
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Question: A CRISPR patent for gene editing has been deemed invalid in
Europe and the United States, but remains valid in China. How should
its global valuation be adjusted?

A E TR 5

A. Calculated by the scale of the Chinese market.

B Rk Z R E

B. Completely lose commercial value.

C.f it 32 X vFmT

C. Rely on patent pool cross-licensing.

D. 7 F AL PCTHIE

D. The PCT i needs to be r

Question: A semiconductor patent was recently upheld in litigation
against a major competitor, resulting in $150M in damages. What best
describes its current value?

A. Lower due to litigation costs.

B. Unchanged as markets already priced in validity.

C. Higher due to proven enforceability and competitive deterrence.

D. Dependent on cross-li ing oppor

gpt-40-mini: [

In this situation, the CRISPR patent for gene editing has been deemed
invalid in Europe and the United States. This implies that it can no
longer offer protection or commercial value in these markets. However,
since the patent remains valid in China, it can still generate commercial
value within the Chinese market.

Analysis:

A. This is a reasonable choice. Given that the patent is valid in China, its
value can be evaluated based on the scale of the Chinese market.

B. This is inaccurate. As the patent is valid in China, it still holds value
in this significant market.

C. While this could potentially be a strategic approach in some patent -
related scenarios, it does not directly address the issue of how to adjust
the global valuation of the patent.

D. This is irrelevant to the valuation of the patent. The PCT (Patent
Cooperation Treaty) application is mainly related to the process of
seeking patent protection in multiple countries, not directly to the
current valuation of a patent that is valid in one country (China) and
invalid in others (Europe and the United States).

Answer: A. Calculated by the scale of the Chinese market

gpt-40-mini: [

Analysis:

A. While litigation does incur costs, the fact that the patent was upheld
and resulted in $150M in damages suggests that the positive aspects of
the ruling outweigh the costs.

B. The litigation outcome provides new and significant information.
Before the ruling, the market may have had some uncertainty about the
patent's enforceability. The successful upholding and the large - scale
damages award change the perception of the patent's value. So, it is
incorrect to assume that the value has remained unchanged.

C. As mentioned earlier, the successful litigation against a major
competitor shows that the patent can be enforced. This proven
enforceability makes the patent more attractive to others in the industry,
whether for licensing or investment purposes.

D. Although cross - licensing opportunities can affect a patent's value,
the primary impact in this case is the validation of the patent through
litigation and the resulting enforceability and competitive advantages.

Answer: C. Higher due to proven enforceability and competitive
deterrence.

Figure 56: Correct case of task 2-4.
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Q Task 2-5: Correct Case

)RR R SRR T R i e PR L5577
Question: Which of the following circumstances constitutes "violation of
the duty of confidentiality"?

A G T BIRE A B Stz b AR s

A. Employees use the technical know-how in their memory after leaving
the company.
B. & ET7 M2 E AR 5 BAE 2R SO h R &

B. The cooperating party will publish the confidential information as
agreed in the academic paper.

C R e B R A T8 L Bl

C. Disclose trade secrets as required by the court.

D. [ 55 LG A2 B35 g Ml (1) o -4 o5

D. Submit an audit report containing trade secrets to the tax authority.

gpt-40-mini: [

In this question, we need to determine which of the given circumstances
constitutes a "violation of the duty of confidentiality".

Analysis:

A. Memories in an employee's mind are generally not subject to legal
protection in the context of confidentiality obligations. There is no
improper disclosure or use of protected confidential information in a
way that breaches an agreement or legal duty.

B. This clearly constitutes a violation of the duty of confidentiality. The
cooperating party has an obligation under the confidentiality agreement
not to disclose the confidential information. Publishing it in an academic
paper goes against this agreement, which is a direct breach of the
confidentiality duty.

C. When the court requires the disclosure of trade secrets, it is a legally
- mandated act. The obligation to comply with court orders supersedes
the normal confidentiality obligations in such cases.

D. Submitting the audit report to the tax authority is a compliant action
required by law. It is not an unauthorized or improper disclosure of
confidential information.

Answer: B. The cooperating party will publish the confidential
information as agreed in the academic paper.

Figure 57: Correct case of task 2-5.

6 [ Task 2-4: Error Case ] English
T

Question: A pharmaceutical patent for a blockbuster drug expires in 6
months, with generic competitors already filing ANDA applications.
How will its value likely change?

R SR R B TR 1, BTG 2R o A VBT S bR A T
BRNRBGERIAR, BN R A 0 (28 4k ?

Question: A certain mechanical patent was declared invalid, but the
invalidation decision indicated that the accused infringer actually used
the improved technology of the patent. How would the value of the |
original patent right change at this time? o
ASEEA% !
A. Completely reset to zero. |

B Ak T Ml 4 \

A. Spike due to final monopoly pricing.

B. Drop to near-zero immediately.

C. Retain residual value from manufacturing know-how.
D. Increase due to compulsory licensing.

B. Transform into trade secrets to increase value. .
L [ ST R A A B A i !
C. Partial ion can be obtained through anti 1 1 gpt-40-mini: X

litigation. B. Drop to near-zero immediately.

D. i TN R

D. The annual fee needs to be paid again for restoration. !
1 Error Category: Consistency Error and Reasoning error

Error Reason: When a pharmaceutical patent for a blockbuster drug is
about to expire, the value of the patent typically decreases as generic
gpt-do-mini: 2 I competitors are poised to enter the market. The expiration of the patent

C. AT 2 IR VA SR A5 36 43 Wi £ . means that the company will lose its exclusive rights to sell the drug,

C. Partial ion can be obtained through anti 1 allowing generic manufacturers to produce and sell their versions, which
litigation. . usually leads to a significant drop in the original drug's market price and

| revenue. Let's analyze the options: A. Spike due to final monopoly pricing -
This is unlikely because the market anticipates the entry of generics, which
would drive prices down rather than up. B. Drop to near-zero immediately -
While the value will decrease significantly, it may not drop to near-zero

1 immediately, as there could still be some residual value in the brand or
remaining market share. C. Retain residual value from manufacturing know-
how - This is a possibility, as the original company may still have valuable

I expertise and processes that could be monetized, but it does not directly

| address the patent's value’ D. Increase due to compulsory licensing -
Compulsory licensing typically occurs in specific circumstances, such as
public health emergencies, and is not a common outcome for expiring

I patents. Considering these points, the most accurate answer is that the value
. of the patent will likely drop significantly as generics enter the market, but it
may not drop to zero immediately. Therefore, the best option that reflects the
situation is: Answer: C[4

Error Category: Consi: Error and R ing error N
Error Reason: In this case, although the original patent right was 1
invalidatea,(the value of the original patent does not completely drop to zero .
because the accused infringer is actually using an improved version of the

patented technology. On the contrary, the original patent right may be ‘
transformed into a trade secre&lhus retaining some value to a certain extent. 1
Therefore, the most appropriate option is B. )¢ :

Figure 58: Error case of task 2-4.
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Task 2-5: Error Case
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Question: In 1999, AB Gear Company (a private company) obtained
commercial secrets from the state-owned CD Gear Group through retired
employee Mr. Ma, who introduced bribery to CD Group engineers Mr.
Zhang and Mr. Yao, the head of the technical department. They
repeatedly stole confidential gearbox blueprints (including models such as
E750, F300, etc.) for production, causing CD Group an economic loss of
3.776 million yuan. After evaluation, the reset cost value of the involved
blueprints was 517,000 yuan. AB Company was charged with bribery and
infringement of commercial secrets, and the legal representative, Zhang
Yiqi, turned himself in. Mr. Ma, Mr. Zhang, and Mr. Yao were
respectively charged with introducing bribery and accepting bribes. What
is the core loophole in the protection of commercial secrets in this case?
ABIIREA 2N

A. The drawings have economic value.

B.BACARBE AT

B. The drawings have not been made public.

CIBIL I % T B AR

C. Obtained through bribery.

DL R E KRR

D. Cause significant losses.

gpt-do-mini: )

D.Z NS R 1Sk o B R A R HARE A NECR AT A
D.The number of each party and their representatives participating in the
oral hearing of a reexamination case shall not exceed four.

Error Category: Hallucination Error and Priority error 9
Error Reason: In this case, AB Gear Company obtained the commercial secrets
of CD Gear Group through bribery, and these blueprints were protected by
confidentiality measures and not made public. Therefore, the core loophole in thn,)(
protection of commercial secrets lies in the fact that the blueprints were not made
public. While the economic value of the blueprints, the significant losses caused,

and the bribery used to obtain them are all important factors, the most direct
loophole is that the blueprints were not made public. Answer: B.

Figure 59: Error case of task 2-5.

Task 3-1:

© (Com )

Correct Case

TR AR SEAUSCAT AR ARl SRR 10-206Pa” ol [ S A

AR FRARIRIE =156Pa” , B FrH Il ik o A [ R E 5 ) B A7 AE AR
RHERR . LM RR R AL ?
Question: The priority text states that "the axial elastic modulus of the bracket is 10-
20GPa", and the Chinese application is modified to "the radial compressive stiffness
is greater than or equal to 15GPa". The new test method in the specification shows
that there is a nonlinear relationship between radial stiffness and axial modulus.
‘What is the hidden error of this modification?
AR5 47 L Y A B B A
A. The physical dimensions of axial modulus and radial stiffness are different.
BARSAUSCAFASR G4 1 [ B SR EE o
B. The priority document does not provide radial stiffness test data.
C.15GPaR {5 5461 2 HE [l 6 EL X BEK AR o
C.There is no direct correlation between the 15GPa threshold and the original
parameter range.
DESTLHIEwireSi U RS S

D.The boundary conditions for the test method are not specified.

Question:Priority doc shows "battery capacity retention >80% after 500 cycles at
1C." Continuation claims: ">90% retention after 300 cycles at 2C." Spec only tests
1C cycling. Core deception?

A.C-rate doubling accelerates degradation nonlinearly.

B. Cycle count reduction invalidates long-term performance.

C. Capacity retention depends on voltage cutoff.

D.No data supports 2C rate performance.

gpt-40-mini:

C.156PaBR{H 5 J5 6 2 Ml B FLBEXS IR AR

C.There is no direct correlation between the 15GPa threshold and the original
parameter range.

gpt-40-mini:
D.No data supports 2C rate performance.

Response:

A: The physical dimensions of axial modulus and radial stiffness differ. This option is
correct because axial modulus and radial stiffness are indeed different physical quantities,
although there may be some relationship between them, their units and dimensions are
distinct.

B: The priority document does not provide radial stiffness test data. This option might be
a hidden error, but it does not directly indicate the error in the modification.

C: There is no direct correspondence between the 15GPa threshold and the original
parameter range. This option highlights a potential issue, that is, the modified parameters
may not align with the original parameters, but it does not directly address the error in the
physical quantity.

D: The boundary conditions of the test method are not specified. This option could also be
a hidden error, as the boundary conditions of the test method may affect the test results,
but it does not directly involve an error in the physical quantity.

Response:

A. C-rate doubling accelerates degradation nonlinearly: This option suggests that moving
from 1C to 2C would lead to a significant increase in degradation, which is a valid concern
in battery performance.

B. Cycle count reduction invalidates long-term performance: This option implies that
fewer cycles (300 at 2C vs. 500 at 1C) may not provide a reliable measure of long-term
performance, which is also a valid point.

C. Capacity retention depends on voltage cutoff: While voltage cutoff can affect capacity
retention, it does not directly address the core issue of comparing performance at different
C-rates and cycle counts.

D. No data supports 2C rate performance: This option points out that the data provided
does not support the claims made at the 2C rate, which is a critical observation.

Figure 60: Correct case of task 3-1.
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I8/ : The priority document states: “Gene editing efficiency = 70%,”
while the Chinese application modifies it to: “Knockout efficiency in
CHO-K1 cells = 80%.” It is known that Example 1 using HEK293 cells
achieved an efficiency of 75%, and Example 2 using CHO-K1 cells
achieved an efficiency of 65%. %EEMIEA IR ?
Question: The priority text states: "Gene editing efficiency > 70%," and the
Chinese application modifies it to: ""Knockout efficiency in CHO-KI1 cells >
80%." It is known that Example 1 used HEK293 cells with an efficiency of 75%,
and Example 2 used CHO-KI1 cells with an efficiency of 65%. What is the

pitfall of this ification?
A 05U A ISR B S B S A O S -
A. The modified cell type-specific exclusion of the original data is supported.
BRI AR G R R AR AR AR
B. Efficiency improvement does not provide evidence of transfection condition
optimization.
CARSALARILARCHO-KI AU ) Fetk B8
C. The specific parameters of CHO-K1 cells are not recorded in the priority.
DA 740 7R (4 AL ) — Bt o
D.The consistency of editing mechanisms in different cell lines has not been
verified.

gpt-40-mini:
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A. The modified cell type-specific exclusion of the original data is supported.

Error Category: Reasoning error

Error Reason:

A. The modified cell type-specific exclusion of original data supports : This option is
reasonable because the modified requirement is for CHO-K1 cells, and the original
data (75% efficiency of HEK293 cells) does not support this specific cell type
requirement.

B. Efficiency improvement lacks evidence of transfection condition optimization: Th
mention of transfection condition optimization in this option is not related to the issux;i‘J
as it was not mentioned in the problem.

C. Priority is not recorded for specific parameters of CHO-K1 ce’l?s: Although the
priority text does not specify parameters, the core of the issue lies in comparing
efficiencies rather than the lack of parameters. V]

D. The consistency of editing mechanisms across different cell lines has not been
verified: While editing mechanisms may differ across cell lines, the key to the issue is
comparing iencies, not the i of it

[ Task 3-1: Error Case ]

Question: The description of the invention's solution for creating an external
metal-to-metal seal between the pin and box connection of a threaded tubular, it
explains that a separate metal seal base is added to the external surface of the pin.
It further elaborates on how this allows for the repair or replacement of the seal
if damaged. When evaluating the clarity and sufficiency of this description of the
invention's key feature, which option is correct?

A. The description is incomplete as it doesn't mention how the added metal seal
base affects the overall weight and strength of the pipeline connection.

B. There are unclear claims regarding the durability of the new seal formed with
the separate metal seal base as compared to the prior art seals.

C. The description clearly conveys the concept and functionality of the
invention's key feature, and there is no error in the way it is presented.

D.The description is incorrect because it assumes that the repair process of the
seal is always feasible without considering potential manufacturing tolerances.

gpt-40-mini:
C. The description clearly conveys the concept and functionality of the
invention's key feature, and there is no error in the way it is presented.

Error Category: Reasoning error

Error Reason:

A. This option suggests that the description is incomplete because it does not address
the impact of the added metal seal base on the overall weight and strength of the
pipeline connection. While these factors are important in a comprehensive evaluation
of the invention, the question specifically asks about the clarity and sufficiency of the
description of the key feature, which is the addition of the metal seal base itself.

B. This option points out that there are unclear claims regarding the durability of the
new seal compared to prior art seals. The question does not indicate that durability is a
key feature of the description, so this option may not be the most relevant,

C. This option states that the description clearly conveys the concept and R‘nctionality
of the invention's key feature, indicating that there is no error in the presentation. If the
description effectively communicates how the separate metal seal base functions and
its benefits, this option could be valid.

D. This option claims that the description is incorrect because it assumes the repair .
process is always feasible without consideri It critiques
an assumption rather than the clarity of the description.

Figure 61: Error case of task 3-1.
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Task 3-2: Correct Case

R SR RHRET LRI & S b, SRR R SRR P e il
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Question: The alloy ratio of an orthopedic screw patent is exactly the

same as the formula record of a customer's customized product (not

patented) from a smelter 15 years ago. What is missing from this patent?

AFHNTF

A. Full disclosure

B.SEI

B.Practicability

C.aligtE:

C. Creativeness

D

D.Novelty

Question: An Al startup patented a neural network architecture in 2022.
Evidence shows the same architecture was fully implemented in an open-
source GitHub repository with 500+ stars 14 months pre-filing. What
invalidates the patent?

A.Novelty

B. Non-obviousness
C. Utility

D. Enablement

gpt-4o-mini:
A.Novelty

gpt-40-mini:
D
D.Novelty

Response:

A Full Disclosure: The patent application must detail the invention in
sufficient detail so that a person skilled in the relevant field can understand
and implement it.

B.Practicality: The invention must have the potential for practical application.
C.Creativity: The invention must rep: a signi adv over
existing technology and cannot be obvious.

D.Novelty: The invention must be new and not already disclosed.

A. Novelty: For a patent to be granted, the invention must be novel, meaning
it must not have been publicly disclosed before the patent application was
filed. In this case, since the same i was fully i d in an
open-source GitHub repository 14 months before the patent filing, it indicates
that the architecture was already known to the public. This directly
challenges the novelty requirement.

B.Non-obviousness: This criterion assesses whether the invention is
sufficiently inventive or if it would have been obvious to someone skilled in
the field at the time of the patent application. While the prior art (the GitHub
repository) could also affect this, the primary issue here is the lack of novelty.
C.Utility: This req states that the i ion must have a specific,
substantial, and credible utility. The information provided does not suggest
that the architecture lacks utility, so this is not a relevant factor in invalidating
the patent.

D.Enablement: This requirement means that the patent application must
provide enough detail for someone skilled in the art to make and use the
invention. The existence of the open-source implementation suggests that the
architecture is indeed enabled, so this is not a reason for invalidation.

Figure 62: Correct case of task 3-2.
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Q ion: The force feedback algorithm d by a surgical robot has

been proved to be the same as the unpatented demonstration video
hnology scheme di: d at an inter 1 conference three years

ago. What is the core problem of the invalidation of this patent?

AHARFR

A.Technological implications

B. oMb

B. Industrial applicability

C.Jff P 5k

C. INlustrative defects in the drawings

D itk

D. Novelty

Question: A patent claims a "new" drug dosage but admits it causes
severe side effects in 90% of patients. What is the rejection reason?

A.Non-obviousness
B.Ethical issues
C.Enablement failure

D.Lack of utility

gpt-4o0-mini:
D
D. Novelty

gpt-4o0-mini:
D. Lack of utility

Error Category: Reasoning error

Error Reason: To determine the core issue of invalidating a surgical robot
patent, we need to analyze the relationship between options and the reasons
for patent invalidation.

A.Technical Inspiration: This usually refers to the source of technical
inspiration or insight, which may be related to the validity of the patent but is
not the direct core issue leading to its invalidation®

B.Industrial Applicability: This refers to whether the invention can be applied
in industry. Even if a technology is theoretically feasible, it may still lead to
patent invalidation if it cannot be practically appliedélowever, the question
does not mention the applicability of the technology:

C.Defects in Drawings and Descriptions: This involves the clarity and
completeness of drawings and descriptions in the patent document. If the
drawings or descriptions are unclear, it may result in patent invalidation, Et
this point is not mentioned in the question.

D.Novelty: Novelty refers to whether the invention is new and has not been
disclosed before the application for the patent. The question mentions that the
force feedback algorithm of the patent is identical to an unpatented:
demonstration video technology from three years ago, which directly
addresses the issue of novelty.

Error Category: Reasoning error

Error Reason: A This criterion assesses whether the invention is
sufficiently different from existing knowledge or products. If the dosage is
truly new and not obvious to someone skilled in the field, this might not be
the rejection reason.

B.While the severe side effects could raise ethical concerns, patent law
primarily focuses on the technical aspects of the invention rather than ethical
implications. Therefore, this is unlikely to be the primary reason for rejection.
C.This criterion requires that the patent application must provide enougl
information for someone skilled il:gle art to make and use the invention. If
the dosage causes severe side effects, it might not be considered adequately
enabled, but this is more about the practical application rather than the
inherent utility of the drug.

D.This is the most relevant option. A patent must demopstrate that the
invention has a specific, substantial, and credible utility” If a drug dosage
causes severe side effects in 90% of patients, it may not be considered useful
or beneficial, leading to a rejection based on lack of utility.

Figure 63: Error case of task 3-2.
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[ Task 3-3: Correct Case J

IR0 : 1% MA, B, C, DIY NI 5 N R L RIBA U L AP 5, %5
SRR KRR RIS ERE (D, —HHTERAE
U F BB e (RS

Question: Please select the patent number that is most similar to the
following patent from the four options A, B, C and D. What is the
number? A brush head and vacuum cleaner. The brush head includes: a
connecting tube (1), one end for connecting to a negative pressure source,
the other end is a suction port...(omit)

A—FZ IR QAN (110) o BISK4LPE. dbl (130) S
PR, AhFE (1100 WA RIFZALME. APl (1300 S50 (130)
b2 oY (O1:9)

Iti-functional facial cles a housing (110), a brush
head assembly, a motor (130) and a power supply assembly. The housing
(110) is provided with a power supply assembly, a motor (130) and a
bracket supporting the motor (130)...(omit)

B.— R AT B R T RE ) S B R L i, & T R
Q5]

B. A pet brush with hair absorption function and its use method, suitable
for pet care equipment field...(omit)

C.—FiEoKRI Sk, WHERLTEE (1), FrkRlskiesd (1D Af 5%
R FA AT A 5 KRN T I - e (IS

C.A water-absorbing brush head, including a brush head housing (1), the
brush head housing (1) having an intake channel connected to a vacuum
source for generating suction flow...(omit)

D AR AT T —FhZ hheftahl, A8 Rk, Homk. H=R
Keeeeee (JEBED

D.The invention discloses a multi-functional makeup brush, including a
first brush head, a second brush head, a third brush head...(omit)

Question:Please select the most similar patent number from A, B, C and
D. Which number is?Provided is an adipose tissue preservation solution,
comprising: polyethylene glycol 400, human albumin, norfloxacin, low
molecular dextran, and Ac-DEVD-CHO. The present invention uses the
polyethylene glycol 400 as a base component for the first time; said
substance has good compatibility with an oil-type substance, and may
also separate out a lipid-type substance after being compatible with a
water-type sub. 5 and human is used as a nutritional

p of adipose hymal stem cell preservation
solution....(omit)

A. Provided in the present invention are a mesenchymal stem cell
injection, a preparation method thereof and the use in preparing drugs
for treatingdilated cardiomyopathy in children...(omit)

B. The present invention provides a mesenchymal stem cell injection, a
preparation method thereof, and application thereof in preparing a drug
for treating ulcerative colitis...(omit)

C. Provided in the present invention is a cell freezing medium for clinical
use. In particular, the cell freezing medium of the present invention
comprises the following components...(omit)

D.The present invention provides a mesenchymal stem cell injection, a
preparation method thereof, and application thereof in preparing a
diabetes drug...(omit)

gpt-40-mini:

C.— Rk Sk, B4ERLTeE (1), Fridhlsksedk (1D Bf 5%
PRI UL 2 IR 5 KRN IEIE -+ D

C.A water-absorbing brush head, including a brush head housing (1), the
brush head housing (1) having an intake channel connected to a vacuum

source for generating suction flow...(omit)

gpt-4o0-mini:

D.The present invention provides a mesenchymal stem cell injection, a
preparation method thereof, and application thereof in preparing a
diabetes drug...(omit)

Figure 64: Correct case of task 3-3.
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[ Task 3-3: Error Case ]

F 12 % A, B, C, DIUANE I FIE Y 55 PR G RUBAU LRI 5, 2R 524 i
G T BRI F RGO, SO T MR e A 7k AR R 2o
B, A RN

Question:Please select the patent number that is most similar to the following patent
from the four options A, B, C and D. What is the patent number? This application is
applicable to the field of image processing y, and provides a itati
detection method, detection device and terminal equipment for brain atrophy degree,
including...(omit

ARRIATE T —Fh EHRRFAE R IOT 5 R e (O3}

A. The invention discloses an image feature extraction method and device...(omit)
B.—FRARERALR T AR LR R e (€=1:3]

B. A method for identifying a lesion site...(omit)

CAHHEM T BRI T ARG, RO T —Fheweor VEHE

C This application is applicable to the field of image processing technology and
provides a method...(omit)

DAHEATE T —Fb AR A R Mg

D.D: This application discloses a target detection method and device...(omit)

Question: Please select the most similar patent number from A, B, C and D. Which
number is? A blood fat-reducing and blood pri ducing health care tea and a
preparation method therefor...(omit)

A.Provided are a traditional Chinese medicine lip balm having Yin nourishment and
internal heat relief effects, and a method for preparation thereof, belonging to the field
technical field of cosmetics...(omit)

B. A tea massage oil, a preparation method therefor and an application thereof. The tea
massage oil is prepared from the following raw materials in parts by weight...(omit)

C.A tea, i the ing raw material 7-15 parts of
tangerine peel, 11-25 parts of cocculus sarmentosus, 10-32 parts of hedyotis diffusa, 5-
20 of flos lonicerae, 4-12 parts of wolfberry...(omit)

D.A composition facilitating lowering of blood pressure, use of the composition in
preparing a dietary supplement for facilitating lowering of blood pressure...(omit)

gpt-40-mini:
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B. A method for identifying a lesion site...(omit)

Crmg)

gpt-40-mi
D.A composition facilitating lowering of blood pressure, use of the composition in
preparing a dietary supplement for facilitating lowering of blood pressure...(omit)

Error Category: Reasoning error

Error Reason:

A: Methods involving image feature extraction primarily focus on the field of computer

vision. Although they also involve image processing, they have no direct connection with

brain atrophy detection. x

B: Describes a method for identifying lesion sites using MRI imagés, which involves image
i ion and ion of lesion ility. This has a high degree of similarity with

brain atrophy detection methods in terms of technical domain and application.

C: Focuses on face detectiort;‘which is also an image processing task but has no direct link to

brain atrophy detection. V]

D: Involves target detection and confidence fusion, mainly applied in sensor technology, and

has no direct relation to brain atrophy detection.

Error Category: Reasoning error

Error Reason:

A: This patent describes a traditional Chinese medicine lip balm with effects related to
nourishing Yin and relieving imemmat. It focuses on cosmetic applications rather than
health care tea, making it less relevant:

B: This patent discusses a tea massage oil with various oils and health benefits, but it does
not focus on tea for health care or specifically on blood fat or blood pressure reduction. Thus,
it is not closely rerated. X

C: This patent describes a healthcare tea with various herbal components aimed at relieving
chronic diseases and improving health. While it does not specifically mention blood fat or
blood pressure, it is still in the realm of health care tea, which is similar to the original patent.
D: This patent focuses on a composition for lowering blood pressnx and includes various
extracts and vitamins. It directly addresses blood pressure reduction, which aligns closely
with the original patent's focus on blood pressure and health care.

Figure 65: Error case of task 3-3.
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Task 3-4: Correct Case

1 A A ER RKAE, SERAIR TAEZ A, FIRDILARK T, EATIE
SMEER  “CHRRETR” , RAAAAAMFHEARKSE, A7
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Question:Zhang, a technician of Company C, developed a "new welding
tool" by himself using spare time and materials purchased by himself
after completing his own work, without using the material and technical
conditions of Company C, and the company and Zhang did not agree on
ownership. Who owns the patent application right of the tool?
AAAT, FFRHER AT BT,

A. Company C, because Zhang is an employee of the company.

B.aKHE, BRI S R W i .

B.Zhang, because it is not an invention made in the course of his duties.
CUTIA, RIFRHE 5 T B Kk
C.The two parties share the same identity due to Zhang's employee
status.

D.JA BT, ST

D.Return to the local government and encourage innovation.

Question:A biotechnology researcher invents a novel gene-editing tool
while employed at University X, using university lab equipment and
government grant funds. The researcher’s employment contract states,
“All inventions arising from university-funded projects belong to the
institution.” Who owns the patent?

A. The researcher individually.

B. University X.

C. The government funding agency.

D.Shared between the researcher and University X.

B. University X.

gpt-40-mi
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B.Zhang, because it is not an invention made in the course of his duties

Response:

According to China's Patent Law, a service invention refers to an invention or
creation completed during the performance of one's duties. The patent
application rights for service inventions typically belong to the entity
(company), whereas those for non-service inventions belong to the inventor
(individual). In this case, Zhang completed the "new welding tool" using his
spare time and purchased materials on his own, without utilizing any material
or technical from the pany, and without agreeing on ownership
with the company. Therefore, this invention does not qualify as a service
invention.

Response:

A.Employment Contract: The researcher’s employment contract explicitly
states that "All inventions arising from university-funded projects belong to
the institution." This clause indicates that any invention developed using
university resources or funding is owned by University X.

B.Use of University R : The her used uni lab
equipment and government grant funds to develop the gene-editing tool. This
further supports the claim that the invention is tied to university resources.
C.Government Funding: While the invention was developed with
government grant funds, the contract with University X takes precedence in
this scenario. Typically, government funding agencies may have their own
policies regarding inventions, but in this case, the employment contract
clearly assigns ownership to the university.

D.Shared Ownership: The option of shared ownership between the researcher
and University X is not supported by the contract, which states that the
university owns all inventions arising from university-funded projects.

Figure 66: Correct case of task 3-4.
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Task 3-5: Correct Case

# Patent Applications Awaiting Examination

<ApplicationNumber> 12763093 <\/ApplicationNumber>

<Title> METHODS AND APPARATUS FOR ENSURING
COMPATIBILITY ON A HIGH PERFORMANCE SERIAL BUS
<V/Title>

<Abstract> A data ions system is di d having at least
one Legacy cloud coupled to at least one Beta cloud. The system further
having at least one BOSS node and at least one border node. A method
for ensuring compatibility is disclosed comprising determining when the
BOSS node is idle, determining whether the last packet transmitted by
any border node was an Alpha format packet if the BOSS node is idle,
and unlocking the Legacy cloud if the last packet transmitted by the
border node was not an Alpha format packet. <\/Abstract>
<Background> <SOH> BACKGROUND OF THE INVENTION
<EOH>1. Field of the Invention The present invention relates to data
communications...(omit)

A. Allowed

B. Rejected

gpt-40-mini: [

To determine whether the patent application should be allowed or
rejected, we need to analyze the content of the application, including the
title, abstract, background, claims, and summary.

Analysis:

1. Title: "METHODS AND APPARATUS FOR ENSURING
COMPATIBILITY ON A HIGH PERFORMANCE SERIAL BUS"

The title suggests a focus on compatibility in data communication
systems, which is a relevant and important area in technology.

2. Abstract:

The abstract describes a system that ensures compatibility between
different types of data packets in a high-performance serial bus system.
It outlines a method involving a BOSS node and border nodes to manage
packet transmission and compatibility.

3. Background:

The background provides context about the need for compatibility in
data communication systems, particularly with the evolution of
standards like IEEE 1394-1995 and its successors...(omit)

Answer: allowed

Figure 67: Correct case of task 3-5.
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[ Task 3-4: Error Case ]

TR SR A 7] B3 T AN R BRI, AR R S5 52 2
Question: Which of the following inventions made by Sun, an employee of
Company V, is not a service invention?

ATV SR E LR BRI R “BT@fERE” .

A."Quantum ped using unit

technical data.

BT AR S WA “ AR RS

B. The "face r ition system" ped by the unit to carry out its
tasks.

C.EBYUR 1 SFABERIN “Hfelmin” .
C."New energy battery" developed within one year after leaving the job.
D.EZA ARG PR CHRETRU%” .

D. "Smart wearable devices" developed mainly with unit funds.

Question: Amgen had an ongoing research project on PCSK9 - binding antibodies.
A researcher, Dr. Smith, who was part of this project, left Amgen and joined a
competitor. Before leaving, Dr. Smith had made some key preliminary discoveries
related to a new antibody structure. After joining the competitor, Dr. Smith
further developed this antibody structure and the competitor filed for a patent.
Amgen claims that it should own the patent rights. Which of the following is the
most likely basis for Amgen's claim?

A.Dr. Smith's work was a continuation of Amgen's research project, and he used
Amgen's confidential information.

B. Amgen was the first to start researching PCSK9 - binding antibodies.

C. The competitor had no right to hire Dr. Smith as he was still under a non -
compete agreement with Amgen.

D. D. Amgen had already filed a provisional patent application on a related
concept.

gpt-4o-mini:
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C."New energy battery" developed within one year after leaving the job.

gpt-4o-mini:
A.Dr. Smith's work was a continuation of Amgen's research project, and he used
Amgen's confidential information.

Error Category: Consistency error

Error Reason:

‘When analyzing this issue, we need to understand the definition of "service
invention." A service invention refers to an invention created by an employee while
performing their duties, typically closely related to their job responsibilities, tasks, or
resources of the organization.

A. "Quantum icati i 2 loped nsing the

confidential technical data-This is a service inventi(;#oecause it utilizes the
organization's confidential technical data.

B. "Facial recognition system” developed while performing organizational tasks-This
is also a service invention because it was developed while performing organizational
tasks.

C. "New energy battery" developed within one year after leaving the organization
(not related to previous work) -This does ngé qualify as a service invention because it
was developed after leaving the ization and is unrelated to previous work.
D. "Smart wearable device" primarily funded by the organization-This is a service
invention because it mainly utilized organizational funds.

Error Category: Priority error

Error Reason: X

A.Dr. Smith's work was a continuation of Amgen's research project, and he used
Amgen's confidential information. This option suggests that Dr. Smith's new work was
directly related to the research he conducted at Amgen and that he utilized proprietary
information from Amgen. If this is the case, Amgen could argue that the patent rights
belong to them because the new discoveries were built upon their confidential research.
B. Amgen was the first to start researching PCSK9 - binding antibodi¢s. While being the
first to research a topic can establish a claim to the field, it does not automatically grant
patent rights to subsequent discoveries made by former employees unless they are
directly tied to the original research and confidential information.

C. The competitor had no right to hire Dr. Smitlt‘as he was still under a non-compete
agreement with Amgen.If Dr. Smith was indeed under a non-compete agreement,
‘Amgen could potentially pursue legal action against both Dr. Smith and the competitor.
However, this does not directly address the patent rights issue regarding the antibody
structure.

D. Amgen had already filed a provisional patent application on a related cqneept. Filing
a provisional patent application can establish a priority date for an inventidn, but it
would depend on whether the provisional application covers the specific antibody
structure developed by Dr. Smith. If it does, Amgen could claim rights based on their
prior application.

Figure 68: Error case of task 3-4.
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Task 3-5: Error Case ]

# Patent Applications Awaiting E
ApplicationNumber> 12765091 <VA

<Title> METHOD AND DEVICE OF ASSIGNING RING IDENTIFIER

<VTitle>

<Abstract> A control message having stored therein a link identifier for
identifying a link such as a fiber or cable and a ring identifier for
identifying a ring (or a control message having stored therein a ring
identifier) is transmitted to a neighbor node. A ring identifier

to alink i

Number

preliminarily

from the neighbor node (or a ring i
link having received the control message) is compared with a ring
identifier received from the neighbor node to select either one of the ring
identifiers according to specified selection criteria. The ring identifier
selected is assigned to the link identified. <\/Abstract>

<Background> <SOH> BACKGROUND <EOH>A large number of
transmission networks have adopted a configuration having a plurality
of ring networks R 1 and R 2 ...(omit)

A. Allowed
B. Rejected

by the link i received

preliminarily assigned to a

gpt-40-mini: x
B. Rejected

Error Category: Hallucination Error

Error Reason:

1. Novelty: The application describes a method and device for assigning ring
identifiers in a network, which involves itti i
identifiers, and selecting based on specified criteria. We need to check if this
method is novel compared to existing technologies.

2. Non-obviousness: The claims must not be obvious to someone skilled in the art.
Is and methods, such as Link

The icati fe existing

control

Management Protocol (LMP) and other related documents. If the method described
is an obvious extension of existing technologies, it may be rejected.

3. Utility: The application appears to have a clear utility in managing network’
resources efficiently, which is a positive aspect for allowing the patent.

4. Claims Analysis: The claims detail specific steps and components involved in
the method and device. If these claims are sufficiently
abstract ideas or general concepts, they may be allowed

iled and not merely

5. Prior Art: The back d section

If similar methods have been patented or published, this could impact the novelty

and non-obviousness of the

existing technologies and

Figure 69: Error case of task 3-5.
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# BURIZER

LVBRIRFAG", AL STHERT (2) FIRFA Sk (3) TRHASK (3) 2 fESCHERY
(@) J&dis JURMIEE T, EOAEFEERE . HETHE . 2 (1) MPIARL
LA (@), HEH Q) ERESFIEER )N, B ) B EERE
CEHAERERHUATS M, ] 5 e B T 2 6 (1) AL 5 oo (O]

1. Hydraulic deep loosening shovel, including support arm (2) and deep
loosening head (3), the deep loosening head (3) is installed at the bottom
of the support arm (2); Its features include a fixing device, a lifting
device, a sleeve (1), and two sets of soil breaking pieces (4). The support
arm (2) slides up and down through the interior of the sleeve (1), and the
sleeve (1) is installed at the front end of the rotary tiller through the
fixing device. The fixing device is used to fix the position of the sleeve (1),
and the lifting device is installed on the fixing device and pushed to the
side of the sleeve (1)...

gpt-40-mini:

AR B TR RN, E B S AL Sk, IRAA Sk 2 ReHE
SCHERR . SR RIS TIE R R E L RTHEE . B AR
bR OB RS RN, RN R B L
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BTN DT, TS TR a) . PR T 0 ) 2R AE R
FASKE AT -+ (W)

The present invention relates to a hydraulic deep loosening shovel,
mainly comprising a support arm and a deep loosening head, wherein

the deep loosening head is installed at the bottom end of the support arm.

The hydraulic deep loosening shovel also includes a fixing device, a
lifting device, a sleeve, and two sets of soil breaking pieces. The support
arm slides up and down through the inside of the sleeve, and the sleeve is
installed at the front end of the rotary tiller through a fixing device,
which is used to fix the position of the sleeve. The lifting device is
installed on the fixed device and pushed to the side of the sleeve to drive
the support arm to move up and down. Two sets of soil breaking pieces
are installed on the left and right sides of the deep loosening head
respectively...

# Claims

1. A method for controlling a blind spot detector on a motorcycle, the
method comprising: detecting, from lane markings shown in a field of
view of a camera of a lane position sensor, a lateral change in a position
of the motorcycle, wherein the lateral change comprises the motorcycle
moving towards an edge of a lane on a first side of the motorcycle; and
adjusting, based on the lateral change detected from the lane markings
shown in the field of view of the camera of the lane position sensor, a
width of a detection zone of the blind spot detector, wherein: the
adjusting the width of the detection zone comprises decreasing the width
of the detection zone on the first side of the motorcycle, and the width of
the detection zone is further adjusted by steering the blind spot detector.
2.detecting, from lane markings shown in a field of view of a camera of a
lane position sensor, a lateral change in a position of the motorcycle,
wherein the lateral change comprises the motorcycle moving towards an
edge of a lane on a first side of the motorcycle...(omit)

gpt-4o-mini:

The present invention relates to a method and system for enhancing
blind spot detection on motorcycles. The method involves detecting
lateral changes in the motorcycle's position within its lane using a lane
position sensor equipped with a camera. Based on this detection, the
width of the blind spot detection zones on either side of the motorcycle is
dy ically adj d. Specifically, when the motorcycle moves closer to
the edge of a lane, the detection zone on that side is narrowed, while the
pposite side's ion zone is corresp d. The system
includes one or more sensors to monitor these zones, a controller to
process the lane markings and adjust the detection zones in real-time,
and a signaling device to alert the rider of any vehicles detected within
these zones. The alerts can be provided through haptic, audible, or visual
signals, ensuring the rider is informed of potential hazards in their blind
spots. This innovative approach aims to improve rider safety by
providing timely and accurate awareness of surrounding vehicles.

Figure 70: High-quality case of task 4-1.
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#Claims of Rights

1. A wear-resistant blade for a rotary tiller, comprising a housing (1),
characterized in that: side plates (2) are fixedly provided on both sides of
the housing (1), a driving mechanism (3) is installed on the upper end
surface of the housing (1), the driving mechanism (3) penetrates through
the housing (1), a rotating shaft (4) is installed inside the driving
mechanism (3), and the left and right ends of the rotating shaft (4) are
respectively installed on the inner sides of the left and right side plates
(2), and an installation component (20) is provided on the outer side of
the rotating shaft (4); The installation component (20) comprises an
installation ring plate (5), a blade body (9), and a wear-resistant layer
(14)...(omit)
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The present i ion relates to a blade of a rotary tiller
and its rotary tiller. The wear-resistant blade comprises a casing, side
plates, a driving mechanism, and a rotating shaft. The outer side of the
rotating shaft is d with an i i ‘which
includes an installation ring plate, a blade body, and a wear-resistant
layer. The front of the installation ring plate is equipped with a limiting
groove, in which a limiting protrusion is fixed and multiple screw holes
are opened for easy installation. The right end of the blade body is
equipped with an installation part, and the upper end surface of the
installation part is provided with a limited slot two and a screw hole two.
The screw hole two matches the screw hole one and is equipped with a
locking bolt.

# Patent Applicati iting E

# Claims

A system comprising: one or more processors; and one or more non-
transitory computer-readable media storing instructions executable by
the one or more processors, wherein the instructions, when executed,
cause the system to perform operations comprising: determining a
position of a vehicle in an environment, the position comprising two-
dimensional coordinates and a yaw value; determining a heading vector
associated with the vehicle based at least in part on the position, wherein
the heading vector comprises a heading direction; determining a sideslip
vector associated with the vehicle based at least in part on a direction of
motion of the vehicle and a velocity, wherein the sideslip vector
comprises a sideslip direction that is different from the heading direction;
determining a curvature of the vehicle by: determining a predicted
heading vector associated with the vehicle based at least in part on a
predicted position of the vehicle; determining a predicted sideslip vector
associated with the vehicle based at least in part on a predicted direction
of motion of the vehicle and a predicted velocity; and determining the
curvature based at least in part on a difference between the predicted
sideslip vector and the sideslip vector and a difference between the
predicted heading vector and the heading vector...(omit)

gpt-40-mini:

The present invention relates to a system and method for retrieving
patient information utilizing large language models (LLMs). The system
comprises a processor and a memory that stores instructions for
processing natural language queries received from users. Upon receiving
a query, the system inputs it into an LLM to generate a computer
language query composed of multiple nodes. These nodes are then
mapped to entries in a patient and a p is
obtained based on this mapping. The system generates a final database
query from the database response and queries the patient database
accordingly. The user response is then transmitted to a graphical user
interface, which includes generating a natural language response
through the LLM. This response generation involves analyzing a user
profile, training a classifier with exemplary query data, and classifying
the user profile into language groupings. The system also includes
features for generating user interface data structures and identifying
atomic elements within queries to enhance the accuracy and relevance of

the information retrieved....(omit)

Figure 71: Low-quality case of task 4-1.
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#Independent claims

An automatic mahjong machine, characterized in that it comprises a
circular card pushing device, the circular card pushing device
comprising a card pushing groove, the card pushing groove comprising a
base, a circular upright baffle, and a circular blocking side plate. The
circular upright baffle and the circular blocking side plate are arranged
on the base, and the circular blocking side plate is located on the
periphery of the circular upright baffle. The bending angle of the
circular upright baffle is greater than 180 °, and the card pushing groove
is provided with a card inlet and a card outlet. Please generate all
corresponding dependent claims based on the given independent claims
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dependent claims:2. The automatic mahjong machine according to claim
1, characterized in that a driving device is provided on the base of the
pushing slot of the circular pushing device, for driving the mahjong tiles
in the pushing slot to move along the pushing slot.3. The automatic
mahjong machine according to claim 1, characterized in that the
annular upright blocking plate and the annular blocking plate side plate
are made of wear-resistant materials to improve their service life.4. The
automatic mahjong machine according to claim 1, characterized in that
the design of the card inlet and outlet makes it difficult for mahjong tiles
to get stuck during the pushing process... (omit)
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# Independent Claim

A scanning mirror ly, comprising: a tw micro-
electromechanical system (MEMS) scanning mirror; a first pair of
piezoelectric electrodes coupled to the MEMS scanning mirror through a
first pair of looped torsion springs, wherein the first pair of piezoelectric
electrodes drives the MEMS scanning mirror to rotate around a first
axis; and a second pair of piezoelectric electrodes coupled to the MEMS
scanning mirror through a second pair of looped torsion springs,
wherein the second pair of piezoelectric electrodes drives the MEMS
scanning mirror to rotate around a second axis orthogonal to the first
axis, wherein at least one of the first pair of looped torsion springs or the
second pair of looped torsion springs are multiple-looped torsion springs.
an i i i ical system (MEMS) scanning
mirror; a first pair of piezoelectric electrodes coupled to the MEMS
scanning mirror through a first pair of looped torsion springs, wherein
the first pair of piezoelectric electrodes drives the MEMS scanning
mirror to rotate around a first axis; and a second pair of piezoelectric
electrodes coupled to the MEMS scanning mirror through a second pair
of looped torsion springs, wherein the second pair of piezoelectric
electrodes drives the MEMS scanning mirror to rotate around a second
axis orthogonal to the first axis, wherein at least one of the first pair of
looped torsion springs or the second pair of looped torsion springs are
multiple-looped torsion springs.

Please generate all dependent claims corresponding to the given
independent claim.

gpt-40-mini:

Here are several dependent claims that correspond to the provided
independent claim regarding the scanning mirror assembly:
Dependent Claim 2: The scanning mirror assembly of claim 1, wherein
the multiple-looped torsion springs are configured to provide enhanced
rotational stability and precision for the MEMS scanning mirror.
Dependent Claim 3: The scanning mirror assembly of claim 1, wherein
the first pair of pi ic electrodes is configured to operate in a
push-pull manner to achieve a greater range of motion for the MEMS
scanning mirror....(omit)

Figure 72: High-quality case of task 4-2.
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#Independent claims

1. A stimulation device (1) for a sex belt, comprising: at least one
pressure field generator (2), the at least one pressure field generator (2)
having: at least one first chamber (3); The first chamber (3) has a single
opening and a driving component (6) that changes the volume of the first
chamber (3) to alter the total pressure in the pressure field generator (2),
wherein the total pressure includes modulated positive or negative
pressure relative to a reference pressure; And a control device (7) for
activating the driving component (6); The pressure field generator (2)
does not have a valve; The device (1) is a

device.Please generate all dependent claims corresponding to the given

independent claims.

# Independent Claim

A semiconductor device comprising: a substrate; an alignment marker
in the the ali marker comprising tantalum
(Ta) and having a line edge roughness of less than 2.5 nm; a plurality of
transistors in the substrate; and a plurality of metal interconnects and
metal vias connected to the plurality of transistors. a substrate; an
alignment marker embedded in the substrate, the alignment marker
comprising tantalum (Ta) and having a line edge roughness of less than
2.5 nm; a plurality of transistors in the substrate; and a plurality of
metal interconnects and metal vias connected to the plurality of
transistors.
Please generate all dependent claims corresponding to the given
independent claim.

gpt-40-mini:

Here are several dependent claims that could correspond to the
independent claim provided:

Dependent Claim 1:The semiconductor device of claim 1, wherein the
alignment marker is positioned at a predetermined location within the

gpt-40-mini:
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Based on the given independent claims, the follnwmg are possible
dependent claims:1. The stimulation device (1) according to claim 1,
‘wherein the opening of the first chamber (3) has an adjustable diameter
for adjusting the output pressure of the pressure field generator (2).2.
The stimulation device (1) according to claim 1, wherein the driving
component (6) is an electric driving device capable of controlling its
action through electrical signals.3. The stimulation device (1) according
to claim 1, wherein the control device (7) comprises a user interface that
allows the user to select different sti ion modes...(omit)

to facilitate during
Dependent Claim 2:The semiconductor device of claim 1, wherein the
plurality of transistors includes at least one type selected from the group
consisting of NMOS transistors, PMOS transistors, and FinFET
transistors.
Dependent Claim 3:The semiconductor device of claim 1, wherein the
metal interconnects are made of copper (Cu) or aluminum (Al).
Dependent Claim 4:The semiconductor device of claim 1, wherein the
substrate is made of silicon (Si) or silicon-on-insulator (SOI).
Dependent Claim 5:The semiconductor device of claim 1, wherein the
line edge roughness of the alignment marker is less than 2.0 nm.
Dependent Claim 6:The semiconductor device of claim 1, further
comprising a dielectric layer between the alignment marker and the
plurality of transistors.
Dependent Claim 7:The semiconductor device of claim 1, wherein the
alignment marker is formed using a deposition technique selected from
the group consisting of sputtering, chemical vapor deposition (CVD),
and atomic layer deposition (ALD)...(omit)

Figure 73: Low-quality case of task 4-2.
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Question: A patent protects the gear transmission joint structure of an
industrial robot arm, with the core being a three-stage reduction gear set.
‘Which of the following improvements is most likely to avoid
infringement?

Ml = s i

A B 2 B AR AR 2

A. Replace the gear set with a harmonic reducer.

B. KRR A B 6

B. Replace the gear material from steel to titanium alloy.
CHIR AR T o0

C. Increase gear module to enhance strength.

DR YINFERGHIPEVNEE 64

D. Increase gear module to enhance strength.

Question: Please select the correct answer from A, B, C, and D.

A patented autonomous drone navigation system (US 10,555,123)
requires "LiDAR-based obstacle avoidance with 360° point cloud
fusion'" and "dynamic path recalculation every 0.1 seconds." Which
redesign avoids infringement under the doctrine of equivalents?

A. Using stereo cameras instead of LiDAR but achieving similar
resolution

B. Increasing path recalculation frequency to 0.05 seconds
C. Combining LiDAR with ultrasonic sensors for redundancy

D. Adopting pre-mapped static routes without real-time recalculation
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In this issue, we need to consider how to avoid infringement of a certain
patent through improvement. The core of the patent is the three-stage
reduction gear set, so we need to find an improved way to achieve similar
functionality without using the core technology of the patent.A. Replacing gear
sets with harmonic reducers: Harmonic reducers are a type of reduction
device different from traditional gear sets, using different working principles,
5o this improvement is most likely to avoid infringement.B. Replacing the gear
material from steel to titanium alloy: Although the change in material may
affect performance, the core gear structure and working principle have not
changed, so this cannot avoid infri C. the gear
module to enhance strength: This is still using the design of gear sets, only
changing the size and strength of the gears, which may still infringe on
patents.D. Increasing the number of lubricant injection ports: This is only a
minor modification to the existing design and does not change the basic
structure and working principle of the gear set, so infringement cannot be
avoided.In summary, the most effective improvement method is option A.,

gpt-d4o-mini:
To determine which redesign avoids infringement under the doctrine of
equivalents, we need to analyze each option in relation to the patented
features of the autonomous drone navigation system.
1. Understanding the Patent Claims:The patent requires "LiDAR-based
obstacle avoidance with 360° point cloud fusion." It also specifies
"dynamic path recalculation every 0.1 seconds.*
2. Evaluating Each Option:A. Using stereo cameras instead of LIDAR
but achieving similar resolution: This option substitutes LiDAR with
stereo cameras. While it may achieve similar resolution, it does not use
LiDAR, which is a specnﬁc requirement of the patent. This cou]d

ially avoid infr B. ing path r
frequency to 0.05 seconds: This option changes the frequency of
recalculation but still uses dynamic path recalculation. Since it still falls
under the same functional requirement of the patent, it does not avoid
infringement.C. Combining LiDAR with ultrasonic sensors for
redundancy: This option still uses LIDAR, which is a key element of the
patent. Therefore, it does not avoid infringement.D. Adopting pre-
mapped static routes without real-time recalculation: This option
eliminates the dynamic recalculation aspect entirely, which is a critical
feature of the patent. By not recalculating paths dynamically, it avoids
the infringement of that specific claim.
3. Conclusion:The best option that avoids infringement under the
doctrine of equi is D, as it changes the method of
navigation by removing the dynamic recalculation requirement.
Final answer: D

Figure 74: Correct case of task 4-3.
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WMA, B, C, DPUANIEIR ik M H % i 28 o ! Please select the correct answer from A, B, C, and D.
SRR T 0= AR S (e L, R IR T e | | Question: A medical device patent (US 9,878,210) covers a "wearable
AL? R v ' insulin pump with real-time glucose monitoring using subcutaneous

1 microdialysis. " Which modification would most likely avoid

1 infringement if the original patent claims specify "microdialysis

1 membrane thickness of 10-15pm" and "feedback-controlled dosing
based on glucose levels"?

Please refer to A, B. Choose the answer corresponding to the question
from the four options C and D.

Question: A three-point radial positioning fixture for machine tool tools
protected by a certain patent. Which of the following improvements is J
most likely to avoid infringement? !

i A ing microdialysis with ive Raman sp py for
AR AR R . glucose detection.
A. Install temperature sensor. ; B.Using a 16pm microdialysis membrane with identical feedback
B FABRALAG B S ; algorithms.

B. Use tungsten carbide coating fixture. : C. Adding Bluetooth connectivity to share data with smartphones.
CHISERT A EPUA D. Implementing an open-loop dosing system without glucose feedback.

C. Increase the number of positioning points to four. gpt-do-mini: X
DB AV Rl ) S R 45 i A ing mi

D. Designed as a V-shaped groove axial clamping structure. | glucose detection.

lysis with il ive Raman sp py for

' Error Category: Reasoning Error

gpt-do-mini: >{ ' Error Reason: To determine which modification would most likely avoid
| infringement of the patent covering a "wearable insulin pump with real-time
CHMERL R P4 | glucose monitoring using i is," we need to analyze each
C. Increase the number of positioning points to four. . option in relation to the specific claims of the patent.
A. Replacing ialysis with i ive Raman for glucose

detection - This modification changes the method of glucose detection entirely,

Error Category: Composite error . L . ' moving away from microdialysis to a different technology. This would likely avoid
Error Reason: The most effective way to avoid patent iiZringement is ' infringement as it does not utilize the patented method_)g(y

usually to modify or replace the key features of the patent. The core feature ! B.Using a 16pm microdialysis membrane with identical feedback algorithms** -
of the three-point radial positioni G,Eixture ioned in the title is the 1 This option still uses microdialysis, which is a key aspect of the original patent.,
design of its three-point positioning. A fastalling a sensor - this . The change in membrane thickness (from 10-15um to 16pm) may not be sufficient
is not related to the positioning function of the fixture and may not . toavoid infringement, especially since the feedback-controlled dosing based on
effectively avoid infringement. B. Using tungsten carbide coating fixjres - ; glucose levels remains unchanged. . o

this is mainly a change in material and may not affect the core design of the | C- Adding Bluctooth connectivity to share data with smartphones - While tis adds

a feature to the device, it does not change the core technology of glucose!
‘monitoring or dosing. Therefore, it is unlikely to avoid infringement.
' D. Implementing an open-loop dosing system without glucose feedback - This
1 ification removes the feedback itrolled dosing aspect, which is a critical part
. of the original patent. By clilﬂ ing the feedback mechanism, this option could

ially avoid infri idering the analysis, the most effective
‘modification to avoid infringement is option »3%'2 it completely changes the
method of glucose detection, thus steering clear of the patented technology.

patent. C. Increasing the number of positioning pgints to four directly
changes the design features of the original patent from three points to four
points, which may effectively avoid infringement. D. Designed as a V-shaped
groove axial clamping structure - although this is a design change, it may still
be similar in function to the original patent. Taking all factors into 3
consideration, increasing the number of positioning points to four is the most
direct and effective way to avoid infringement.

Figure 75: Error case of task 4-3.
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